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Series expansions for the solution of the Dirichlet problem in a planar domain with a small hole M. Dalla Riva
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Abstract. We consider the Dirichlet problem for the Laplace equation in a planar domain with a small hole. The diameter of the hole is proportional to a real parameter  and we denote by u the corresponding solution. If p is a point of the domain, then for  small we write u (p) as a convergent power series of  and of 1/(r0 + (2π)−1 log ||), with r0 ∈ R. The coefficients of such series are given in terms of solutions of recursive systems of integral equations. We obtain a simplified expression for the series expansion of u (p) in the case of a ring domain. Keywords. Dirichlet problem for the Laplace equation, doubly connected domain, singularly perturbed perforated domain, potential theory, real analytic continuation in Banach space. 2010 MSC. 31B05, 31B10, 35B25, 35C20, 35J25.
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Introduction



This paper continues the work started by the first two authors in [10] and [12] and is devoted to the Dirichlet problem for the Laplace equation in a domain with a small hole of diameter proportional to a real parameter . In [10] such problem is addressed in the case of a perforated domain in Rn with n ≥ 3, while [12] deals with the two-dimensional case and the behaviour of u for  small is described in terms of real analytic functions of two variables evaluated at the pair (, 1/ log ||). The results in [12] are based on the representation u (p) = Up [] + G[]



Vp [] , R[] + (2π)−1 log ||



where Up [], Vp [], G[], and R[] are real analytic functions of  defined in a neighbourhood of 0 (cf. Lanza de Cristoforis [24]). The aim of the present paper is to describe a series expansion of the function which takes  to u (p) for  close to 0. To do so, we first obtain explicit expressions for the coefficients of the power series expansions of Up [], Vp [], G[], and R[] for  close to 0 and then we write u (p) in terms of a convergent power series of  and of 1/(R[0] + (2π)−1 log ||). The coefficients of such series are given in terms of solutions of certain recursive systems of integral equations which can be solved by an iterative procedure. The method presented for the analysis of this simple model example is applicable to boundary value problems of different nature, in particular problems with nonlinear boundary conditions, and in dimension higher than two. Boundary value problems in domains with small holes are typical in the frame of asymptotic analysis and are usually investigated by means of asymptotic expansion methods. As 1



an example, we mention the method of matching outer and inner asymptotic expansions proposed by Il’in (see [17], [18], and [19]) and the compound asymptotic expansion method of Maz’ya, Nazarov, and Plamenevskij, which allows the treatment of general Douglis–Nirenberg elliptic boundary value problems in domains with perforations and corners (cf. [26]). Moreover, in Kozlov, Maz’ya, and Movchan [20] one can find the study of boundary value problems in domains depending on a small parameter  in such a way that the limit regions as  tends to 0 consist of subsets of different space dimensions. More recently, Maz’ya, Movchan, and Nieves provided the asymptotic analysis of Green’s kernels in domains with small cavities by applying the method of mesoscale asymptotic approximations (cf. [25]). Boundary value problems in domains with small holes have been considered also in the frame of shape optimization. For example, in Nazarov and Sokolowsky [31], the authors apply the methods of matched and compound asymptotic expansions in order to prove asymptotic expansions of shape functionals and compute their topological derivatives. Instead, in Bonnaillie-No¨el, Dambrine, Tordeux, and Vial [5] the method of multiscale asymptotic expansions is adopted to study the case in which the distance between the holes tends to zero but remains large with respect to their characteristic size. For the comparison of the two methods of multi-scale expansions and matched asymptotic expansions for the analysis of singular perturbation problems in a model example, we refer to Dauge, Tordeux, and Vial [14]. This kind of problems has been extensively studied in applications. As an example, we mention Ammari and Kang [3], where layer potential techniques are used to derive high-order terms in the asymptotic expansions of the steady-state voltage potentials in the presence of small inhomogeneities. In Vogelius and Volkov [37], the Helmholtz equation is considered and the leading order boundary perturbations are derived. In Bonnetier, Manceau, and Triki [6], instead, the authors compute an asymptotic expansion of the velocity field of a small deformable droplet immersed in an incompressible Newtonian fluid. The asymptotic analysis of the flow past a small obstacle in the Hele-Shaw cell is performed by Mishuris, Wrobel, and the third author in [27] by exploiting the results of Maz’ya, Movchan, and Nieves [25]. For applications to the reconstruction of small inclusions we mention the monograph of Ammari and Kang [4] and the concrete cases analyzed by Ammari, Chen, Chen, Garnier, and Volkov [1], and Ammari, Garnier, Jugnon, and Kang [2]. Methods based on functional equations and complex analysis have been exploited by the third author in collaboration with Mityushev and Pesetskaya for the analysis of boundary value problems in multiply connected domains (see, e.g., [28] and [29]). Complex analytic methods are applied also in [33] and in Vaitekhovich [36], where explicit solutions of boundary value problems for complex differential equations are obtained in the case of ‘standard’ domains (in particular, for the circular ring domain). In this paper we adopt an approach which is different from those of asymptotic analysis and functional equations. Such an approach is based on functional analysis and potential theory and was proposed by Lanza de Cristoforis with the aim of representing the dependence of the solution of a boundary value problem upon perturbations of the domain in terms of real analytic functions (for the definition and properties of real analytic maps in Banach spaces see, e.g., Deimling [7, §15]). This method has been applied to investigate perturbation problems for the conformal representation, for the Schwarz problem, and for boundary value problems for the Laplace and Poisson equations in a bounded domain with a small hole (cf.,
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e.g., Lanza de Cristoforis [22], [23], and [24], Preciso and the third author [32]). Later on, the approach has been extended to nonlinear traction problems in elastostatics (cf., e.g., [9]), to the Stokes’ flow (cf., e.g., [8]), and to the case of an infinite periodically perforated domain, also in presence of nonlinear boundary conditions (cf., e.g., [13] and [30]). Moreover, this technique has been applied to the analysis of effective properties of dilute composite materials (see [11]). The aim of the present paper is to show that such an approach can be exploited also to compute explicit power series expansions. For this reason, we choose to analyze, as a first example, a classical problem.
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Formulation of the problem



We now present the problem considered in the paper. To do so, we introduce some notation. We fix once for all α ∈]0, 1[ . Then we fix two sets Ωo and Ωi in the two-dimensional Euclidean space R2 . The letter ‘o’ stands for ‘outer domain’ and the letter ‘i’ stands for ‘inner domain’. We assume that Ωo and Ωi satisfy the following condition. Ωo and Ωi are open bounded connected subsets of R2 of class C 1,α such that R2 \ Ωo and R2 \ Ωi are connected,



(1)



and such that the origin 0 of R2 belongs both to Ωo and Ωi . Here Ω denotes the closure of a subset Ω of R2 . For the definition of functions and sets of the usual Schauder classes C 0,α and C 1,α we refer for example to Gilbarg and Trudinger [16, §6.2]. We note that condition (1) implies that Ωo and Ωi have no holes and that there exists a real number 0 such that 0 > 0 and Ωi ⊆ Ωo for all  ∈] − 0 , 0 [ . Then we denote by Ω() the perforated domain defined by Ω() ≡ Ωo \ (Ωi )



∀ ∈] − 0 , 0 [ .



A simple topological argument shows that Ω() is an open bounded connected subset of R2 of class C 1,α for all  ∈] − 0 , 0 [\{0}. Moreover, the boundary ∂Ω() of Ω() has exactly the two connected components ∂Ωo and ∂Ωi , for all  ∈] − 0 , 0 [. We also note that Ω(0) = Ωo \ {0}. We now introduce the Dirichlet problem in Ω(). We fix once for all a pair of functions (g o , g i ) ∈ C 1,α (∂Ωo ) × C 1,α (∂Ωi ) . Then for all  ∈] − 0 , 0 [\{0}, we denote by problem   ∆u = 0 u (x) = g o (x)  u (x) = g i (x/)
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u the unique solution in C 1,α (Ω()) of the in Ω() , for all x ∈ ∂Ωo , for all x ∈ ∂Ωi ,



(2)



and we denote by u0 the unique solution in C 1,α (Ωo ) of the problem  ∆u0 = 0 in Ωo , o u0 (x) = g (x) for all x ∈ ∂Ωo .



(3)



Now, let p ∈ Ωo \ {0} and let p ∈]0, 0 [ be such that p ∈ Ω() for all  ∈] − p , p [. Then u (p) is defined for all  ∈] − p , p [ and we can ask the following question. What can be said of the map from ] − p , p [ to R which takes  to u (p)? One can answer this question in different ways. For example, by the techniques of the asymptotic analysis one can expect results which are expressed by means of regular functions of  plus a remainder which is smaller than a positive known function of . Instead, by the functional analytic approach of Lanza de Cristoforis and collaborators one can describe the function which takes  to u (p) in terms of real analytic functions of  defined in a neighbourhood of 0 and of possibly singular but explicitly known functions of  (for example, 1/ or log ||). Here we exploit such an approach to compute the coefficients of a series expansion which describes the function which takes  to u (p) for  close to 0. We also consider the behavior of u near the hole. To do so, we take a point q in R2 \ Ωi and a real number q ∈]0, 0 [ such that q ∈ Ω() for all  ∈] − q , q [\{0}. Then u (q) is defined for  ∈] − q , q [\{0} and we can try to describe the function which takes  to u (q). By our functional analytic approach, we can represent such a map in terms of real analytic functions of  defined in a neighbourhood of 0 and of possibly singular but explicitly known functions of . Then we exploit such a representation to compute the coefficients of a series expansion.
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Structure of the paper



The paper is organised as follows. Section 4 is a section of preliminaries where we convert problem (2) into equivalent systems of integral equations. In Section 5 we compute the power series expansions of the solutions of such systems of integral equations. In Section 6 we prove our main Theorems 6.3 and 6.4. In Theorem 6.3 we consider the ‘macroscopic’ behaviour of the family {u }∈]−0 ,0 [ far from the hole. To do so, we take an open subset ΩM of Ωo such that 0 ∈ / ΩM and we observe that the restriction u|ΩM defines an element 1,α of C (ΩM ) for  in a neighbourhood of 0. Then we introduce the family of coefficients {λM,(n,l) }(n,l)∈N2 , l≤n+1 which we exploit to write a series expansion for the map which takes  to u|ΩM . Here N denotes the set of natural numbers including 0. Instead, in Theorem 6.4 we investigate the ‘microscopic’ behaviour of the family {u }∈]−0 ,0 [ near the hole. To do so, we consider the rescaled function u (·) which takes x ∈ (1/)Ω() to u (x) for  6= 0. We take an open subset Ωm of R2 \ Ωi and we observe that the restriction u (·)|Ωm defines an element of C 1,α (Ωm ) for  in a deleted neighbourhood of 0. Then we introduce the family of coefficients {λm,(n,l) }(n,l)∈N2 , l≤n+1 and we write the series expansion of the map which takes  to u (·)|Ωm . Here the capital ‘M’ stands for ‘macroscopic’ and it is opposed to the small ‘m’ which stands for ‘microscopic’. In Section 7 we find an expression for the principal coefficients λM,(0,0) , λM,(0,1) , λm,(0,0) , and λm,(0,1) in terms of solutions of certain auxiliary boundary value problems. We also write an expression for r0 ≡ R[0]. As a consequence of such calculations, one can readily verify that the function −(2πr0 + log ||)−1 coincides for 4



 ∈]0, 1[ with the function λ() introduced by Il’in in [18, Chap. III, Eq. (3.18)] and that the function (r0 + (2π)−1 log ||) coincides for  ∈]0, 1[ with the function µ() introduced by Maz’ya, Nazarov, and Plamenevskij in [26, §2.4.1]. Finally, in Section 8 we consider the case where both Ωo and Ωi coincide with the unit disc B of R2 and Ω() is the ring domain {x ∈ R2 : || < |x| < 1}. Under this assumption we show in Theorem 8.2 that the series expansions of the maps which take  to u|ΩM and to u (·)|Ωm can be notably simplified.



4 4.1



Preliminaries Classical notions of potential theory



Let N be the function from R2 \ {0} to R defined by N (x) ≡



1 log |x| 2π



∀x ∈ R2 \ {0} .



As is well known, N is a fundamental solution for the Laplace operator in R2 . Let Ω be an open bounded subset of R2 of class C 1,α . Let φ ∈ C 0,α (∂Ω). Then SΩ [φ] denotes the single layer potential with density φ. Namely, Z SΩ [φ](x) ≡ φ(y)N (x − y) dσy ∀x ∈ R2 , ∂Ω



where dσ denotes the arc length element on ∂Ω. As is well known, SΩ [φ] is a continuous function from R2 to R and the restrictions SΩ− [φ] ≡ SΩ [φ]|Ω and SΩ+ [φ] ≡ SΩ [φ]|R2 \Ω belong to 1,α 1,α C 1,α (Ω) and to Cloc (R2 \ Ω), respectively. Here Cloc (R2 \ Ω) denotes the space of functions on R2 \ Ω whose restrictions to O belong to C 1,α (O) for all open bounded subsets O of R2 \ Ω. We note that the symbols SΩ− [φ] and SΩ+ [φ] denote the restrictions of the single layer potential to the closure of the interior and of the exterior of Ω, respectively. Let ψ ∈ C 1,α (∂Ω). Then DΩ [ψ] denotes the double layer potential with density ψ. Namely, Z DΩ [ψ](x) ≡ − ψ(y) νΩ (y) · ∇N (x − y) dσy ∀x ∈ R2 , ∂Ω



where νΩ denotes the outer unit normal to ∂Ω and the symbol · denotes the scalar product − [ψ] of C 1,α (Ω) and in R2 . As is well known, the restriction DΩ [ψ]|Ω extends to a function DΩ 1,α + the restriction DΩ [ψ]|R2 \Ω extends to a function DΩ [ψ] of Cloc (R2 \ Ω). We observe that − + the symbols DΩ [ψ] and DΩ [ψ] denote the extensions of the restrictions of the double layer potential to the closure of the interior and of the exterior of Ω, respectively. Let Z KΩ [ψ](x) ≡ − ψ(y) νΩ (y) · ∇N (x − y) dσy ∀x ∈ ∂Ω , ∂Ω



for all ψ ∈



C 1,α (∂Ω),



and



∗ KΩ [φ](x)



Z ≡



φ(y) νΩ (x) · ∇N (x − y) dσy



∀x ∈ ∂Ω ,



∂Ω ∗ is a for all φ ∈ C 0,α (∂Ω). Then KΩ is a compact operator from C 1,α (∂Ω) to itself and KΩ 0,α compact operator from C (∂Ω) to itself (see Schauder [34] and [35]). The operators KΩ and
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∗ are adjoint one to the other with respect to the duality on C 1,α (∂Ω) × C 0,α (∂Ω) induced KΩ by the inner product of the Lebesgue space L2 (∂Ω) (cf., e.g., Kress [21, Chap. 4]). Moreover,



1 ∓ DΩ [ψ]|∂Ω = ± ψ + KΩ [ψ] 2 1 ∓ ∗ νΩ · ∇SΩ [φ]|∂Ω = ∓ φ + KΩ [φ] 2



∀ψ ∈ C 1,α (∂Ω) , ∀φ ∈ C 0,α (∂Ω) ,



(see, e.g., Folland [15, Chap. 3]). 1 Finally, if Ω is an open bounded subset of R2 of class C 1,α and X is a subspace R of L (∂Ω), then we denote by X0 the subspace of X consisting of those functions f such that ∂Ω f dσ = 0.



4.2



The auxiliary operator M and the function (ρo [], ρi [])



We introduce here the operator M ≡ (M o , M i , M c ) which is related to a specific solution of the boundary value problem  ∆v = 0 in R2 \ Ω() , νΩ() · ∇v(x) = 0 for all x ∈ ∂Ω() , for  ∈] − 0 , 0 [\{0}. The first and second components M o and M i correspond to the boundary conditions on ∂Ωo and on ∂Ωi , respectively. Such operator M ≡ (M o , M i , M c ) is defined from ] − 0 , 0 [×C 0,α (∂Ωo ) × C 0,α (∂Ωi ) to C 0,α (∂Ωo ) × C 0,α (∂Ωi )0 × R and takes a triple (, ρo , ρi ) to the triple M [, ρo , ρi ] ≡ (M o [, ρo , ρi ], M i [, ρo , ρi ], M c [, ρo , ρi ]) given by Z 1 o o o i ∗ o M [, ρ , ρ ](x) ≡ ρ (x) + KΩo [ρ ](x) + ρi (y) νΩo (x) · ∇N (x − y) dσy ∀x ∈ ∂Ωo , 2 i Z∂Ω 1 ∗ i M i [, ρo , ρi ](x) ≡ ρi (x) − KΩ ρo (y) νΩi (x) · ∇N (x − y) dσy ∀x ∈ ∂Ωi , i [ρ ](x) −  2 o ∂Ω Z c o i M [, ρ , ρ ] ≡ ρi dσ − 1 . ∂Ωi



Then we have the following result of Lanza de Cristoforis [24, §3], where the pair of functions (ρo [], ρi []) is introduced (see also [12, §2.2]). Proposition 4.1. The following statements hold. (i) The operator M is real analytic. (ii) If  ∈] − 0 , 0 [, then there exists a unique pair (ρo [], ρi []) ∈ C 0,α (∂Ωo ) × C 0,α (∂Ωi ) such that M [, ρo [], ρi []] = 0. (iii) The map from ] − 0 , 0 [ to C 0,α (∂Ωo ) × C 0,α (∂Ωi ) which takes  to (ρo [], ρi []) is real analytic. Remark 4.2. By classical potential theory, one has that the function v ∈ C 1,α (Ω()), defined by   Z v (x) ≡ SΩo [ρo []](x) + ρi [](y) N (x − y) dσy ∂Ωi



 ×



Z



1 R



∂Ωi



dσ



∂Ωi



SΩo [ρo []](y) + SΩi [ρi []](y) dσy + 6



log || 2π



−1



for all x ∈ Ω() and for all  ∈] − 0 , 0 [\{0}, is the unique function in C 1,α (Ω()) such that ∆v = 0 in Ω() ,



v|∂Ωo = 0 ,



v|∂Ωi = 1



(cf. Folland [15, Chap. 3]). Moreover, Z log || 1 R SΩo [ρo []](y) + SΩi [ρi []](y) dσy + 6= 0 2π ∂Ωi dσ ∂Ωi



(4)



for all  ∈] − 0 , 0 [\{0} (see also [12, Remark 2.18]).



4.3



The auxiliary operator Λ and the function (θo [], θi [])



Now we introduce the operator Λ ≡ (Λo , Λi ) related to the boundary value problem  in Ω() ,  ∆w = 0 o w(x) = g (x) for all x ∈ ∂Ωo , R R  i o o i i w(x) = g (x/) − ∂Ωo g ρ [] dσ − ∂Ωi g ρ [] dσ for all x ∈ ∂Ωi ,



(5)



for  ∈] − 0 , 0 [\{0}. The first component Λo corresponds to the boundary condition on ∂Ωo and the second component Λi corresponds to the boundary condition on ∂Ωi . Such operator Λ ≡ (Λo , Λi ) is defined from ] − 0 , 0 [×C 1,α (∂Ωo ) × C 1,α (∂Ωi )0 to C 1,α (∂Ωo ) × C 1,α (∂Ωi ) and takes a triple (, θo , θi ) to the pair Λ[, θo , θi ] ≡ (Λo [, θo , θi ], Λi [, θo , θi ]) given by 1 Λo [, θo , θi ](x) ≡ θo (x) + KΩo [θo ](x) 2 Z + ∂Ωi



θi (y) νΩi (y) · ∇N (x − y) dσy − g o (x)



1 Λi [, θo , θi ](x) ≡ θi (x) − KΩi [θi ](x) + DΩo [θo ](x) 2 Z Z − g i (x) +



g o ρo [] dσ +



∂Ωo



g i ρi [] dσ



∀x ∈ ∂Ωo ,



∀x ∈ ∂Ωi .



∂Ωi



Then we have the following result of Lanza de Cristoforis [24, §4], where the pair of functions (θo [], θi []) is introduced (see also [12, §2.3]). Proposition 4.3. The following statements hold. (i) The operator Λ is real analytic. (ii) If  ∈] − 0 , 0 [, then there exists a unique pair (θo [], θi []) ∈ C 1,α (∂Ωo ) × C 1,α (∂Ωi )0 such that Λ[, θo [], θi []] = 0. (iii) The map from ] − 0 , 0 [ to C 1,α (∂Ωo ) × C 1,α (∂Ωi )0 which takes  to (θo [], θi []) is real analytic. Remark 4.4. By classical potential theory, one has that the function w ∈ C 1,α (Ω()), defined by − + i o w (x) ≡ DΩ o [θ []](x) − D i [θ [](·/)](x) Ω



is the unique solution of (5) (cf. Folland [15, Chap. 3]). 7



∀x ∈ Ω() ,



4.4



The solution of the Dirichlet problem



By Remarks 4.2 and 4.4, we deduce the following Proposition 4.5 where we represent u (x) and u (x) by means of the functions ρo [], ρi [], θo [], and θi [] introduced in Propositions 4.1 and 4.3 (see also Lanza de Cristoforis [24, §5] and [12, §2.4]). Proposition 4.5. Let  ∈] − 0 , 0 [\{0}. Then Z − o u (x) ≡ DΩo [θ []](x) +  θi [](y) νΩi (y) · ∇N (x − y) dσy ∂Ωi  Z Z Z − i i o o o g ρ [] dσ SΩo [ρ []](x) + + g ρ [] dσ + ∂Ωi



∂Ωo



 ×



Z







ρ [](y) N (x − y) dσy



∂Ωi



log || R SΩo [ρ []](y) + SΩi [ρ []](y) dσy + 2π ∂Ωi dσ ∂Ωi 1



i



o



i



−1



for all x ∈ Ωo \ Ωi , and + i − o u (x) ≡ DΩ o [θ []](x) − D i [θ []](x) Ω Z   Z log || + i − o o i i o + g ρ [] dσ + g ρ [] dσ SΩo [ρ []](x) + SΩi [ρ []](x) + 2π ∂Ωo ∂Ωi  −1 Z 1 log || × R SΩo [ρo []](y) + SΩi [ρi []](y) dσy + 2π ∂Ωi dσ ∂Ωi



for all x ∈ (−1 Ωo ) \ Ωi .
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Power series expansions of the auxiliary functions (ρo [], ρi []) and (θo [], θi []) around  = 0



In the following Propositions 5.1 and 5.2 we consider the power series expansions around 0 of (ρo [], ρi []) and of (θo [], θi []), respectively. In the proofs we exploit the equality ∂j (F (x))



j   X j h j−h h j−h = x x (∂1 ∂2 F )(x) h 1 2



(6)



h=0



which holds for all j ∈ N,  ∈ R, x ≡ (x1 , x2 ) ∈ R2 , and for all functions F analytic in a neighbourhood of x. Here, if j ∈ {1, 2}, then (∂j F )(y) denotes the partial derivative with respect to xj of the function F (x) ≡ F (x1 , x2 ) evaluated at y ≡ (y1 , y2 ) ∈ R2 . Proposition 5.1. Let (ρo [], ρi []) be as in Proposition 4.1 for all  ∈] − 0 , 0 [. Then there exist ρ ∈]0, 0 [ and a sequence {(ρok , ρik )}k∈N in C 0,α (∂Ωo ) × C 0,α (∂Ωi ) such that ρo [] =



+∞ o X ρ



k k



k=0



k!







and



ρi [] =



+∞ i X ρ



k k



k=0
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k!







∀ ∈] − ρ , ρ [ ,



(7)



where the two series converge uniformly for  ∈] − ρ , ρ [ in C 0,α (∂Ωo ) and in C 0,α (∂Ωi ), respectively. Moreover, the pair of functions (ρo0 , ρi0 ) is the unique solution in C 0,α (∂Ωo ) × C 0,α (∂Ωi ) of the following system of integral equations 1 o ∗ o ρ (x) + KΩ o [ρ0 ](x) = −νΩo (x) · ∇N (x) 2 0 1 i ∗ i ρ (x) − KΩ i [ρ0 ](x) = 0 2Z 0 ∂Ωi



∀x ∈ ∂Ωo ,



(8)



∀x ∈ ∂Ωi ,



(9)



ρi0 dσ = 1 ,



(10)



and for each k ∈ N \ {0} the pair (ρok , ρik ) is the unique solution in C 0,α (∂Ωo ) × C 0,α (∂Ωi ) of k−1 the following system of integral equations which involves {(ρoj , ρij )}j=0 , 1 o ∗ o ρ (x) + KΩ o [ρk ](x) 2 k Z j   k   X X j k j−h j+1 h νΩo (x) · (∇∂1 ∂2 N )(x) ρik−j (y)y1h y2j−h dσy = (−1) h j ∂Ωi j=0



(11) ∀x ∈ ∂Ωo ,



h=0



1 i ∗ i ρ (x) − KΩ i [ρk ](x) 2 k  Z j   k−1  X X k−1 j h j−h =k (−1)j+1 x1 x2 νΩi (x) · ρok−1−j (∇∂1h ∂2j−h N ) dσ j h o ∂Ω j=0 h=0 Z ρik dσ = 0 .



(12) ∀x ∈ ∂Ωi , (13)



∂Ωi



Proof. The existence of ρ and of {(ρok , ρik )}k∈N such that (7) holds follows by the real analyticity of the map which takes  to (ρo [], ρi []) (cf. Proposition 4.1 (iii)). Then observe that M [, ρo [], ρi []] = 0 for all  ∈] − 0 , 0 [ (cf. Proposition 4.1 (ii)). Accordingly, the map which takes  to M [, ρo [], ρi []] has zero derivatives, i.e., ∂k (M [, ρo [], ρi []]) = 0 for all
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 ∈] − 0 , 0 [ and all k ∈ N. Thus a straightforward calculation shows that 1 ∗ k o ∂k (M o [, ρo [], ρi []])(x) = ∂k ρo [](x) + KΩ (14) o [∂ ρ []](x) 2 Z j   k   X X j k j ∂k−j ρi [](y) y1h y2j−h (∇∂1h ∂2j−h N )(x − y) dσy = 0 νΩo (x) · + (−1) h j i ∂Ω j=0



h=0



∀x ∈ ∂Ωo , 1 ∗ k i ∂k (M i [, ρo [], ρi []])(x) = ∂k ρi [](x) − KΩ i [∂ ρ []](x) 2 Z j   k  X X j h j−h k x x ∂k−j ρo [](y) νΩi (x) · (∇∂1h ∂2j−h N )(x − y) dσy − h 1 2 j o ∂Ω j=0



−k



k−1  X j=0



(15)



h=0



 j   Z k − 1 X j h j−h x x νΩi (x) · ∂k−1−j ρo [](y) (∇∂1h ∂2j−h N )(x − y) dσy = 0 j h 1 2 o ∂Ω h=0



∀x ∈ ∂Ωi , ∂k (M c [, ρo [], ρi []]) =



Z ∂Ωi



∂k ρi [] dσ − δ0,k = 0 ,



(16)



P for all  ∈] − 0 , 0 [ and all k ∈ N, where we understand that k−1 j=0 is omitted for k = 0 (see also (6)). By standard properties of real analytic maps one has (ρok , ρik ) = (∂k ρo [0], ∂k ρi [0]) for all k ∈ N. Then, by taking  = 0 in (14)–(16) one deduces that (ρo0 , ρi0 ) is a solution of (8)–(10) and that (ρok , ρik ) is a solution of (11)–(13) for all k ∈ N \ {0}. The uniqueness of the solutions of (8)–(10) and of (11)–(13) follows by classical potential theory (cf., e.g., Folland [15, Chap. 3]). Proposition 5.2. Let (θo [], θi []) be as in Proposition 4.3 for all  ∈] − 0 , 0 [. Then there exist θ ∈]0, 0 [ and a sequence {(θko , θki )}k∈N in C 1,α (∂Ωo ) × C 1,α (∂Ωi )0 such that θo [] =



∞ X θo



k k



k=0



k!







and



θi [] =



∞ X θi



k k



k=0



k!







∀ ∈] − θ , θ [ ,



(17)



where the two series converge uniformly for  ∈] − θ , θ [ in C 1,α (∂Ωo ) and in C 1,α (∂Ωi )0 , respectively. Moreover, the pair (θ0o , θ0i ) is the unique solution in C 1,α (∂Ωo ) × C 1,α (∂Ωi )0 of the following system of integral equations 1 o θ (x) + KΩo [θ0o ](x) = g o (x) 2 0



∀x ∈ ∂Ωo , (18)



1 i θ (x) − KΩi [θ0i ](x) = g i (x) − 2 0



Z ∂Ωo



g o ρo0 dσ −



Z ∂Ωi



g i ρi0 dσ −



Z ∂Ωo



θ0o νΩo · ∇N dσ



∀x ∈ ∂Ωi , (19)



and for each k ∈ N \ {0} the pair (θko , θki ) is the unique solution in C 1,α (∂Ωo ) × C 1,α (∂Ωi )0
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of the following system of integral equations which involves {(θjo , θji )}k−1 j=0 , 1 o θ (x) + KΩo [θko ](x) (20) 2 k  Z j   k−1  X X j k−1 h j−h i j+1 (∇∂1 ∂2 N )(x) · θk−1−j (y) νΩi (y)y1h y2j−h dσy =k (−1) h j ∂Ωi j=0



h=0



∀x ∈ ∂Ωo , Z



Z



1 i g i ρik dσ g o ρok dσ − θ (x) − KΩi [θki ](x) = − 2 k ∂Ωi ∂Ωo Z j   k   X X j h j−h k o j+1 x1 x2 θk−j νΩo · ∇∂1h ∂2j−h N dσ + (−1) h j o ∂Ω j=0



(21) ∀x ∈ ∂Ωi .



h=0



Proof. The existence of θ and {(θko , θki )}k∈N such that (17) hold follows by the real analyticity of the map which takes  to (θo [], θi []) (cf. Proposition 4.3 (iii)). Then observe that Λ[, θo [], θi []] = 0 for all  ∈] − 0 , 0 [ (cf. Proposition 4.3 (ii)). Accordingly, the map which takes  to Λ[, θo [], θi []] has zero derivatives, i.e. ∂k (Λ[, θo [], θi []]) = 0 for all  ∈] − 0 , 0 [ and all k ∈ N. Thus a straightforward calculation shows that 1 ∂k (Λo [, θo [], θi []])(x) = ∂k θo [](x) + KΩo [∂k θo []](x) 2     j k X k X j Z j + (−1) ∂ k−j θi [](y) y1h y2j−h νΩi (y) · (∇∂1h ∂2j−h N )(x − y) dσy j h ∂Ωi  j=0



+k −



(22)



h=0



 j  Z X k−1 j j (−1) ∂ k−1−j θi [](y) y1h y2j−h νΩi (y) · (∇∂1h ∂2j−h N )(x − y) dσy j h ∂Ωi 



k−1  X



j=0 δ0,k g o (x)



h=0



∀x ∈ ∂Ωo ,



=0



1 ∂k (Λi [, θo [], θi []])(x) = ∂k θi [](x) − KΩi [∂k θi []](x) 2     Z j k X k X j h j−h − x x ∂k−j θo [](y) νΩo (y) · (∇∂1h ∂2j−h N )(x − y) dσy j h 1 2 o ∂Ω j=0 h=0 Z Z i o k o − δ0,k g (x) + g ∂ ρ [] dσ + g i ∂k ρi [] dσ = 0 ∀x ∈ ∂Ωi , ∂Ωo



(23)



∂Ωi



P for all  ∈] − 0 , 0 [ and all k ∈ N, where we understand that k−1 j=0 is omitted for k = 0 (see also (6)). By standard properties of real analytic maps one has (θko , θki ) = (∂k θo [0], ∂k θi [0]) for all k ∈ N. Then, by taking  = 0 in (22) and (23) one deduces that (θ0o , θ0i ) is a solution of (18) and (19), and that (θko , θki ) is a solution of (20) and (21) for all k ∈ N \ {0}. The uniqueness in C 1,α (∂Ωo ) × C 1,α (∂Ωi )0 of the solutions of (18), (19) and of (20), (21) follows by classical potential theory (cf., e.g., Folland [15, Chap. 3]).
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6



Series expansion of u around  = 0



In this section we provide a series expansion for u and u (·) for  in a neighbourhood of 0. The coefficients of such series are written in terms of the sequences {(ρok , ρik )}k∈N and {(θko , θki )}k∈N introduced in the previous Section 5. We begin with the following Proposition 6.1 which is deduced by Proposition 4.5, Propositions 5.1 and 5.2, equality (6), and by standard properties of real analytic maps (see also Lanza de Cristoforis [24, Theorem 5.3] and [12, Theorem 3.1]). Proposition 6.1. Let {(ρok , ρik )}k∈N and {(θko , θki )}k∈N be as in Propositions 5.1 and 5.2, respectively. Let − o uM,0 (x) ≡ DΩ ∀x ∈ Ωo \ {0} , o [θ0 ](x) and 1 − o D o [θ ](x) k! Ω k  Z j   k−1  X X k−1 j 1 i j h j−h (y)νΩi (y)y1h y2j−h dσy θk−1−j (−1) (∇∂1 ∂2 N )(x) · + (k − 1)! j h ∂Ωi



uM,k (x) ≡



j=0



h=0



∀x ∈ Ωo \ {0} for all k ∈ N \ {0}. Let Z j   k   X 1 X k j j vM,k (x) ≡ ρik−j (y)y1h y2j−h dσy (−1) (∂1h ∂2j−h N )(x) k! j h i ∂Ω j=0



h=0



1 + SΩ−o [ρok ](x) ∀x ∈ Ωo \ {0} , k! Z j   k   X j h j−h 1 X k o j νΩo · (∇∂1h ∂2j−h N ) dσ θk−j x x um,k (x) ≡ (−1) h 1 2 k! j ∂Ωo j=0



h=0



1 + i ∀x ∈ R2 \ Ωi , D i [θ ](x) k! Ω k Z j   k   X 1 X k 1 j h j−h vm,k (x) ≡ (−1)j x1 x2 ρok−j ∂1h ∂2j−h N dσ + SΩ+i [ρik ](x) k! j h k! o ∂Ω −



j=0



h=0



∀x ∈ R2 \ Ωi , Z



1 g i ρik dσ , k! ∂Ωi Z j  Z k   X X 1 k j j−h j h rk ≡ R (−1) y y dσy ρok−j ∂1h ∂2j−h N dσ j h ∂Ωi 1 2 k! ∂Ωi dσ o ∂Ω j=0 h=0 Z 1 S i [ρi ] dσ , + R k! ∂Ωi dσ ∂Ωi Ω k gk ≡



1 k!



Z



∂Ωo



g o ρok dσ +



for all k ∈ N. Then the following statements hold. P P∞ k k (i) There exists ∗ ∈]0, 0 ] such that the series ∞ k=0 gk  and k=0 rk  converge absolutely ∗ ∗ in ] −  ,  [. 12



(ii) If ΩM ⊆ Ωo is open and such that 0 ∈ / ΩM , then there exists M ∈]0, ∗ ]∩]0, 1[ such that i ΩM ∩ Ω = ∅ for all  ∈] − M , M [ and such that P∞ k ∞ ∞ X X k=0 vM,k|ΩM  k k P u|ΩM = (24) uM,k|ΩM  + ( gk  ) ∞ k −1 log || k=0 rk  + (2π) k=0



k=0



P P∞ k k for all  ∈] − M , M [\{0}. Moreover, the series ∞ k=0 uM,k|ΩM  and k=0 vM,k|ΩM  converge in C 1,α (ΩM ) uniformly for  ∈] − M , M [. (iii) If Ωm ⊆ R2 \ Ωi is open and bounded, then there exists m ∈]0, ∗ ]∩]0, 1[ such that Ωm ⊆ Ωo for all  ∈] − m , m [ and such that P∞ k −1 log || ∞ ∞ X X k=0 vm,k|Ωm  + (2π) k k u (·)|Ωm = um,k|Ωm  + ( gk  ) P∞ (25) k −1 log || k=0 rk  + (2π) k=0



k=0



P P∞ k k for all  ∈] − m , m [\{0}. Moreover, the series ∞ k=0 um,k|Ωm  and k=0 vm,k|Ωm  converge in C 1,α (Ωm ) uniformly for  ∈] − m , m [. Because of the presence of the quotients in (24) and (25), Proposition 6.1 does not provide yet an expression for u|ΩM and u (·)|Ωm in terms of convergent series. In order to deduce from (24) and (25) the series expansions for the maps u|ΩM and u (·)|Ωm , we exploit the following Lemma 6.2, which describes the derivatives of order n of the quotient of two real valued functions and which can be deduced by the Fa`a di Bruno formula and by the generalised Leibniz rule. Lemma 6.2. Let ˜ > 0. Let f , g be real analytic functions from ] − ˜, ˜[ to R and assume that g() 6= 0 for all  ∈] − ˜, ˜[. Let n ∈ N \ {0}. Then we have ∂n (f ()/g()) = (∂n f ())/g() + n!



n k X ∂n−k f () X (−1)j (n − k)! g()j+1 j=1



k=1



X β∈(N\{0})j , |β|=k



j 1 Y βh ∂ g() β! h=1



for all  ∈] − ˜, ˜[. We are now ready to prove our main Theorems 6.3 and 6.4 where we exhibit series expansions for the maps which take  to u|ΩM and to u (·)|Ωm , respectively. Theorem 6.3. With the notation introduced in Proposition 6.1, let {aM,n }n∈N be the sequence of functions from Ωo \ {0} to R defined by aM,n ≡



n X



gn−k vM,k



∀n ∈ N .



k=0



Let {λM,(n,l) }(n,l)∈N2 , l≤n+1 be the family of functions from Ωo \ {0} to R defined by λM,(n,0) ≡ uM,n ,
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λM,(n,1) ≡ aM,n



for all n ∈ N, and n X



l−1



λM,(n,l) ≡ (−1)



l−1 Y



X



aM,n−k



rβh



β∈(N\{0})l−1 , |β|=k h=1



k=l−1



for all n, l ∈ N with 2 ≤ l ≤ n + 1. Let ΩM ⊆ Ωo be open and such that 0 ∈ / ΩM . Then there exists 0M ∈]0, 0 ]∩]0, 1[ such that ΩM ∩ Ωi = ∅ for all  ∈] − 0M , 0M [ and such that u|ΩM =



∞ X



n



n=0



n+1 X l=0



λM,(n,l)|ΩM



(26)



(r0 + (2π)−1 log ||)l



for all  ∈] − 0M , 0M [\{0}. Moreover, the series ∞ X



n



n=0



n+1 X l=0



λM,(n,l)|ΩM η l (r0 η + (2π)−1 )l



converges in C 1,α (ΩM ) uniformly for (, η) ∈] − 0M , 0M [×]1/ log 0M , −1/ log 0M [. P∞ k Proof. Let M be as in Proposition 6.1 (ii). Let AM [] ≡ k=0 aM,k|ΩM  and R[] ≡ P∞ k k=0 rk  for all  ∈] − M , M [. By (4) and by Proposition 6.1 one deduces that there exists ˜M ∈]0, M ] such that R[]η + (2π)−1 6= 0 for all (, η) ∈] − ˜M , ˜M [×]1/ log ˜M , −1/ log ˜M [. Then the map F from ]−˜ M , ˜M [×]1/ log ˜M , −1/ log ˜M [ to C 1,α (ΩM ) which takes (, η) to F [, η] ≡



AM []η R[]η + (2π)−1



is real analytic. Accordingly there exists 0M ∈]0, ˜M ] such that F [, η] =



∞ n X  n=0



n!



∂n F [0, η]



for all (, η) ∈] − 0M , 0M [×]1/ log 0M , −1/ log 0M [ and the series converges in C 1,α (ΩM ) uniformly for (, η) ∈] − 0M , 0M [×]1/ log 0M , −1/ log 0M [. Then we calculate ∂n F [0, η]. By Lemma 6.2, by standard calculus in Banach spaces, and by a straightforward computation we have AM []η R[]η + (2π)−1 ∂n AM []η = R[]η + (2π)−1



∂n F [, η] = ∂n



+ n!



n k X ∂ n−k AM []η X 



k=1



=



(n − k)!



j=1



(−1)j (R[]η + (2π)−1 )j+1



X β∈(N\{0})j , |β|=k



j 1 Y βh ∂ (R[]η + (2π)−1 ) β! h=1



∂n AM []η R[]η + (2π)−1 + n!



n X j=1



n X (−1)j η j+1 ∂n−k AM [] −1 j+1 (R[]η + (2π) ) (n − k)! k=j



X β∈(N\{0})j , |β|=k



j 1 Y βh ∂ R[] β! h=1



(27) 14



for all (, η) ∈] − M , M [×]1/ log M , −1/ log M [ and for all n ∈ N \ {0}. Now, by taking  = 0 in (27) and by Proposition 6.1 (ii) the validity of the statement follows. Theorem 6.4. With the notation introduced in Proposition 6.1, let {am,n }n∈N be the sequence of functions from R2 \ Ωi to R defined by am,n ≡



n X



gn−k (vm,k − rk )



∀n ∈ N .



k=0



Let {λm,(n,l) }(n,l)∈N2 , l≤n+1 be the family of functions from R2 \ Ωi to R defined by λm,(n,0) ≡ um,n + gn ,



λm,(n,1) ≡ am,n ,



for all n ∈ N, and n X



λm,(n,l) ≡ (−1)l−1



X



am,n−k



l−1 Y



rβh



β∈(N\{0})l−1 , |β|=k h=1



k=l−1



for all n, l ∈ N with 2 ≤ l ≤ n + 1. Let Ωm ⊆ R2 \ Ωi be open and bounded. Then there exists 0m ∈]0, 0 ]∩]0, 1[ such that Ωm ⊆ Ωo for all  ∈] − 0m , 0m [ and such that u (·)|Ωm =



∞ X



n







n=0



n+1 X l=0



λm,(n,l)|Ωm



(28)



(r0 + (2π)−1 log ||)l



for all  ∈] − 0m , 0m [\{0}. Moreover, the series ∞ X n=0



n







n+1 X l=0



λm,(n,l)|Ωm η l (r0 η + (2π)−1 )l



converges in C 1,α (Ωm ) uniformly for (, η) ∈] − 0m , 0m [×]1/ log 0m , −1/ log 0m [. Proof. Let m be as in Proposition 6.1 (iii). Let A˜m [] ≡



∞ X n ∞ ∞ X X X ( gn−k vm,k|Ωm )n , G[] ≡ gn n , and R[] ≡ rn n n=0 k=0



n=0



n=0



for all  ∈] − m , m [. By (4) and by Proposition 6.1 one deduces that there exists ˜m ∈]0, m ] such that R[]η + (2π)−1 6= 0 for all (, η) ∈] − ˜m , ˜m [×]1/ log ˜m , −1/ log ˜m [. Then we have (A˜m [] − G[]R[])η A˜m []η + (2π)−1 G[] = + G[] −1 R[]η + (2π) R[]η + (2π)−1 for all (, η) ∈] − ˜m , ˜m [×]1/ log ˜m , −1/ log ˜m [. Now set Am [] ≡ A˜m [] − G[]R[] for all  ∈ ] − ˜m , ˜m [ and observe that Am [] =



∞ X



am,n|Ωm n



n=0
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∀ ∈] − ˜m , ˜m [ ,



(29)



where the series converges in C 1,α (Ωm ) uniformly for  ∈] − ˜m , ˜m [. Moreover, the map from ] − ˜m , ˜m [×]1/ log ˜m , −1/ log ˜m [ to C 1,α (Ωm ) which takes (, η) to Am []η R[]η + (2π)−1 is real analytic. Thus, by arguing as for AM []η/(R[]η + (2π)−1 ) in the proof of Theorem 6.3, one verifies that ∂n



Am []η ∂n Am []η = R[]η + (2π)−1 R[]η + (2π)−1 + n!



n X j=1



n X (−1)j η j+1 ∂n−k Am [] (R[]η + (2π)−1 )j+1 (n − k)! k=j



X β∈(N\{0})j , |β|=k



j 1 Y βh ∂ R[] β!



(30)



h=1



for all (, η) ∈] − ˜m , ˜m [×]1/ log ˜m , −1/ log ˜m [ and for all n ∈ N \ {0}. Now, by taking  = 0 in (30), by Proposition 6.1 (iii), by (29), and by standard properties of real analytic maps the validity of the statement follows. We observe that one could exploit (24) and (25) to write u|ΩM and u (·)|Ωm in terms of a power series of  and 1/ log ||. However, the expressions in (26) and (28) have their own advantages. Indeed, one can easily compare (26) and (28) with the asymptotic approximations of Il’in [19] and of Maz’ya, Nazarov, and Plamenevskij [26]. Moreover, for each fixed n0 ∈ N, the equalities in (26) and (28) provide finite sums which approximates u|ΩM and 0



u (·)|Ωm up to a remainders in O(n +1 ). In particular, if p ∈ ΩM and q ∈ Ωm , then one has the asymptotic formulas 0



u (p) =



n X







n



n=0



and u (q) =



n=0



7



l=0



0



n X



n+1 X



n



n+1 X l=0



λM,(n,l) (p) 0 + O(n +1 ) −1 l (r0 + (2π) log ||)



as  → 0



(31)



λm,(n,l) (q) 0 + O(n +1 ) (r0 + (2π)−1 log ||)l



as  → 0 .



(32)



Principal terms in the series expansion of u around  = 0



By taking n0 = 0 in (31) and (32) one has u (p) = λM,(0,0) (p) +



λM,(0,1) (p) + O() r0 + (2π)−1 log ||



as  → 0



u (q) = λm,(0,0) (q) +



λm,(0,1) (q) + O() r0 + (2π)−1 log ||



as  → 0 .



and



In this section we provide an expression for λM,(0,0) , λM,(0,1) , λm,(0,0) , λm,(0,1) , and r0 by means of the solutions of certain auxiliary boundary value problems. To do so we exploit the following Lemmas 7.1 and 7.2 where we show some properties of the functions ρo0 and ρi0 introduced in Proposition 5.1. 16



Lemma 7.1. Let x ∈ Ωo be fixed. Let Hxo ∈ C 1,α (Ωo ) be the solution of  ∆Hxo = 0 in Ωo , Hxo (y) = N (x − y) for all y ∈ ∂Ωo . Then SΩo [ρo0 ](x) = −Hxo (0). Proof. Let u ∈ C 1,α (Ωo ) and ∆u = 0 in Ωo . Then by classical potential theory there exists − µ ∈ C 1,α (∂Ωo ) such that u = DΩ o [µ] (cf., e.g., Folland [15, Chap. 3]). Then by the jump properties of the double layer potential, by standard properties of adjoint operators, and by equality (8), one has Z Z − o o DΩ u|∂Ωo ρ0 dσ = o [µ]|∂Ωo ρ0 dσ o ∂Ω ∂Ωo Z Z  o  1 1 ∗ o = µ ρo0 + KΩ µ + KΩo [µ] ρ0 dσ = (33) o [ρ0 ] dσ 2 o 2 o ∂Ω ∂Ω Z − =− µ(y) νΩo (y) · ∇N (y) dσy = −DΩ o [µ](0) = −u(0) ∂Ωo



(see also §4.1). Thus SΩo [ρo0 ](x) =



Z ∂Ωo



N (x − y)ρo0 (y) dσ =



Z ∂Ωo



o o o Hx|∂Ω o ρ0 dσ = −Hx (0) .



1,α Lemma 7.2. Let x ∈ R2 \ ∂Ωi be fixed. Let Hxi ∈ Cloc (R2 \ Ωi ) be the solution of  in R2 \ Ωi ,  ∆Hxi = 0 for all y ∈ ∂Ωi , H i (y) = N (x − y)  x i supy∈R2 \Ωi |Hx (y)| < +∞ .



Then SΩi [ρi0 ](x) = limy→∞ Hxi (y). Moreover, the restriction SΩ−i [ρi0 ] is constant and equal to limy→∞ H0i (y). 1,α Proof. Let u ∈ Cloc (R2 \ Ωi ), ∆u = 0 in R2 \ Ωi , and supx∈R2 \Ωi |u(x)| < +∞. Then by + classical potential theory there exists µ ∈ C 1,α (∂Ωi ) such that u = DΩ i [µ] + limy→∞ u(y) (cf., e.g., Folland [15, Chap. 3]). Then by equalities (9) and (10), by the jump properties of the double layer potential, and by the standard properties of adjoint operators, one has Z Z + i u|∂Ωi ρi0 dσ = DΩ i [µ]|∂Ωi ρ0 dσ + lim u(y) y→∞ i i ∂Ω Z∂Ω  1 = − µ + KΩi [µ] ρi0 dσ + lim u(y) (34) y→∞ 2 i Z∂Ω  1 ∗ i = µ − ρi0 + KΩ i [ρ0 ] dσ + lim u(y) = lim u(y) y→∞ y→∞ 2 ∂Ωi



(see also §4.1). Thus SΩi [ρi0 ](x)



Z N (x −



= ∂Ωi



y)ρi0 (y) dσy



Z =
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∂Ωi



Hxi (y)ρi0 (y) dσy = lim Hxi (y) . y→∞



Also, by equality (9) and by the jump properties of the single layer potential we have νΩi · ∇SΩ−i [ρi0 ]|∂Ωi = 0. Thus SΩ−i [ρi0 ] is constant in Ωi and the validity of the statement follows. We are now ready to prove the main result of this section. We recall that u0 denotes the 1,α (R2 \ Ωi ) unique solution in C 1,α (Ωo ) of (3). In the sequel, ui is the unique function in Cloc such that  in R2 \ Ωi ,  ∆ui = 0 ui (x) = g i (x) for all x ∈ ∂Ωi ,  i supx∈R2 \Ωi |u (x)| < +∞ . Proposition 7.3. The following equalities hold. λM,(0,0) (x) = u0 (x)



∀x ∈ Ωo \ {0} ,



λM,(0,1) (x) = ( lim ui (y) − u0 (0))(N (x) − Hxo (0))



∀x ∈ Ωo \ {0} ,



y→∞ i



∀x ∈ R2 \ Ωi ,



λm,(0,0) (x) = u (x)



λm,(0,1) (x) = ( lim ui (y) − u0 (0)) lim (Hxi (y) − H0i (y)) y→∞



∀x ∈ R2 \ Ωi ,



y→∞



r0 = lim H0i (y) − H0o (0) . y→∞



Proof. We first observe that Z g o ρo0 dσ = −u0 (0)



Z and



∂Ωo



∂Ωi



g i ρi0 dσ = lim ui (y) y→∞



(cf. (33) and (34)). Then by Lemmas 7.1 and 7.2, by the definitions of uM,0 , vM,0 , um,0 , vm,0 , H0o , and r0 in Proposition 6.1, by equalities (10), (18), and (19), and by the jump properties of the double layer potential (cf. §4.1) one deduces that − o uM,0 (x) = DΩ o [θ0 ](x) = u0 (x)



∀x ∈ Ωo \ {0} ,



vM,0 (x) = SΩ−o [ρo0 ](x) + N (x) = −Hxo (0) + N (x)



∀x ∈ Ωo \ {0} ,



+ i i i um,0 (x) = DΩo [θ0o ](0) − DΩ i [θ0 ](x) = u0 (0) + u (x) − lim u (y)



∀x ∈ R2 \ Ωi ,



vm,0 (x) = SΩo [ρo0 ](0) + SΩ+i [ρi0 ](x) = −H0o (0) + Z Z o o o H0 = g ρ0 dσ + g i ρi0 dσ = −u0 (0) + lim ui (y) , y→∞ o i ∂Ω ∂Ω Z Z r0 = N ρo0 dσ + N ρi0 dσ = −H0o (0) + lim H0i (y) .



∀x ∈ R2 \ Ωi ,



y→∞ lim H i (y) y→∞ x



∂Ωo



y→∞



∂Ωi



Then the validity of the statement follows by the definition of λM,(0,0) and λM,(0,1) in Theorem 6.3, and of λm,(0,0) and λm,(0,1) in Theorem 6.4.
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Ring domain



We consider here the case where Ωo and Ωi coincide with the open unit disc B ≡ {x ∈ R2 : |x| < 1} and accordingly Ω() = {x ∈ R2 : || < |x| < 1} for all  ∈] − 1, 1[. With such an assumption we have ρo [](x) = −



1 2π



and ρi [](x) = 18



1 2π



∀x ∈ ∂B ,  ∈] − 1, 1[



(35)



(see [12, proof of Example 3.8]). Then Proposition 4.5 implies the validity of the following Proposition 8.1. Proposition 8.1. Let Ωo = Ωi = B and Ω() = {x ∈ R2 : || < |x| < 1} for all  ∈] − 1, 1[. Let  ∈ ] − 1, 1[ \ {0}. Let (θo [], θi []) be as in Proposition 4.3 for all  ∈] − 0 , 0 [. Then Z − o u (x) ≡ DB [θ []](x) +  θi [](y) y · ∇N (x − y) dσy  Z Z ∂B N (x) o g i dσ − g dσ − ∀x ∈ B \ B , log || ∂B ∂B and u (x) ≡ DB− [θo []](x) − DB+ [θi []](x)   Z Z 1 N (x) i o + g dσ − g dσ − log || 2π ∂B ∂B



∀x ∈ (−1 B) \ B .



Proof. For  ∈] − 1, 1[\{0}, let v be as in Remark 4.2 with Ωo = Ωi = B. By the uniqueness of the solution of the Dirichlet problem one has v (x) = N (x)/((2π)−1 log ||) for all x ∈ Ω(). Then the validity of the statement follows by Proposition 4.5, by (35), and by a straightforward calculation. Then by Propositions 6.1 and 8.1 one deduces the validity of the following Theorem 8.2. Theorem 8.2. Let Ωo = Ωi = B and Ω() = {x ∈ R2 : || < |x| < 1} for all  ∈] − 1, 1[. Let {(θko , θki )}k∈N be as in Proposition 5.2. Let uM,0 (x) ≡ DB− [θ0o ](x)



∀x ∈ B \ {0}



and  Z j   k−1  X X j 1 k−1 h j−h i j (y) y y1h y2j−h dσy (∇∂1 ∂2 N (x)) · θk−1−j uM,k (x) ≡ (−1) h (k − 1)! j ∂B j=0



+



h=0



1 − o D [θ ](x) k! B k



∀x ∈ B \ {0} ,



for all k ∈ N \ {0}. Let um,k (x) ≡



Z j   k   X 1 X k j h j−h o (−1)j x1 x2 θk−j (y) y · (∇∂1h ∂2j−h N )(y) dσy k! j h ∂B j=0



h=0



1 − DB+ [θki ](x) k! for all k ∈ N. Then the following statements hold.



∀x ∈ R2 \ B ,



(i) If ΩM ⊆ B is open and such that 0 ∈ / ΩM , then there exists M ∈]0, 1[ such that ΩM ∩B = ∅ for all  ∈] − M , M [ and such that Z  Z ∞ X N|ΩM k o i u|ΩM = g dσ − g dσ ∀ ∈] − M , M [\{0} . uM,k|ΩM  − log || ∂B ∂B k=0



The series



P∞



k k=0 uM,k|ΩM 



converges in C 1,α (ΩM ) uniformly for  ∈ ] − M , M [. 19



(ii) If Ωm ⊆ R2 \ B is open and bounded, then there exists m ∈]0, 1[ such that Ωm ⊆ B for all  ∈] − m , m [ and such that   Z Z ∞ X N|Ωm 1 i k o g dσ u (·)|Ωm = g dσ − + um,k|Ωm  − log || 2π ∂B ∂B k=0



∀ ∈] − m , m [\{0} . The series



P∞



k k=0 um,k|Ωm 



converges in C 1,α (Ωm ) uniformly for  ∈] − m , m [.
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