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A B S T R A C T



In this work, we have presented a one-equation model for sub-grid scale (SGS) kinetic energy and applied it for an Euler--Euler large eddy simulation (EELES) of a bubble column reactor. The one-equation model for SGS kinetic energy shows improved predictions over the state-of-the-art dynamic procedure. With grid refinement, the amount of modelled SGS turbulent kinetic energy diminishes, as one would expect. Bubble induced turbulence (BIT) at the SGS level was modelled with two approaches. In the first approach an algebraic model was used, while in the other approach extra source terms were added in the transport equation for SGS kinetic energy. It was found that the latter approach improved the quantitative prediction of the turbulent kinetic energy. To the best of authors knowledge, this is the first use of a transport equation for SGS kinetic energy in bubbly flows. © 2008 Elsevier Ltd. All rights reserved.



1. Introduction In spite of the importance of multiphase flows in many technical applications, the complexity of these flows still leaves a lot of room for improvement of simulation methods. The complexity stems from the range of turbulent scales present in such flows. Bubbly flows, in particular, usually feature large scales of motion induced by buoyant forces on the global scale, which range down to the Kolmogorov scales of motion. Another feature, which makes the modelling of bubbly flow difficult, is the presence of the interface between the liquid and gas phases. The influence of the bubble motion and the flow topology on the turbulence and vice versa is generally complex and hard to predict. A number of simulation strategies for multiphase flows have been proposed which differ in complexity of the physical models involved. An approach which uses no modelling at all, is coupled direct numerical simulation (DNS) for turbulence, with surface tracking algorithm for resolving all interface details (Tryggvason et al., 2006). In these approaches all scales of motion are resolved explicitly. This is the most accurate approach, but unfortunately, in spite of the increase of the computational power, it is suitable only for low Reynolds numbers and a limited number of bubbles. On the other end of modelling complexity spectrum, lie Reynolds averaged Navier--Stokes (RANS)
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equations, with ensemble averaged Euler--Euler equations for interpenetrating continua. It is a computationally affordable and often used approach, but features complex modelling of interfacial forces, in addition to turbulence modelling. A number of tuning constants in this approach does not encourage confidence in applying it to new problems. Because of the necessity to simulate bubbly flows, intermediate approaches have been proposed, that lie in between DNS with surface tracking and two-fluid model RANS. Since bubbly flows almost invariantly feature large buoyant regions which are inheritably unsteady, transient RANS (TRANS) can also be sought as a suitable modelling approach (Smith and Milelli, 1998; Pfleger et al., 1999; Dhotre et al., 2008). However, it inherits the modelling complexity of the steady RANS, while increasing the cost of simulations substantially. As another example (Alajbegovic, 2001) proposed large scale simulation (LSS) of multiphase flow, which simulates the most important details of turbulence and interface explicitly and models the smaller details. Although this approach is much more affordable than DNS, it is still too expensive for general bubbly flow simulations of practical relevance. Tracking the most important details of each bubble separately in a large reactor would lead to a very high number of computational cells and prohibitively expensive computations. Another possible intermediate approach combines interpenetrating continua (Euler--Euler) for modelling interface details, with large eddy simulation (LES) for simulating the largest scales of turbulent motions (Milelli, 2002; Deen et al., 2001; Zhang et al., 2006; Dhotre et al., 2008). Such an approach inherits complexity of interpenetrating
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continua modelling, but at least does not rely on the steady-state assumption implicitly imposed by RANS turbulence models, thus allowing us the analysis of unsteady behaviour of bubbly flows. It is particularly attractive for buoyant bubbly flows, since the largest and most energetic buoyancy driven structures are explicitly computed. However, such an approach suffers from two principal drawbacks. For the sake of consistency, the largest interface details should be smaller than the grid size, which means that the cell size must be larger than the bubble size. That implies that the grid might not be fine enough to capture all turbulence details, hence making the basic assumption of LES invalid. This is particularly pronounced for bubble induced turbulence (BIT), which is, by the definition of this simulation strategy, moved to sub-grid scale (SGS). Moreover, concerning turbulent dispersion, the two-fluid model LES can account only for large scale effects. It is conceivable that, if the bubbles are small compared to SGS eddy size, the SGS turbulent dispersion should be accounted for. Traditional mixing length type SGS models are not able to model these terms, since the information on SGS energy is implicitly added to pressure and is therefore lost. As a solution to these problems, we propose to use the transport equation for SGS kinetic energy (Davidson, 1997), adapted for interpenetrating continua modelling. To our knowledge, only Yuu et al. (2001) have used a transport equation for Euler--Euler large eddy simulation (EELES), albeit for gas-particle flows. In the transport equation for SGS kinetic energy, we add a source term for BIT (Simonin and Viollet, 1988). We also envisage the usage of the modelled SGS energy to estimate the SGS turbulent dispersion force. The information on SGS kinetic energy helps us to model BIT more accurately and is also more robust in the regions of the flow where the grid is coarse. To show the performance of this approach, we have implemented the one-equation SGS model into CFX 4.4 commercial package and carried out LES simulations for a bubble column. We have used one-equation SGS model and dynamic procedure (Germano et al., 1991), based on Smagorinsky model Smagorinsky (1963). The results obtained with one-equation model are superior to the others, with additional benefit that the value of SGS energy is known and can be used to model SGS interface forces more accurately. Prospects for future developments are also discussed. 2. Mathematical models 2.1. Euler--Euler description of the flow field In the two-fluid model description of a bubbly flow, we have one set of governing equations per phase, plus the expressions for the interface exchange terms. To keep the number of unknowns equal to the number of equations, we assume the pressure to be the same for both phases. The governing equations for the conservation of mass, with no mass exchange between the phases, takes the form j (r) + ∇(ru) = 0, jt



(1)



in which t is time,  is the phase indicator, r, , and u are the volume fraction, density, and resolved (filtered) velocity of phase . Momentum conservation is expressed by the following equation: D(ru) = − ∇(rS ij ) − r ∇p Dt + (r) g + M − ∇(rij ) ,



(2)



where S ij =∇u+(∇u)T is the strain rate of the resolved velocity field, p



is the pressure, ij is the SGS stress tensor, g is the gravity vector, and M is the momentum exchange between the phases due to interface forces. The D/Dt operators denote the substantial derivatives. The



SGS stress tensor and momentum exchange terms from Eq. (2) require modelling, and will be discussed below. Eqs. (1) and (2) are usually derived by ensemble averaging. However, the same form of equations are obtained if one performs filtering (volume averaging) of the governing equations (Drew and Passman, 1999). This is of practical importance for LES, because it means that the same numerical tools developed for ensemble averaged Euler--Euler equations, can be used for LES. The Boussinesq hypothesis is used in all turbulence models used in this work, so Eq. (2) can conveniently be written as D(ru) = −∇(reff S ij ) − r ∇p + (r) g + M , Dt



(3)



where eff is effective viscosity, defined as eff =  + T + BIT .



(4)



Here T is turbulent (eddy) viscosity, obtained from a turbulence model, and BIT is viscosity due to BIT. 2.2. LES of turbulence Turbulence is modelled for the continuous (liquid) phase. The dispersed gas phase is modelled as laminar. For the sake of brevity, the index of the liquid phase is dropped from the equations describing turbulence models. Velocities in Eqs. (1) and (2) represent the part of the velocity field resolved by the numerical method and are defined as follows: u = u − u ,



(5)



where u is the true velocity and u is the SGS part, not resolved by the numerical simulation. These SGS parts of velocity components, gives rise to additional stress terms and interface forces. The SGS stress terms of phase  are related to the resolved scale strain tensor (S ij ) described as ij − 13 kk = 2T S ij .



(6)



Eq. (6) shows that we are modelling only the deviatoric part of the SGS, while its trace (kk ) is implicitly added to the pressure. This means that the information on the amount of SGS kinetic energy (ksgs ) is lost in algebraic models, unless one introduces a model equation to account for it. In this work, we use two different SGS models to compute T . One is the dynamic procedure proposed by Germano, and the other is a one-equation transport equation for SGS kinetic energy. 2.2.1. Dynamic procedure The dynamic procedure used in this work is based on the Smagorinsky model. The turbulent viscosity is calculated from the Smagorinsky model as follows: T,L = L (CS )2 |S ij |,



(7)



where CS is a model constant and |Sij | is the magnitude of the strain rate tensor, and  is filter width, in this work taken as the grid spacing, which is equal in all coordinate directions. A dynamic procedure is used to calculate model constant CS from the expression: (CS )2 =



1 Lij Mij , 2 Mij Mij



(8)



where   Lij = u i uj − ui uj



(9)
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(Clift et al., 1978):    |S ij |S ij − |S ij |S ij 



(10)



and the wide hat indicates a second filter, usually called the test filter, which is twice the mesh size in the present study. This is a standard procedure, and details can be found elsewhere (Germano et al., 1991; Germano, 1992; Lilly, 1992). An advantage of the dynamic procedure is that it calculates the model constant, in our case the Smagorinsky constant CS . It should, theoretically model the backscatter as well (energy transfer from small to large scales), but in practical simulations this means that expression (CS )2 from Eq. (8) becomes negative, leading to negative eddy viscosity, making the solution procedure unstable. To avoid this problem, we trim the negative values of eddy viscosity. 2.2.2. One-equation model Although the dynamic procedure calculates CS , making the SGS modelling free of specifying constants, it does not provide information on the SGS kinetic energy (ksgs ). In this work, a transport equation for ksgs is introduced. The trace of ij defines the SGS kinetic energy: ksgs = 12 kk .



(11)



(13)



Eddy viscosity is calculated from 1/2



(14)



Model constants are C =1.05 and Ck =0.07, as suggested by Davidson (1997).



CD = 23 Eo1/2 ,



(17)



where Eo is the dimensionless Eötvös number (Eo = gdB2 /). In this work, a bubble size of 4.0 mm is used, giving Eo = 2.2 and CD = 1.0. The bubble size used in this work is in correspondence with the experimental observations of Deen et al. (2000), the test case used here for the validation of the model. 2.3.2. Lift force A bubble traveling through a fluid in shearing motion will experience a lift force transverse to the direction of motion. The effect of shearing motion in the liquid phase on the movement of the gas phase is modelled through the lift force as (Drew and Lahey, 1987; Zun, 1990): (18)



2.3.3. Virtual mass force The virtual mass force accounts for the additional work performed by the bubbles in accelerating the surrounding liquid (Jakobsen et al., 1997), and is given by   Dug Dul MVM,l = rg l CVM − , (19) Dt Dt where the virtual mass coefficient CVM is generally shape dependent and is taken to be 0.5 for individual spherical bubbles. At the start of each run, initially the virtual mass force was deselected and this effect was taken into account by simply using an enhanced gas density (Smith and Milelli, 1998): g = g + CVM l



2.3. Interface force modelling The term Ml in Eq. (2) represents the interface forces, and is given as Ml = −Mg = MD,l + ML,l + MVM,l + MTD,l ,



The drag coefficient CD depends on the flow regime and the liquid properties. The Reynolds number covered in the present work falls under the inertial range and as known from experimental visual observations bubbles become distorted in this regime. We calculate CD for distorted bubbles following (Ishii and Zuber, 1979):



(12)



where Pksgs is the production term, defined as



T = Ck ksgs .



(16)



where CL is a model coefficient, set to a constant value of 0.5 for all simulations reported in this work.



3/2



Pksgs = T |S ij |.



C 3 rg l D |ug − ul |(ug − ul ). 4 dB



ML,l = rg l CL (ug − ul ) × ∇ × ul ,



The transport equation for ksgs reads (Davidson, 1997) ksgs Dksgs , = ∇[( + T )∇ksgs ] + Pksgs − C Dt 



MD,l =



(15)



where subscripts l indicates the liquid phase and g the gas phase. The terms on the right-hand side of Eq. (15) are respectively: drag, lift, virtual mass, and turbulent dispersion force. All these forces have grid scale and SGS component. In previous works on EELES (Smith and Milelli, 1998; Deen et al., 2001; Zhang et al., 2006), the SGS components of these forces were neglected, but in this work we make an attempt to envisage a way model the SGS turbulent dispersion force. Note that the grid scale turbulent dispersion is resolved as the fluctuating component of the drag force (see the following section). 2.3.1. Drag force A drag force occurs due to the resistance experienced by a body moving in the liquid. Viscous stress creates skin drag, whereas the pressure distribution around the moving body creates form drag. The drag force per unit volume is written in the following form



(20)



in the acceleration term of the gas momentum conservation equation. 2.3.4. Turbulent dispersion force It should be noted that the drag and lift forces depend on the actual relative velocity between the phases, but the ensemble equations of motion for the liquid only provide information regarding the mean flow field. To account for the random influence of the turbulent eddies, the concept of a turbulent dispersion force has been advanced. By analogy with molecular movement, the force is set proportional to the local bubble concentration gradient (or void fraction), with a diffusion coefficient derived from the turbulent kinetic energy. In LES velocities are decomposed into a resolved and an SGS part, by filtering. We explicitly compute the resolved part of the turbulent dispersion. However, some transport is present at SGS level as well. The situation is illustrated in Fig. 1. The big squares represent the control volume, which is also the filter in LES and the averaging volume in derivation of Euler--Euler description of the flow. If the bubbles are small compared to the control volume (Fig. 1(a)), SGS motions, represented by circular arrows resembling eddies, do
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Water level



H



L



Sparger



Fig. 1. Sub-grid scale motions, filter and bubble size: (a) bubbles are small and (b) large in comparison with SGS scales of motion.



contribute to the turbulent transport of bubbles. One might use the concept derived by Lopez de Bertodano et al. (1994) to approximate the turbulent diffusion of the bubbles by the liquid eddies. It is formulated as MTD,l = CTD l ksgs ∇rg ,



(21)



where CTD is the turbulent dispersion coefficient. In the above equation we replace the total kinetic energy by the SGS contribution, which is based on the assumption that only SGS motions contribute to SGS transport of bubbles (Fig. 1(a)). The exact shape of these motions is unknown, but their intensity is represented in ksgs . In this work, however, such an approach is not necessary, since the bubble size is relatively large in comparison with the filter width and SGS motions as illustrated in Fig. 1(b). Therefore, the inclusion of the modelled SGS turbulent dispersion, such as the one given by Eq. (21), does not have a sound physical justification for the cases considered in this work. 2.4. Bubble induced turbulence Although the turbulence is modelled in the liquid phase only, the dispersed gas bubbles traveling through the liquid induce turbulence. The influence of BIT can be accounted for by increasing the eddy viscosity, using the model of Sato and Sekoguchi (1975): BI = CBI l rg dB |ug − ul |.



(22)



This approach is suitable for algebraic SGS models and it was explored by Deen et al. (2001). In this work, in addition to the Sato model, we explore the influence of BIT by adding the extra production terms into equation, following the procedure described by Pfleger and Becker (2001). PBIT = Ck |MD,l | · |ug − ul |,



(23)



where PBIT is the extra production term in Eq. (12) and MD,l is defined by Eq. (16). Ck is defined following the rationale from (Pfleger and Becker, 2001), i.e. it corresponds to Ck in Eq. (12). 3. Results 3.1. Experimental data used for validation A schematic representation of the experimental set-up is shown in Fig. 2 (Deen et al., 2000). It consists of a column with a 0.15 × 0.15 m2 cross-section and filled with distilled water up to the height of 0.45 m. A distributor plate containing 49 holes with a diameter of 1 mm were placed in the middle of the column at the base with a square pitch of 6.25 mm.



W W Fig. 2. Schematic representation of the bubble column set-up. W = 0.15 m, H = 0.5 m, L = 0.45 m.



3.2. Method of solution A commercial CFD package, CFX version 4.4, was used to solve the governing equations of continuity and momentum. This package is a finite volume solver, using body-fitted grids. Two grids were used in this work: the coarse grid, consisting of 15×15×45 cells, and the fine grid with the resolution of 30 × 30 × 90. Both grids were orthogonal and uniform in all directions. The gas inlet area Ain (0.03 × 0.03 m2 ) was implemented in a central area of 3 × 3 grid cells for the coarse grid and 6 × 6 grid cells for the fine grid. The first node near the wall has y+ of 120 and 70 for the coarse and fine grids, respectively. The boundary conditions were defined as follows. At the inlet the gas velocity was calculated using the superficial gas velocity and the area inlet: Vg,in =



Vg Ac , g,in Ain



(24)



where Vg is the superficial gas velocity and Ac is the cross-sectional



area of the column. A superficial gas velocity of 4.9 × 10−3 m/s leads to a gas velocity at the inlet of 0.12 m/s. Along the walls, the noslip boundary condition was adopted. For the one-equation model, wall functions were applied, whereas in case of LES, this condition was implicitly imposed by the dynamic adjustment of the Smagorinsky constant. For present calculations the domain was limited to the liquid-filled region, to reduce the number of computational cells. It was observed that, if the domain was extended to include the gas region above the liquid level, we need to have a domain as high as 0.8 m. The change in results, with such an extended domain, is insignificant. At the outlet of the column, a pressure boundary condition was used. In the simulations, a bounded third-order accurate QUICK scheme was used for the discretization of the advection term and a second-order, fully implicit backward differencing scheme was used for time differencing. The mass residual was set to be 1 × 10−4 . 3.3. Simulation results In this section, two different SGS closures are compared: a oneequation SGS model and a model employing the dynamic procedure from Germano. Long time averaged vertical velocity components,
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Fig. 3. Vertical velocity component for: (a) liquid and (b) gas, obtained on two grids, and experiments.
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Fig. 4. Fluctuating liquid velocity profiles for: (a) vertical and (b) lateral components, obtained on two grids, and experiments.
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Fig. 5. (a) Resolved (dashed) and total (continuous) liquid kinetic energy and (b) ratio of modelled and resolved part of the turbulent kinetic obtained on two grids.



fluctuating liquid velocities, and turbulent kinetic energy profiles are compared to experimental data of Deen et al. (2000). Different closures of the BIT are also assessed.



All simulations presented in this section were run for 400 s and the results obtained by averaging over the time period from 100 to 400 s have been compared with experimental results.
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Fig. 6. Vertical velocity component for: (a) liquid and (b) gas, obtained from dynamic procedure, one-equation model, and experiments.
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Fig. 7. Fluctuating liquid velocity profiles for: (a) vertical and (b) lateral components, obtained from dynamic model, one-equation model, and experiments.



The coarse grid was used in all simulations presented below, except for the grid refinement study (Section 3.3.1).
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3.3.1. Grid refinement study It is important to show how the one-equation model will behave on a refined grid. In this section, we compare results obtained on two significantly different grids. Both grids are single-block and uniform in all directions. The coarse grid consists of 15 × 15 × 45 cells, resulting in 10 125 cells. The fine grid was obtained by halving the grid size in each coordinate direction, resulting in 30 × 30 × 90 cells and resulting in 81 000 cells. The filter widths for the coarse and fine grids are c = 0.01 m and f = 0.005 m, respectively, where subscript c denotes the coarse grid and f the fine grid. According to Milelli (2002), the ratio of filter width to bubble diameter should obey:
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(25)



In both simulations presented here, the bubble diameter was set at a constant value of 4 mm, as reported by Deen et al. (2000), meaning that the coarse grid satisfies the Milelli condition, while the fine grid does not. The time step for the coarse grid was set to 0.01 s which resulted in the CFL number approximately equal to 1. For
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Fig. 8. Resolved (dashed) and total (continuous) liquid kinetic energy obtained with one-equation model, compared to the resolved liquid kinetic energy obtained with dynamic model.



the fine grid, we halved the step size and set it to 0.005 s, which resulted in practically the same CFL number as for the coarse grid simulation.
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Fig. 9. Vertical velocity component for: (a) liquid and (b) gas, obtained with various BIT approaches, and experiments.
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Fig. 10. Fluctuating liquid velocity profiles for: (a) vertical and (b) lateral components, obtained with various BIT models, and experiments.



Fig. 3 shows the comparison of the vertical liquid and gas velocity components. Both grids show very similar quantitative results. The vertical and lateral liquid velocity fluctuations for both grids are given in Fig. 4. One can observe that the coarser grid gives higher vertical velocity fluctuations than the fine grid. On the other hand, the lateral velocity fluctuations are higher with the fine grid. Qualitatively, the coarse grid seems to give a better agreement, which may seem surprising. However, one must bear in mind the conflicting grid requirement from Euler--Euler and LES expressed by the Milelli condition. In this particular case, the coarse grid satisfies the Milelli condition, while the fine grid does not. In other words, the finer grid is for this case further from physical reality than the coarse grid. A comparison of the liquid turbulent kinetic energy for coarse and fine grids is shown in Fig. 5(a). The dashed lines represent the resolved part of the kinetic energy, while the continuous lines represent the total kinetic energy, i.e. the resolved part plus the modelled part. Both grids show very good comparison with the experimental data. The coarse grid has a pronounced double-peaked profile, while the fine grid, in addition to the double-peaked shape, features a slight increase in kinetic energy in the centre of the column, in-between the two peaks. The ratio of modelled to resolved turbulent kinetic energy is shown in Fig. 5(b). As one would expect, the amount of the SGS kinetic energy is roughly twice as high on the coarse grid than it is on the fine grid.



An important outcome from the grid refinement study is that the results do not differ much on the two grids, meaning that we can use the coarser grid for the rest of the present work. 3.3.2. One-equation and dynamic SGS model The one-equation model is tested against the dynamic model from Germano and experiments. At first BIT was modelled with Sato's model. Fig. 6 shows the long time averaged vertical liquid and gas velocity. It can be observed that both models underpredict the liquid velocity. This underprediction can only be attributed to insufficient drag force, but its analysis is beyond the scope of this work. The one-equation model shows very good agreement for the gas velocity, which is slightly overpredicted with dynamic model. The resolved parts of vertical and lateral liquid phase velocity fluctuations are presented in Fig. 7. Only the resolved parts are shown. The one-equation model compares better to experimental data for vertical fluctuating velocity and is able to reproduce the doublepeaked shape also observed in the experiments. For the lateral velocity fluctuations, the dynamic model performs quantitatively better than the one-equation model. The one-equation model predicts liquid turbulent kinetic energy better than the dynamic procedure, as shown in Fig. 8. The kinetic energy in an LES is partly resolved, while the unresolved part is modelled. The dotted line presents the resolved part of the kinetic energy
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Fig. 11. (a) Resolved (dashed) and total (continuous) liquid kinetic energy and (b) ratio of modelled and resolved part of the turbulent kinetic for various BIT models.



and the continuous line show the sum of resolved and modelled kinetic energy. For the dynamic model, only the resolved part can be shown, since the information on the SGS part of kinetic energy is lost, as explained above. Although the dynamic SGS procedure represents the state of the art in LES of single phase flows, for the EELES of bubble column, the one-equation model performs arguably better. The axial velocity profiles of gas and liquid are predicted equally well with both models, but the transport equation for ksgs significantly improves the prediction of turbulent kinetic energy.



model is close to the extreme values. The ratio of the modelled SGS energy to the resolved energy is shown in Fig. 11(b). As one would expect, modelling no BIT results in the lowest ratio of modelled to resolved kinetic energy. The Sato model yields more SGS energy, while the Pfleger model gives a ratio that is roughly twice as high, which is particularly pronounced in the middle of the column. The Pfleger model shows the best potential to predict the kinetic energy quantitatively, but more elaborate evaluation of the model constant is needed in the future. 4. Conclusions



3.3.3. Bubble induced turbulence Three approaches for modelling BIT in the framework of EELES are considered in this section: (i) no BIT modelling, (ii) BIT by the algebraic model from Sato and Sekoguchi (1975), and (iii) by adding an extra production term in the equation for ksgs , following the rationale from Pfleger and Becker (2001). Fig. 9 presents vertical velocity components for all three approaches. If no BIT is used, the velocity profiles tend to be slightly higher than if the BIT is modelled. The most probable reason for that, is the increased eddy viscosity for the cases in which BIT is modelled. The vertical liquid velocity is better predicted without BIT model, whereas the gas velocity profile is predicted better with modelled BIT. This sheds some new light on the comparison of the vertical velocity components between the dynamic model and the one-equation model. One can observe that the quantitative and qualitative difference between velocity components simulated with the dynamic model and the one-equation model shown in Fig. 6, is the same as the difference between the simulations with and without BIT shown in Fig. 9. This may imply that the eddy viscosity obtained from the one-equation model is overestimated. This issue deserves more attention in the future investigation. The liquid fluctuating velocity components are shown in Fig. 10. The axial components are closest to the experimental findings for the Sato model. Modelling no BIT gives too low profile of the axial component, while the results of the Pfleger approach are quite close to those obtained with the Sato model. The lateral component of the liquid fluctuating velocity is well predicted by all approaches. Fig. 11(a) shows the comparison of the liquid kinetic energy. Following the underpredicted axial component of the fluctuating velocity, the simulation without BIT model underpredicts the kinetic energy as well. The Sato model is the only approach able to reproduce the double-shaped profile for the kinetic energy, while the Pfleger



In this work, we have presented a one-equation SGS model for Euler--Euler LES. Although a transport equation for SGS kinetic energy is known in single-phase LES, to the best of the authors' knowledge, it has never been applied to the Euler--Euler description of multiphase flow. The new modelling approach was applied on the square cross-sectional bubble column from Deen et al. (2000). The obtained results reveal that the one-equation SGS model gives superior results to the well-established dynamic model (Germano et al., 1991), with the additional benefit of giving information on the modelled SGS energy. Grid refinement study revealed that the model predicts smaller amounts of SGS kinetic energy with grid refinement. However, it also confirmed that in Euler--Euler LES one has to make special precautions to prepare the numerical grid, as expressed by Milelli (2002) condition. The information on the amount of SGS kinetic energy offers the possibility to more accurately model physical phenomena at the SGS level. In this work, we have applied it for BIT modelling. As far as BIT is concerned, the Sato model shows the best qualitative comparison of the computed results with the experiments. Pfleger-like models, however, shows best quantitative comparison. The modelled SGS kinetic energy for the Pfleger model is much higher than for the Sato model, meaning that the Pfleger model needs a more appropriate constant for LES. Having the information on SGS kinetic energy makes possible also the modelling of the SGS turbulent dispersion, but it is physically sound only if bubble size are much smaller than filter and, associated with it, the SGS eddy size. In this work, since the bubble size is comparable to the filter size, and much larger than small eddies, SGS turbulent diffusion does not have physical justification. Introducing a one-equation model for the SGS kinetic energy, allows a better insight into the phenomena taking place at the SGS
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