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1. Introduction The standard model of the electroweak interaction [1—3]has received a great deal of phenomenological support. The gauge boson and fermion structure of the model has been confirmed to a high degree of accuracy. However, there is very little phenomenological support for the scalar, or Higgs, sector of the theory. There is widespread agreement that this sector is the “ugliest” part of the model; most of the arbitrary parameters of the standard model arise from the couplings of the Higgs boson. The Higgs boson is introduced into the theory solely to provide a mechanism for breaking the gauge symmetry of the standard model, which is necessary to provide masses for the gauge bosons and fermions. The gauge symmetry is broken by requiring that the scalar potential, which is gauge symmetric, have a minimum which does not respect the symmetry. In the standard model, the scalar potential has two arbitrary parameters, a mass-squared parameter and a self-coupling. These two parameters can be expressed in terms of the mass of one of the weak vector bosons and the mass of the Higgs boson. The former has been measured, but the latter is, at the classical level, completely arbitrary. Shortly after the development of the standard model, Coleman and E. Weinberg [4] showed that radiative corrections to the scalar potential in a theory with no scalar mass-squared parameter could still break the gauge symmetry. Since then, there have been many applications of radiative corrections to the scalar potential. They have been used to place lower bounds on the Higgs mass in the standard model and to find a stringent upper bound on fermion masses. Radiative corrections to the potential were used to find the first models with a sufficient amount of cosmological inflation. More recently, they have been used in supersymmetric models to derive the value of the weak scale in terms of the Planck scale. In fact, these models appear to be the only known way of generating the weak scale in terms of the Planck scale (within the context of perturbation theory); this is essential in linking the physics of the electroweak scale with the physics at the Planck scale. In this review, attention will be focussed on the scalar potential in the standard electroweak model, and in its extensions, including models with many scalar fields and supersymmetric models. It will be assumed that the reader is familiar with the basic elements of gauge theories and their quantization. We will begin with a brief review of the standard model and spontaneous symmetry breaking. The tree-level potential in the standard model will be introduced in section 2.1. In section 2.2, radiative corrections to the potential will be analyzed. These corrections can be calculated by summing all of the one-particle irreducible diagrams with zero external momenta; this will first be discussed qualitatively and then more formally. The calculation involves summing an infinite number of diagrams and it will be shown that an expansion in the number of loops is a very convenient way of organizing the computation. After a discussion of renormalization, the one-loop “effective” potential in a simple model will be calculated; at an intermediate stage of the calculation, an expression is found which greatly facilitates one’s physical understanding of the effective potential. Alternative methods of calculating the effective potential will be presented and, finally, the one-loop potential in the standard model will be calculated. Although the one-loop effective potential can be expressed very simply and compactly, it is only valid if a ln(4~Içt~) ~ 1, where a is the largest coupling in the model and ~a (4b) is the largest (smallest) value of the field considered in a given problem. The “renormalization group improved” effective potential can be calculated by explicit solution of the renormalization group equation for the potential; this new potential is valid if a 1, and its validity is not endangered by potentially large logarithms, which are summed over. Throughout this Report, we emphasize the fact that many calculations which use the effective potential do not use the renormalization group improved potential even though ‘~
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a ~a’1d~b) is not small; this leads to results which are usually quantitatively (and often qualitatively) inaccurate. The renormalization group improved potential will be discussed in section 2.3. It will be clear from the form of the effective potential in the standard model that there could be two minima (for nonnegative field values) of the potential. This occurs if the Higgs boson is very light (~10GeV) or if a fermion is fairly heavy (~M~).With two minima, it is necessary to discuss transitions from one minimum to another. In order to determine which minimum the universe begins in, finite temperature corrections will also need to be considered. In chapter 3, finite temperature corrections to the potential will be considered (as well as finite density corrections), first qualitatively and then quantitatively. The method of calculating tunnelling rates from one vacuum to another will be presented and then the details of the phase transitions will be discussed. Finally, the machinery developed in chapters 2 and 3 will be used to determine bounds on particle masses in the standard model. In section 4.1, it will be shown that, if a fermion is too heavy, radiative corrections will destabilize the standard model vacuum; this leads to stringent upper bounds on the mass of a fermion (which is experimentally within reach in the near future). The question as to whether we could be living in an unstable vacuum will also be considered; first, the spontaneous decay rate of our vacuum will be calculated and then the induced rate (due to cosmic rays) will be found. Then, the upper bounds to the Higgs and fermion masses due to fixed point, perturbative unification and triviality arguments will be discussed. In section 4.2, it will be shown that radiative corrections also place a lower bound on the Higgs mass. The often quoted Linde—Weinberg bound will be found, and it will be argued that the actual lower bound on the Higgs mass is larger by approximately a factor of \/~• Most particle physicists believe that the scalar sector of the minimal standard model is not the whole story. The notorious hierarchy problem, the strong CP problem, etc., all have solutions which extend the scalar sector. In chapter 5, the effective potential in multiple scalar models will be discussed. In section 5.2, the scalar potential in multiple scalar models, concentrating on the two-doublet model, will be discussed, along with the discrete and/or global symmetries needed to suppress flavor-changing neutral currents. The one-loop potential in multiple-scalar models is more complicated than in the standard model, since one cannot, as in the standard model, choose the renormalization scale such that the tree-level potential is small. This potential, and its renormalization group improvement, will be discussed in section 5.3. Then, the bounds derived in the standard model in chapter 4 will be generalized to multiple-scalar models in sections 5.4 and 5.5. Finally, a new bound, with no counterpart in the standard model, will be discussed in section 5.6. The most popular extension of the standard model is supersymmetry. These models can solve the hierarchy problem, can include gravitational interactions, and may explain all of the scales in nature in terms of the Planck scale. These models will be reviewed in section 6.1, and the tightly constrained form of the scalar potential will be discussed. A remarkable fact about the scalar potential in supersymmetric models is that very stringent constraints on scalar masses can be obtained even though the mass terms for the scalar fields are completely arbitrary. These constraints will be discussed in section 6.2 in the minimal model and its extensions. Since supersymmetric models contain scalar quarks, one must ensure that these fields do not get vacuum expectation values, thereby breaking color; the constraints this requirement places on the potential will be derived in section 6.3. Finally, in section 6.4, the most exciting supersymmetric models will be discussed, starting with dimensional transmutation models, in which the weak scale is generated by radiative corrections, and then turning to no-scale models, in which all scales are generated in terms of the Planck scale. The uncertainties in the calculations in these models, due to thresholds, higher-loop effects and renormalization group improvement, will also be discussed. The conclusions will be given in chapter 7.



M. Sher, Electroweak Higgs potentials and vacuum stability



277



An unusual and surprising fact about the effective potential is that it can be formally proven to be convex, contrary to one’s intuition about the potential. This problem will be discussed in an appendix. At approximately the same time as the publication of this Report, an extremely extensive book by Gunion, Haber, Kane and Dawson [5] concerning the phenomenology of Higgs bosons will appear. This work will discuss the phenomenology of Higgs bosons in the minimal, multiple-scalar and supersymmetric models. As a result, a detailed discussion of the experimental detection of Higgs bosons will not be presented in this Report, although brief discussions will occasionally appear.



2. The Higgs potential in the standard model 2.1. The standard model and spontaneous symmetry breaking



2.1.1. The gauge and fermion sector The remarkable experimental success of the gauge theory of quantum electrodynamics (QED) led to the idea of extending the gauge symmetry principle [6] to the description of other known interactions. A gauge theory is constructed by requiring the Lagrangian to be locally invariant under a group of internal symmetries. This naturally leads to the introduction of vector fields (gauge bosons) in a number equal to the number of generators of the symmetry group. The structure of their self-interactions as well as that of their couplings to matter is then completely determined, by the gauge symmetry, in terms of the gauge couplings. In QED, for instance, the Lagrangian is invariant under a set of local U(1) transformations whose generator, Q, is the electric charge operator. Thus, only one vector field, the photon, is introduced. The quantum field theory of the strong interactions, quantum chromodynamics (QCD), is a gauge theory based on the group SU(3). This group has eight generators, therefore eight vector bosons (gluons) must be introduced. In the Glashow—Weinberg—Salam (GWS) model [1—3],the weak and electromagnetic interactions are described by a gauge theory based on the group SU(2) x U( 1). It will be assumed in this Report that the reader is familiar with gauge theories; among the many reviews of gauge theories are those by Abers and Lee [7], Beg and Sirlin [8], Bernstein [9], Marciano and Pagels [10], Taylor [11] and S. Weinberg [12]. In this section, a brief review of the standard GWS model is presented. An excellent, more detailed, review, replete with many references, is the Report by Langacker [13]. Other Reports reviewing the standard model are those of Bilenky and Hosek [14]and of Fritzsch and Minkowksi [15]; more recent reviews can be found in the books by Cheng and Li [16], Frampton [17], Halzen and Martin [18] and Kane [19]. The gauge group SU(2) x U(1) has four generators, thus four gauge bosons are introduced. The three generators of the SU(2) group are ~/2, where the i~are the Pauli matrices; the corresponding vector fields are denoted by A~(i = 1, 2, 3). The generator of the U(1) group is Y12, where Y is the hypercharge, and the corresponding vector field is denoted by B~.The gauge couplings for the two groups are denoted by g and g’12, respectively. The kinetic terms for these fields are ~‘KE



=



—~F~~F’~— ~B,~PBIhV



F’~~ = ~A’~



—



(2.1)



,



9~A’~ + gkA~~A~, ~



=



—



~



Mass terms in the Lagrangian for the gauge fields are forbidden by the gauge symmetry.



(2.2)
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Parity violation is introduced into the model by putting the left-handed and the right-handed fermions into different representations. The left-handed fermions transform as doublets under SU(2), while right-handed fermions transform as singlets. The hypercharge assignments are chosen so that the charge operator Q is given by Q = T3 + Y/2, where T3 is the third component of the weak isospin.*) The fermions in the model include the Ve~e, u and d, known as a family or generation, and at least two replications the v~,p~,c and s family and the vT, i~, t and b family. The left-handed quarks are grouped into SU(2) doublets, —



(2.3)



QaL_(dW)L,



where a labels the family (a = 1, 2, 3). The superscript w refers to the fact that these doublets are weak eigenstates, that is, they are changed into each other by the emission or absorption of a gauge boson. They will be linear combinations of the mass eigenstates. The 0aL have hypercharge 1/3. The right-handed quarks are SU(2) singlets; the u~and dR have hypercharge 4/3 and —2/3, respectively. The left-handed leptons are grouped in a doublet w



L~L



(2.4)



(~)L’



with hypercharge —1. The right-handed electron eR is an SU(2) singlet with hypercharge —2. A right-handed neutrino field could be introduced; however, it is an SU(2) singlet with Y = 0, thus it would have no gauge interactions. Since one would have to impose a discrete symmetry to avoid having a neutrino mass, it is generally omitted.**) The gauge-invariant kinetic terms for the fermions can be written as



~KF =



D~Q~ =



(~ aLØQaL +



(~



L 1~LaL +



—ig ~ . A~—i



~



(2.5)



UaR~UaR + daR~daR + eaR~eaR),



B~)Q~,



D~LL



=



(~



—ig ~ A~+i ~



D~u~(d~ —i~g’B~)u~, D~d~=(~ +i~g’B~)d~, ~



B~)LL,



26 .



)



Since the left-handed and right-handed fermions are in different representations, mass terms for the fermions (which would be of the form fLfR + h.c.) are not allowed by the gauge symmetry. An attractive feature of gauge theories is that they are renormalizable, i.e., all of the higher-order divergences can be removed by redefining a finite number of masses and couplings. However, the gauge symmetry also forbids the presence of mass terms for the gauge bosons and fermions. If one were to simply add mass terms for the gauge bosons to the model, the gauge symmetry would be broken and the resulting theory would not be renormalizable. There is a method, however, of generating masses for the vector bosons and fermions which does not spoil the gauge invariance of the Lagrangian, called 3 + Y determines the *) If one assignments. defines the generator of the U(1) group to be Y, rather than Y/2, then the gauge coupling is g’ and Q = T hypercharge **) Such a neutrino would not cause cosmological problems [20]if it decoupled from ordinary matter at, say, the grand unification scale since its number density would be considerably smaller than that of left-handed neutrinos.
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spontaneous symmetry breaking (SSB). We now turn to a description of SSB, and then apply it to the SU(2) x U(1) GWS model. 2.1.2. Spontaneous symmetry breaking



Since the only known renormali.zable theories involving vector bosons are gauge theories [21—23]and since mass terms violate the gauge symmetry, it would appear to be impossible to find a renorinalizable theory of massive vector bosons. There is, however, one way out of this impasse. It is possible for the Lagrangian and equations of motion of a system to have a symmetry, but for the solution of the equations of motion to violate the symmetry. As an example, the equations of motion of a ferromagnet are rotationally invariant, but the solution of these equations (the ground state) has a preferred direction. This phenomenon, where the solutions of the equations of motion break the symmetries of the equations, is called spontaneous symmetry breaking [24—29]. The simplest method of implementing SSB is the Higgs mechanism [30—34].A set of scalar fields which transform nontrivially under the symmetry group is introduced into the model. If the vacuum expectation value (VEV) of one of these fields is nonzero, then the gauge symmetry will be broken, and all of the gauge bosons for which the field with nonzero VEV has nonzero charge will become massive. Since the Lagrangian itself is still gauge invariant, the theory is still renormalizable; however, the vacuum state (i.e. the solution of the equations of motion) explicitly breaks the symmetry, allowing the vector bosons to acquire mass. To illustrate this mechanism, consider the simple case of a self-interacting complex scalar field with a global U(1) symmetry, (2.7)



= (~)~(ô,~)— V(q~),



where V(4i) is the potential, taken to be V(4)



=



(2.8)



+ A(t~t~)2.



One can see that this Lagrangian is invariant under the U(1) symmetry (2.9) If ~2 is positive, then the minimum of the potential is at ~ = 0, thus the field has a zero VEV. The resulting theory describes a massive self-interacting scalar. Suppose, however, that ~2 is negative. The potential in this case is plotted in fig. 1. Note that the potential is U( 1) invariant; it is unaffected by a transformation from 4 to e ~ The minimum of the potential, however, is at = ~2I2A, thus the field has a nonzero vacuum expectation value (4 ~ = ~2I2A. Note that the direction in which the vacuum is chosen is arbitrary, but that, once chosen, the vacuum state breaks the symmetry. This is similar to a ferromagnet; the direction in which the spins line up is arbitrary, since the entire system is rotationally symmetric, but once the spins line up, the rotational symmetry is broken. Without loss of generality, the vacuum in fig. 1 can be chosen to lie along the direction of the real part of 4. In determining particle masses and interactions, one must perturb about the stable vacuum, thus the field 4, must be examined relative to its VEV. We write —



~



4,(x) = (1/V~)[



tr + ~‘(x) + ix’(x)],



—



(2.10)
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Fig. 1. The potential, V, as a function ofthe complex field, ~. The U(1) symmetry, fr—* e°4,corresponds to rotations about the vertical axis. The vacuum state is chosen to lie along the Re 0 direction. The two frequencies of oscillation about this vacuum are shown; the radial mode is the Higgs boson, the angular, zero-frequency mode is the Goldstone boson.



where o2 = ~~2/A and ~‘(x) and x’(x) are real fields which have zero VEVs. Inserting this expression for 4,(x) into the Lagrangian yields =



1(ôl)2



+



~(ô~~’)2



—



~(2Ao~2)~’2 Ao~j’~’2 ‘A~’4 ~A~’4 ~A~’2~’2 —



—



—



—



.



(2.11)



One can now read off the ~j’ and x’ masses and interactions. The if field has a mass-squared of 2Au2 and the x’ field is massless. It is easy to see why a massless field must exist. Examining the potential in fig. 1, one can see that there are two natural frequencies about the vacuum. Oscillations in the radial direction will have some positive frequency, while oscillations in the angular direction clearly have zero frequency. This zero frequency mode corresponds to the massless boson. This phenomenon is quite general and is known as Goldstone’s theorem [24—27]:The spontaneous breaking of a continuous symmetry leads to the existence of a massless particle, the Goldstone particle. The particle will generally be spinless (although if supersymmetry is spontaneously broken it can have spin ~).The number of such massless particles will equal the number of broken generators; i.e., if a group G with N generators is spontaneously broken down to a group H with M generators, then there will be N M Goldstone bosons. It would seem, therefore, that the spontaneous breaking of a continuous symmetry is unlikely, since no massless scalar particles have been observed. However, when the continuous symmetry is a gauge symmetry, there is a loophole to Goldstone’s theorem. In fact, the problems of the massless gauge bosons and the massless Goldstone bosons cure each other. To see how this works, let us consider a self-interacting scalar field in a U(1) gauge theory. The Lagrangian is —



~=



+ (D~4,)t(D~4,) —



where D,~as V(4,)



=



—



V(4,),



(2.12)



ieA,~and V(4,) is the potential, given by +



A(4,t4,)2.



(2.13)
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This Lagrangian is invariant under the local U( 1) symmetry ~



(2.14)



—(1Ie)ô~O.



As before, if ~2 is negative, the field 4, acquires a vacuum expectation value given by —~2I2A.Again, one shifts the field by



(4,14,)



4,(x) = (1 t’/~)[o + if(x) + ix’(x)l



=



(2.15)



and inserts this into the Lagrangian. The terms which do not involve the gauge field are identical to eq. (2.11), i.e., the if acquires a mass-squared of 2Ao2 while the x’ is massless. The terms involving the gauge field are



(2.16)



—~F”F~ + ~e2a2A~A~ ~



~“=



—



Note that the A~field has acquired a mass eo; as expected, the breaking of the gauge symmetry has led to a photon mass. There is an additional peculiar AlLÔlLX’ term, which seems to give a mixed propagator. This term can be eliminated by a gauge transformation. Writing the transformation in eq. (2.14) for infinitesimal 0,



x’—*x’_Oif+Ou,



if—sif+0~’,



(2.17)



we see that 0 can be chosen to make x’ vanish. After this transformation, the Lagrangian is



2 + couplings. (2.18) 2AlL + ~(c9 if) This Lagrangian has only two fields, the if field and the photon field, and both are massive. The x’ field has disappeared! This disappearance is not too surprising. We started with a model with a massless photon, which has two degrees of freedom, and a complex scalar, which has two degrees of freedom. We finished with a massive photon, which has three degrees of freedom, and a real scalar, with one degree of freedom. Thus, the number of degrees of freedom is conserved, as expected. The Goldstone boson has disappeared and reappeared as the longitudinal degree of freedom of the massive vector boson; one says that the vector boson has “eaten” the Goldstone boson to acquire a mass. Although the gauge transformation above was for infinitesimal 0, it is straightforward to consider a finite transformation. One parameterizes 4, in terms of new fields i~and ,y by =



4,(x)



—



=



+



~e2o.2A,



—



(1 I’./~)e”~[o + ~(x)] ,



instead of eq. (2.15). By applying the gauge transformation of eq. (2.14) with 0(x) = q5(x) = (1 /~/~)[cr + i~(x)],



(2.19)



x(x), one obtains (2.20)



and thus the x field explicitly disappears. The Higgs mechanism can be summarized by stating that the spontaneous breaking of a gauge symmetry does not result in the existence of a massless Goldstone boson but in the disappearance of the
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field entirely, and in the appearance of a massive gauge boson. As we will see, the existence of Yukawa interactions between fermions and scalars will also lead to fermion masses. Before turning to the Higgs mechanism in the standard model, a few comments concerning gauge-fixing terms must be made. There are two different expressions for the Lagrangian, one is the sum of eqs. (2.11) and (2.16) and the other is eq. (2.18). Since these two expressions are related by the gauge transformation in eq. (2.17), they must be equivalent. The simpler form, eq. (2.18), whose gauge is called the physical or unitary gauge, clearly displays the particle spectrum, and yet it is not the most convenient gauge for calculations because of the high-energy behavior of the vector propagator. Instead, a class of gauges called Re-gauges is chosen [7, 23, 35—37]. In this case, the term ~GF



=



_(1/2~)(9lLAlL+ ~eo~)2



(2.21)



is added to the Lagrangian. Different values of ~ refer to different gauges. In this class of gauges, the vector propagator is



DlLp



=



k2 —e2~2(—glLV



+



(1— ~ k2



(2.22)



_~e2~2)~



As ~, the unitary gauge is recovered. Note that the cross term in eq. (2.21) cancels the mixed propagator term in eq. (2.16), and the x field has reappeared with a mass-squared of ~e2o~2.The coupling of the x field to the sj also is proportional to ~. The most commonly used gauges are the Feynman gauge (~ = 1), which has an extremely simple vector propagator, similar to QED, but does have massive Goldstone bosons (x fields), and the Landau gauge (~ = 0), whose propagator is a bit more complicated, but which has massless Goldstone bosons which have zero coupling to physical scalars. In most calculations involving scalars and scalar potentials, the Landau gauge is used, partly because the coupling of unphysical scalars (Goldstone bosons) to physical scalars is zero and partly because the Landau gauge is scale independent, i.e., the gauge parameter, unlike couplings and masses, does not vary as the renormalization scale varies. Another reason the Landau gauge is usually used in calculations involving the scalar potential is the vanishing of the interaction between scalars and ghost fields [38]in that gauge. In deriving the Feynman rules for a theory, one must do a functional integral over all field configurations. In a gauge theory, however, some of these configurations are related by gauge transformations and should not be counted as separate configurations. In changing variables so that only gauge-unrelated fields are integrated over, a Jacobian determinant is inserted into the path integral. The easiest way to incorporate this determinant is to introduce fictitious ghost fields into the Lagrangian these are fields with zero spin which obey Fermi statistics [7, 12]. In the R~ -gauge, the couplings of these ghost fields to scalars (as well as their masses-squared) are proportional to ~, and thus vanish in the Landau gauge. Although the Higgs potential, as we will see, is gauge dependent, it can easily be shown that physically measurable quantities which can be derived from the potential are not gauge dependent [39]. Throughout this Report, we will use the Landau gauge except when explicitly stated otherwise. ~



—



2.1.3. The Higgs mechanism in the standard model The Higgs mechanism will now be applied to the GWS model of electroweak interactions. As stated above, the model is an SU(2) x U(1) gauge theory with left-handed fermions in doublet representations of SU(2) and right-handed fermions in singlet representations. The kinetic terms for the gauge fields
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and fermions are given in eqs. (2.1) and (2.5), respectively. In order to give mass to the gauge fields and fermions, scalar fields must be introduced. In this chapter, we will be concerned with the minimal standard model, which is defined to be the model with the simplest allowed Higgs structure. In this model, one complex SU(2) doublet of scalar fields, with Y= 1 is introduced,



(2.23) The kinetic and potential terms in the Lagrangian for the ~Pfield are =



(D~~PYt(DlL~) V(P), DlL —



=



~lL



—



~



T’A’~—



i



~-



B,~.



(2.24)



The most general gauge-invariant renormalizable potential is V(t~P)=



2~t~ +



A(~t~)2.



(2.25)



If one were to introduce higher-order terms in ~ t~j, then the coefficients of these terms would have dimensions of inverse masses to some power. Such terms (as in the Fermi theory or in general relativity) give nonrenormalizable theories. In the next section, it will be shown that a (P t~)3 term will cause, at next order in perturbation theory, a divergence proportional to (~I~ t~p)4~Thus such a term will have to be introduced into the potential to cancel this divergence. However, a (cP t~ )4 term will lead to a divergence proportional to (~P ~P)6, etc. Thus, an infinite number of terms must be introduced, so the theory is nonrenormalizable. The scalar must be coupled to the fermions in order to generate fermion masses. Gauge-invariant Yukawa couplings such as h~b~~LPdR + hbLLI-e’R + h.c.



(2.26)



can be introduced to give masses to the charge —1/3 quarks and the leptons. In order to give mass to the charge 2/3 quarks the Higgs scalar must be coupled to U~’R.This can be done by constructing a new object from ~,



~cas



_ir



2~*=



(~*),



(2.27)



which is also an SU(2) doublet. (This is a special feature of SU(2) and not of SU(N); it would not be possible to arrange an SU(3) antitriplet so that it transforms as a triplet [40].) With this field a term hbQ’L’~PCuR+ h.c.



(2.28)



can be included. The h matrices are arbitrary 3 x 3 matrices (for the three-family case). The final Lagrangian is thus the sum of the gauge and fermion kinetic terms, eqs. (2.1) and (2.5), the scalar kinetic and potential terms, eq. (2.24), the Yukawa terms, eqs. (2.26) and (2.28), as well as gauge-fixing and ghost terms, which will not be explicitly shown. The next step is to minimize the scalar potential to find the vacuum state about which we will perturb to find the particle spectrum.



284



M. Sher, Electroweak Higgs potentials and vacuum stability



The Higgs scalar can be written in terms of real fields,



1 f4,+i4,\ in which case I~P= ~(4,~ + + 4~ + ~ Since the potential depends only on Pt~,the orientation of the minimum is not determined. This is identical to the situation in the Abelian model, fig. 1, in which the direction of the minimum was arbitrary. In that case, we chose the minimum to lie along the direction of the real part of 4,; similarly, the minimum is chosen here to lie along the ij direction, i.e. along the direction of the real part of the neutral component of P. The minimum is thus given by (~I~) =



-J~~



(2.30)



where o~is real. If ~2 is positive the minimum is at 0 = 0. If js2 is negative the minimum is at = ~~2/A and the SU(2) x U(1) symmetry is broken. Since, with Q = T3 + ~Y, the charge operator annihilates (k), one expects electromagnetism to remain unbroken. We now shift to the vacuum state



and determine the particle spectrum. As before, the shift of the Higgs field can be parameterized as



(. ~



1



\(



0



\



~ expy~ xiLi)~.+~(x))~



cP(x)



(2.31)



where the L



1 are the broken generators of SU(2) x U(1). Since we are interested in the physical particle



spectrum, the unitary gauge is appropriate; in this gauge, a gauge transformation is applied to eliminate the x1 fields. Then the shifted field is written as ~P(x)= ~



(2.32)



(cr +ii(x))~



This field is now plugged into the Lagrangian. The vector boson masses come from the kinetic energy term for the cP field, which contains the term



~(0 u)(~gr~4~ + ~glB~)2(O).



(2.33)



By defining



W,~ (1Iv~)(A~i =



=



=



sin O~BlL



— cos O~A~,



AlL



=



gB~+g’A~ = cos 0~ B~+ sin 0~A~,



where the weak mixing angle, 0w,, is given by tan0~=g’Ig,



(2.35)
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the masses of the weak vector bosons can be read off. They are given by



M~= ~g2o2,



M~= ~(g2 + g’2)o2 = M~/cos2O~,
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-



M~= 0.



(2.36)



The interactions between the Higgs particle, ‘ri, and the vector bosons can be read off from the rest of the scalar kinetic terms, and the interactions of the vector bosons with each other can be read off by expressing the gauge field kinetic energy term in eq. (2.1) in terms of the mass eigenstates (2.34). (By considering the interaction of the vectors with the photon, the charge assignments for the vectors are as given above.)



As expected, one vector boson, the photon, remains massless. By expressing the kinetic energy terms for the fermions in terms of the vector boson mass eigenstates, the charged and neutral weak currents can be found (see, for example, ref. [13] for the expressions for these currents). From the charged weak current, the effective four-Fermi interaction at low energy can be computed and



compared with the four-Fermi theory to obtain GF/’/~’ g2/8M~,,,=



1/20.2.



(2.37)



Since GF is known to high precision, o- can be determined (to leading order). It is given by 0.



=



247 GeV.



(2.38)



The reader should be warned that many authors (about half of them) define the VEV of the Higgs doublet 1’ as (~),which differs from the definition here by a factor of V’~(their a~has a value of 174 GeV). The choice here emphasizes the fact that u is the VEV of a real field. The electromagnetic current can also be found. The electron charge is given by e=gg’I\/g2+g’2=gsin0~.



(2.39)



Since e is also known to high precision, g sin Ow is known very accurately. The remaining parameter, sin Ow~can be determined from neutral current interactions. The best value is [41]sin2 ~ = 0.229 ± 0.004. Although all neutral current processes as wdll as the weak vector boson mass ratio should give the same tree-level value of sin2Ow, they will all have different radiative corrections. Since several different definitions of the radiatively corrected mixing angle exist, one must be cautious about comparing different neutral current experiments with each other. The simplest definition of sin2Ow is that of Marciano and Sirlin [42],sin2Ow = 1 — M~IM~,where the vector boson masses are the poles in their propagators. The above value of sin2 Ow uses that definition. Fermion masses arise from the Yukawa interactions. Take the one-family case. The Yukawa interaction becomes (considering the u-quark only) g~i~(o+ i~)ut’/~+ h.c., giving a mass for the u-quark of m~= g~o~/’s/~. Similar terms exist for the d-quark and electron. In the multi-family case, the



mass matrices and Yukawa coupling matrices will be NF X NF matrices, where NF is the number of families. Note that the mass matrices and Yukawa coupling matrices are proportional (in the one Higgs doublet case only), so when the mass matrices are diagonalized to find the mass eigenstates, the Yukawa coupling matrices are also diagonalized. Thus, the interactions of the i~with the quark mass eigenstates are diagonal, i.e., there are no flavor-changing Higgs-mediated interactions. Since there are no flavor-changing Z-mediated currents [43]as well, the only flavor-changing current (at tree level) is
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the charged weak current. If A~,A~,A~and A~are the matrices which rotate the uL, dL, UR and dR mass eigenstates into the weak eigenstates, then, since only the charged weak current is flavor changing, only the combination AdLtAUL is observable. In the three-family case, this combination is the Kobayashi— Maskawa matrix [44], which has four parameters, usually expressed as three angles and one CPviolating phase. The coupling of the Higgs boson to a fermion is thus proportional to the mass of the fermion; the coupling g~/V~ is given by mi/u. The reader is again cautioned about the ~ factors. gy is the coefficient of the fLfRI term in the Lagrangian, so the coefficient of the fLfR~ term is g~/V~, and the numerical value of gy is m~/l74GeV. We see that the coupling of the Higgs boson to the light quarks is exceedingly small, making it quite difficult to detect. Finally, we turn to the mass of the Higgs boson. Plugging the shifted value of ~Pinto the potential yields



—



V(i



4/4A + Aoi 3 + ~ (2.40) 1) = —p~ 1 The constant term is irrelevant for particle physics, but has an enormous effect in cosmology, as will be discussed later. The ij~and if’ terms represent scalar self-interactions. The quadratic term is the Higgs boson mass, =



_2,L2



=



2A0.2,



(2.41)



which is positive. Although cr1S known, A is not, thus the Higgs mass is arbitrary. If A were much larger than 1, perturbation theory would break down; this will lead to an upper limit on the Higgs mass to be discussed in the next chapter. If A is very small, radiative corrections become important; these will lead to a lower limit on the Higgs mass. In order to discuss such bounds, we must now turn to the question of radiative corrections to the Higgs potential. 2.2. The effective potential 2.2.1. Qualitative discussion In determining the spectrum of a gauge theory, it is necessary to find the vacuum expectation values of the scalar fields in the theory. Since these VEVs are translationally invariant (presumably, momentum conservation should not be spontaneously broken), one needs the spatially invariant solutions of the equations of motion. These will be solutions of the equations dV/dçb,=0,



(2.42)



where the 4,, are the scalar fields of the theory. Here, V will be the nonderivative terms in the Lagrangian involving the 4,~.In this section, quantum or radiative corrections to the classical potential will be discussed. We will begin with an extremely qualitative discussion of the effective potential, and then turn to a more formal analysis. After turning to the loop expansion, the effective potential will be calculated; first in a scalar theory, then in a gauge theory and finally in the GWS model. Several methods of calculation will be presented. A simple plot of the effective potential in the GWS model will then show how lower bounds to the Higgs mass can arise.
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Fig. 2. Diagrams, in ~ theory, which contribute to quantum corrections to the propagator.



Let us first consider the classical Lagrangian for a scalar field. The Hamiltonian derived from this Lagrange density will give the energy density of a field 4,(x). The potential is generally defined as the nonderivative part of the Hamiltonian, or the negative of the nonderivative part of the Lagrangian. It gives the energy density of a constant field 4,. Now, what is qualitatively meant by “quantum” or “radiative” corrections? One generally thinks of quantum corrections as involving the emission and reabsorption of virtual particles; quantum corrections to a propagator, for example, would be given by the diagrams in fig. 2. In determining quantum corrections to a Lagrangian, we seek an expression from which we can calculate a Hamiltonian which will give the energy density of a field, 4,(x), including the contributions to the energy density due to virtual particle emission and reabsorption. The expression will be in terms of 4,(x). The quantum-corrected potential will be the nonderivative part of the Hamiltonian. To determine the quantum corrections, one needs to calculate the effects of virtual particle emission and reabsorption (or virtual particle loops) on the interaction energy. Since all interactions involve some number of external legs, one must calculate all diagrams involving virtual particles and any number of external legs (diagrams involving no external legs are vacuum energy graphs, which just shift the energy by a constant; diagrams with one external leg can be absorbed into a shift of the field). It is not hard to see that one-particle reducible diagrams (i.e. all diagrams which can be divided in two by cutting a single internal line) such as fig. 3 are not relevant [45]. Thus, quantum corrections to the classical Lagrangian will involve summing all one-particle irreducible diagrams. In fig. 4, all such diagrams are shown for massless 4,4 theory, where only four-point vertices are allowed. Since the potential involves the nonderivative terms in the Lagrangian, one can take the momenta of the external legs of these diagrams to be vanishing; then the derivative of the classical field will vanish and one will be left with the classical potential. This hand-waving argument indicates that “quantum corrections” to the potential can be found by summing all of the one-particle irreducible graphs, with the classical field on the external legs and with zero external momenta. This does involve an infinite sum of graphs; a systematic expansion for doing such a sum is the loop expansion, which will be discussed shortly. After calculating the effective potential, it will be put into a form which has a very simple physical interpretation. First, we will demonstrate more formally that the effective potential is the sum of all one-particle irreducible graphs with zero external momenta.



Op-ET1 w248 1 Fig. 3. An example of a one-particle reducible diagram.
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+ Fig. 4. Graphs contributing to the effective potential in massless



~



theory.



2.2.2. Formal discussion of the effective potential The effective potential has been extensively studied [46—49].A superb introduction to the subject can be found in the paper of Coleman and E. Weinberg [4] (see also the lectures by Coleman [50]). We will follow their arguments closely. Consider the simple case of a single real scalar field, 4,. Suppose that an external c-number source J(x) is added to the Lagrangian. The vacuum-to-vacuum amplitude, ~ is defined [51—53]to be Z[J]



=



J



J



~4, exp(i



d~x[~(4,)



+



J(x)cb(x)]).



(2.43)



This generating functional can be functionally expanded in powers of J, Z[J]



=



~J



~ [d~x1J(x~)]G~(x1,.. , x~), .



(2.44)



and the coefficients G~ (x1,. , x,) are the Green’s functions for the theory, which can be found by functional differentiation of Z[J] with respect to .1(x). Another, more useful, generating functional, W[J], can be introduced, which is related to Z[J] by Z[J] = exp(iW[J]). This functional can also be expanded in powers of J; the coefficients give the connected Green’s functions. The classical field, ~ is defined to be . .



~iWI6J(x).



(2.45)



Finally, the generating functional of 1PI Green’s functions, also called the effective action, is the functional Legendre transform F[çb~] = W[J]



-



J



4x J(x)çb~(x).



(2.46)



d



In order to actually compute F[ 4,~],one must invert eq. (2.45) to obtain J as a functional of 4,~,then
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replace J in eq. (2.46). The effective action can be functionally expanded in powers of 4,,,



F(4,~)~~fF~(xi,.. ~



(2.47)



For a simple proof that the i~”~ are the sum of all 1PI Feynman graphs with n external lines, see refs. [51,52, 54]. From the definition of the effective action in eq. (2.46), one can obtain (2.48)



~F[cb~]/~cb~(x) = —.1(x).



There is another method of expanding the effective action. Rather than expanding in powers of 4’~ one can expand about the value 4,~= constant. This is the same as expanding in powers of the derivatives of 4,~,or equivalently, in powers of momentum about the point where all external momenta vanish. This expansion is =



f



d~x[-V(4,~) + ~~4,C)2Z(4,C) +...]



(2.49)



where V and Z are ordinary functions of 4~.V is defined to be the effective potential. It is straightforward to see that V has the desired property, namely, that the location of its minima will determine whether or not spontaneous symmetry breaking occurs. Spontaneous symmetry breaking will occur if 4~develops a nonzero vacuum expectation value even when the external source, J(x), vanishes. From eq. (2.48), this occurs if =



0



(2.50)



for a nonzero value of 4,~•Since momentum conservation is not spontaneously broken, eq. (2.49) gives dV/d4,~=0



(2.51)



for nonzero 4,~. But this is precisely the condition wanted, eq. (2.42). Thus minimization of V will determine whether spontaneous symmetry breaking occurs. One can also see that V is given by the sum of 1PI diagrams with zero external momenta. Fourier transforming eq. (2.47), one finds that



f



=



[d4p



4p~4,~(p 1



d



1)~~• ~



+



.. + p~)F~(p~,. . . , pa),



(2.52)



where 4~ ( p1) is the Fourier transform of 4z~.Comparing this with eq. (2.49) gives V(cb~)= *)



—



-~ 4,~F~”~(p1 0). =



(2.53)



For a more formal proof that minimization ofthe effective potential determines whetherspontaneous symmetry breaking occurs, see refs. [50]



and [54].
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This gives the advertised result; V is given by the sum of all 1PI graphs with zero external momenta. A simple physical interpretation of the effective potential can be found in ref. [50] and will be presented in the appendix. It can be shown that V~ff(4,~) is the expectation value of the energy density in the state ~JJ) which minimizes (~/J~H~tIJ) subject to the condition that (4,~4,(x)~i/i)= 4~.Another equivalent physical interpretation will appear when we first explicitly calculate the effective potential. There is a loophole in the above argument. It is noted in the appendix that the effective action, defined as the Legendre transform of the generating functional of connected diagrams, is the generating functional of 1PI diagrams only if the effective potential is convex. This fact leads to the resolution of the so-called convexity problem, which is discussed in the appendix. For our purposes, this loophole can be ignored, and we will take the effective potential to be the sum of all 1PI graphs with vanishing external momenta. 2.2.3. Renormalization and the ioop expansion Calculation of the radiative corrections to the scalar potential necessitates adding up all of the 1PI diagrams. Since these diagrams involve integrations over the internal momenta, they will, in general, be divergent. If the theory is renormalizable, these divergences must be absorbed into the parameters of the theory. Consider a self-interacting scalar theory with Lagrangian ~



~(~94,)2



—



(2.54)



— A4,414!



~L24,2



All divergences must be absorbed by redefinitions of ~2 A and the field normalization. The conventional definition of the renormalized mass of a scalar field is the negative of the inverse propagator at zero momentum. This gives as



2V/d4,~~,~.



—F2(p 1



=



0)



=



d



0,



(2.55)



where the second equality follows from eq. (2.53). Similarly, the renormalized coupling is defined to be the four-point function at zero external momenta, 4V/d4,~~ AR d 10. (2.56) It is not necessary for the subtraction point to be at 4,~= 0; the physics must be independent of that choice (see ref. [55] for a very clear discussion). In fact, we will see that a different subtraction point must be chosen for the renormalized coupling. Finally, the definition of the wave function renormalization is conventionally taken to be 2~/dp2~p2m2= 1, (2.57) aF’



which from eq. (2.49) yields Z(4,~=0)=1.



(2.58)



Our task is now to sum the 1PI diagrams, apply the renormalization conditions and see, hopefully, *1



Given F”~,the 1PI graph is obtained by multiplying by —1/n!. See refs. (51, 52].
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the divergences eliminated. Since this would involve summing an infinite number of very complicated graphs, such a task is clearly impossible. One can approximate the effective potential with an expansion scheme called the loop expansion. Suppose a parameter a were introduced into the Lagrangian as an overall multiplicative factor, i.e., $f—~a’s’.



(2.59)



This will give a factor of a1 for every vertex in a diagram and a factor of a for every propagator; the total power of a is thus the number of internal lines minus the number of vertices. Now consider the number of loops in a diagram. This number is equal to the number of independent momentum integrations; every internal line contributes one momentum, every vertex removes one momentum (from momentum conservation), and there is one momentum conserving cs-function. Thus the number of loops is the number of internal lines minus the number of vertices plus one. We see that the number of loops in a diagram is one more than the power of a in the diagram, and thus an expansion in the number of loops is identical to an expansion in powers of a. At first glance, it seems silly to expand in a parameter that is set equal to one. Since the n-loop diagram must have at least n vertices, however, the loop expansion will be as convergent as ordinary perturbation theory. Since the loop expansion corresponds to an expansion in a parameter multiplying the entire Lagrangian, it will be unaffected when we shift fields and when we subsequently divide the Lagrangian into free and interacting parts. It is often said that the loop expansion is an expansion in powers of ti, Planck’s constant [56]. It enters the Lagrangian in the same way as a, and it is set equal to one by the choice of units. In fact, it is easy to see that the loop expansion is actually the same as ordinary perturbation theory. In 4,4 theory, for example, if one rescales the field 4, to be 4,/\/~and examines the functional integral, one finds the integral to be identical, with ti replaced by hA. Since the loop expansion is an expansion in /I, it is also an expansion in hA, and is thus the same as ordinary perturbation theory (in a multi-coupling theory, it can be considered an expansion in either coupling, with ratios of couplings occurring in the individual terms). One expects that the n-loop contribution will be proportional to A”~1we will see that this is, in fact, the case. The loop expansion is simply a very convenient way of organizing the calculation. 2.2.4. Calculation of the effective potential We are now ready to calculate the effective potential. The zero-loop contribution is simply the classical potential; the next-order approximation is the sum of all 1PI diagrams with a single loop and with zero external momenta. We will follow the procedure of Coleman and E. Weinberg [4] and explicitly sum these diagrams. Suppose that the Lagrangian for a single, real scalar field is given by ~



~(e943)2



—gçb~In!



(2.60)



The kinetic term can be considered to be the free part of the Lagrangian and the 4,” term can be considered to be the interacting part (even if a mass term were in the Lagrangian, it could be considered part of the interaction). This division, as discussed above, is not affected by the loop expansion. The zero-loop potential is just V 0=g4s~In!



(2.61)
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The one-loop potential is given by the sum of the diagrams in fig. 5, where each vertex has n — 2 external legs. Although there are still an infinite number of diagrams, they can easily be summed. Consider the rth diagram in the sum. It has r propagators, r vertices and (n 2)r external legs. The r propagators will contribute a factor of (k2 + ~) r since the 4, field is massless. The external lines contribute a factor of ~ r(n -2) Each vertex contributes a factor of gi (n — 2)!, since interchanging the n 2 external lines at each vertex does not change the graph. There is a momentum integration over the momentum in the loop, and there is a 1/2r combinatoric factor due to the symmetry of the r-sided polygon under rotations and reflection. Finally, there is a factor of i from the definition of the generating functional. Putting these together, the effective potential, through one loop, is —



-



—



,,



1



f d~k



—~ g4,~+iJ n. .



1 /g4,~2/(n~2)!Y 2 ) (2ir) ri2t~ k +ie —



.



(2.62)



This sum can easily be done. Rotating to Euclidean space, one finds g4,~ +



(~)4



ln(1 + (n_2;!k2)



(2.63)



Suppose the Lagrangian contained another term, such as y4, mim! Then each vertex could be replaced by two vertices, one with n — 2 external legs, the other with m — 2 external legs. The argument of the logarithm would then contain an extra term y4,~2I(m— 2)! k2. Thus, it is easy to see that for a general polynomial potential in the Lagrangian, U(4,), the one-loop potential is V(4,~)= U(4,~)+ ~ d4k ln(1 + U”(~c)) (2.64)



J



2



(2~)



k



This integral is divergent. Cutting it off at k2 A2



=



U(4,~)+



—~--~ U” + 32ir



2



=



A2, one obtains



[ln(U”/A2)— U



(2.65)



641T



plus a constant. In a renormalizable theory, it must be possible to absorb the divergence by redefining the parameters of the theory. The terms involving the cutoff, A, are (1/32~r2)[A2U” — (U”)2 ln(A)] .



(2.66)



We see that these terms can be absorbed into the parameters of the classical potential, U, if both U” and (U”)2 contain only the terms present in U. If the classical potential is at most a quartic polynomial,



Fig.



5.



All 1PI diagrams with one loop in g4~theory.
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then this is the case. However, if it contains terms that are of fifth order or higher, then (U”)2 will be sixth order or higher, and it will not be possible to absorb the above divergence into terms in the potential. If a sixth-order term is added to U, then (U”)2 is eighth order, etc., thus an infinite number of terms must be added, and the theory is nonrenormalizable. One can see that only polynomials which are at most quartic are allowed as scalar potentials. As an example, consider the theory discussed earlier, in which the Lagrangian is —



~p.24,2 A4,4/4



(2.67)



—



From eq. (2.65), the one-loop effective potential is given by V



~24,~



+ ~A4,~+



ln(~2+ 3A4,~)+a4,~+ b4,~,



(2.68)



where a and b are cutoff-dependent constants. These constants will be determined by the renormalization conditions, i.e. by the definitions of j4 and AR. The cutoff will thus be absorbed into these parameters. If ~ is negative, then it appears that the coefficient of the logarithm will become negative for small 4,~(although it will be positive near the classical minimum 4, = ~2IA).This imaginary contribution to the effective potential (which only occurs for scalar loop contributions) will be discussed in the appendix. In deriving lower bounds on Higgs masses and upper bounds on fermion masses, the region of field space considered will not involve regions where the potential becomes imaginary. When applying the renormalization conditions eqs. (2.55) and (2.56), one can subtract at some value of 4,~ large enough that, at the subtraction point, the potential is real. Insight into the physical meaning of the effective potential can be obtained [57]by just integrating eq. (2.64) over k 0. The result is —



=



U(4,~)+



f



2 + U”(4,~),



(2~) d~ ~k



(2.69)



where an irrelevant constant has been ignored. This is precisely what one expects for quantum corrections to a potential! A fluctuation about a classical field value, if Taylor expanded about that point,_will have a frequency, or mass, given by the curvature \1U~The associated energy will be \1k2 + U”. Thus, the above expression is simply the sum of the classical potential and all zero-point energy fluctuations about 4~(times the factor of d3kI(2ir)3 needed to convert the energy into an energy density). This gives a much more physical interpretation of the effective potential. In order to specifically apply the renormalization conditions, let us consider a massless, selfinteracting scalar field, with a potential A4,414. The one-loop effective potential is V= ~A4,~4 +



~



4,~ln(4,~)+ açb~+ b4,.



(2.70)



Note that all dependence on A, the factor of ~ in the one-loop term as well as the logarithm of ~A have been absorbed into the a and b parameters. Now, eq. (2.55) can be applied. Since we want the renormalized mass to vanish, this equation gives —
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d2V/d4,~.4.0= a



=



0,



(2.71)



thus the a parameter vanishes. Upon applying the second condition, (2.56), one a problem is encountered. The 4,~= 0renormalization is logarithmically divergent.eq.Instead, must redefine the renormalfourth derivative of V at ized coupling constant at a different subtraction point, i.e., 6AR



=



d4V/d4,~ 1,_~,



(2.72)



where M is an arbitrary mass scale (as long as it is nonzero). Using this definition, we can solve for the b parameter in terms of AR; the result is 2+ 100)).



(2.73)



b= ~ (AR—A—~-~2 (24lnM Substitution into eq. (2.70) yields the final result for the one-loop effective potential, V



~



+



~



4,~[ln(4,~IM2) —~



(2.74)



As discussed earlier, all dependence on the cutoff as well as on the logarithm of the coupling constant has vanished. The subtraction point M is completely arbitrary; if one were to choose another value M’, then this would simply change the value of AR to a new A~given by A~= AR



+



(9A2/16ir2) ln(M’2/M2).



(2.75)



This is just a change in the definition of AR, not a change in physics. As one can easily see, if one were to minimize the potential and solve for AR in terms of the minimum, then M would drop out. The third renormalization condition, although it will not be explicitly needed here, also must be modified to



Z(çb~=M)=1. It should be pointed out that the factor of ~ in eq. (2.74) can be absorbed into a redefinition of M, and is often not explicitly included in the one-loop potential. If a precise calculation of AR were necessary, say in determining Higgs—Higgs scattering amplitudes, then this redefinition could be



dangerous, but in virtually all applications of the effective potential this factor can be dropped. One should also note that the precise values of the a and b parameters in the spontaneously broken 4, theory, eq. (2.68) with ~2 


extremely complicated [58, 59]; or else different renormalization schemes can be used, such as those which are used in refs. [4, 60], in which case they are very simple. It appears that the minimum of this potential, eq. (2.74), is not at zero, as it was for the classical potential, since the logarithm is negative near the origin, leading to a maximum at the origin. However, the new minimum occurs at a value of 4,~given by A ln(4,~/ M) — ~ i~. Since higher-order corrections will have higher powers of A ln(4,~/M),this is outside the region of validity of perturbation theory. One can extend the region of validity of the potential using the renormalization group; this will be done in the next section. A method of calculating the effective potential using functional methods has been developed [61—64].In this method, the functional integral is explicitly evaluated using steepest descent methods, the Legendre transform is explicitly performed and then expanded. The result is the following: Define a
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new Lagrangian ~‘ by ~‘[4,(x), ~] as ~[4,(x)



+



~] - ~[~] -



f



d~y~4,()



4,(y),



(2.76)



where 4, is a constant field. This new Lagrangian has new propagators and new vertices. The effective



potential is then given by



~itiJd4k



V(4,~)=—~—



lndet~’[4,~,k]+ihKexp



(2 ir)



i.f d4x~~5[4,(x),



~C]).



(2.77)



The determinant operates on internal and spin degrees of freedom. The first term is the classical potential, the second is the one-loop term, and the third can be expanded in a series to give the higher-order terms. Note that the second term does give the same result as above. For an illustration of the use of this formula in a two-loop calculation, see ref. [65]. Before turning to the inclusion of gauge fields and fermions into the one-loop corrections, yet



another method of calculating the effective potential will be discussed. This method provides a very simple way of calculating the one-loop potential without summing an infinite series of diagrams, and of calculating higher-order corrections as well. 2.2.5. Alternative method of calculating the effective potential



The method described above for calculating the effective potential is extremely inefficient beyond one-loop order. The combinatoric factors involved in summing all 1PI two-loop diagrams can be quite formidable. Another method, due to Lee and Sciaccaluga [66],provides, in the author’s opinion, the simplest method of calculating higher-order corrections to the effective potential (as well as the one-loop correction). Consider the expansion of the effective action in eq. (2.47). There, the action was expanded about = 0. Suppose, instead, that one expands the effective action about another point, say q5~= 4xj F~”~(x = ~ [d~x~.. . d 1, x2,. . . , x~)[4,~(x1)— w] . . I4,~(x~) w]. (2.78)



f



—



The p(n) are now the generators of the 1PI diagrams of a new theory in which 4~has been replaced by ck~— w. Although w is often considered to be the minimum of the potential, it need not be, but can be considered an arbitrary shift. The expression for the effective potential is now



—



-~F(~)(p,= 0)(4,~— w)”,



(2.79)



n1



where, one must remember, p(n) are the 1PI diagrams of the shifted theory. If one now differentiates with respect to w and then sets 4~= w, the result is dVIdwI,,,,,~=



1(1).



(2.80)



The right-hand side of this expression is just i times the tadpole diagram in the shifted theory.



Evaluating this diagram, then integrating with respect to w, and setting w = 4,~gives the effective potential.
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To illustrate, consider the massive, self-interacting scalar theory. The potential, ~ ~ shifted, becomes V0 = ~L2(4, — w)2



+



~A(4,~— w)4.



~+



~A4,~,when



(2.81)



This potential has a mass-squared for the 4,~field given by i~,2+ 3Aw2 and a three-point term given by



—



so the 4~—4~—4~ vertex is —3!iAw. The one-loop tadpole diagram, fig. 6, is then simply i f d~k 3!Aw 2J (2~)~ k2+~2+3Aw2’ (2.82)



where the ~ is the symmetry factor for the tadpole. Multiplying by i and integrating with respect to w gives



2



1



(2)~ln(k2 +



2~



3Aw2).



(2.83)



= 4~ gives, up to an irrelevant constant, the same result as eq. (2.64). Note the simplicity of this result. Only one diagram, rather than an infinite number, needs to be considered. (Often, only dV/d4, is needed, in which case the integration over w does not even have to



Setting w



be done.) This method is particularly advantageous in doing higher-loop calculations, because of the simplicity of the combinatoric factors of tadpole diagrams. The two-loop effective potential in the GWS



model was calculated using this method [67].This method will now be used to include the effects of vectors and fermions in the calculation of the effective potential. 2.2.6. Gauge boson and fermion loop contributions Consider the theory of spontaneously broken scalar electrodynamics. We wish to determine the



contribution of gauge boson loops to the effective potential. As discussed earlier, the Landau gauge will be chosen; in this gauge, ghost fields and unphysical scalars do not couple to the physical scalar and can thus be ignored. The effective potential does turn out to be gauge dependent [61],but in calculations of physical quantities the gauge dependence will drop out [65]. The field 4, must first be shifted to 4, — w and then the tadpole diagram, fig. 7, must be calculated. After the shift, the scalar—vector (~e24,2AlLA lL) interaction term acquires a scalar—vector—vector vertex



Fig. 6. The one-loop tadpole diagram. This is the only diagram that needs to be calculated to find the one-loop potential, using the method discussed in the text.



Fig. 7. The vector boson contribution to the one-loop tadpole diagram.
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given by —ie2wg~,,and the photon acquires a mass-squared given by e2w2. Thus, i times the tadpole



diagram is



f d4k 3e2w i (2~ k2+e2w2’



(2.84)



where the 3 comes from the contraction of g~,. with the Landau gauge propagator numerator g~P— k,,k,,/k2. Integrating with respect to w and setting w = 4,~gives the vector loop contribution to the effective potential,



~f



~?ect=



~



ln(k2 + e2cb~).



(2.85)



This integral is the same as the previous integral in the scalar loop case. Absorbing the cutoff into the



counterterms as before, and absorbing the factor of ~ into the subtraction point M2, the vector loop contribution is V.,ect



=



(3e4I64ir2)4,~ln(4,~/M2).



(2.86)



This result can easily be generalized to non-Abelian gauge theories [4]. The general interaction between the scalar and the gauge bosons is ~ M2(4,c)L4~aA:•,



(2.87)



where M is a real symmetric matrix which is a quadratic function of 4,. It is given by M~b= g, g~(Ta 4’,~Tb 4~ where Ta is the representation of the ath transformation of the gauge group and g~is the coupling constant of the associated gauge field. As before, we find the contribution of the vector loops to be ~~ect= (3/64~2)Tr{M4(4,~)ln[M2(4,~)IM2]) .



(2.88)



Additional physical scalar loop contributions can also be included. We will assume that only one scalar gets a VEV, and that there is no mixing in the mass matrix between that scalar and the others. If there is mixing, or if more than one scalar gets a VEV, the results are much more complicated, and will be the main topic of chapter 5. As discussed in ref. [4],this contribution is ~ca1ar



=



(1/64ir2) Tr{M4(4,~)ln[A~12(4,~)IM2]},



(2.89)



where Mab(4,c)



=



d21’~/d4,~ d4,~,



(2.90)



and V., is the classical potential. Note the similarity between eqs. (2.88) and (2.89). Even the contribution of the scalar loop discussed in the previous section fits into this general form. To calculate the contribution of bosons to the one-loop effective potential, one shifts the field in the Lagrangian by 4,~,determines the 4,~dependent
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boson mass matrices, and plugs into the general formula



Tr{M~(4,~) ln[M~(4,~)IM2]},



VbOS = 641T ~



i~



—~--~



(2.91)



where M is the renormalization scale and all nonlogarithmic terms have been absorbed into the parameters of the classical potential. The sum is over all bosons, and i~,gives the number of spin states of the boson. Note that if a single boson field acquires a vacuum expectation value, then all the loop contributions of all bosons except the one getting a VEV will be proportional to 4, ~ln(4,~/ M2), where



all the couplings inside the logarithm can be absorbed into the renormalization scale. The remaining boson contribution was discussed in the last section. Next, fermion loops can be considered. The general interaction of scalars with fermions can be written as —~



(2.92)



a~ab(~c)~’b~’



where =



A(~)+ iy



5B(4,~).



(2.93)



The tadpole can easily be done, the result for the fermion contribution is 2) Tr{(th,iit)2 ln[(thi’ñt)IM’2]} = (1/641T ,



(2.94)



—



where the trace is over Dirac indices as well as internal indices. Note the minus sign due to the fermion



loop; this sign will be crucial in much of the work in chapter 4. In the more usual case in which there is a single Yukawa coupling gy = m~/(4,), the fermion loop contribution becomes V~er=



—(1/161T2)g~4,~ ln(4,~IM2).



(2.95)



In the minimal standard model, there is one physical scalar and three Goldstone bosons. In this case, the results can be easily summarized. The effective potential through one-loop can be written as V=



~L24,~+



+ ~64ir



~A4,+ ~



B4z~ln~ 2ln



(2



+



A4,~)



+



~



(~s2+3A4,~)21n 1.L+3A4,



~2 +



(2.96)



M



where the nonlogarithmic terms have been absorbed into the classical potential and B=3~g~—4~g~.,



(2.97)



where g and gy are the coupling of the vector boson to the Higgs and the fermion to the Higgs, respectively. The sum is over all vector bosons and fermions. The last term is due to Goldstone boson loops, and would be absent in the unphysical unitary gauge.
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With this general formula for the one-loop effective potential, one can now consider the case of massless scalar electrodynamics. In their classic paper, Coleman and E. Weinberg [4j considered the potential in scalar electrodynamics under the assumption that the renormalized mass, ~2 was zero. In this theory, the classical potential is just a 4,4 potential, without any spontaneous symmetry breaking. The one-loop potential is V= ~A4,~ +



+ ~-i



(~2



— ~].



2)4,~[lfl(4,~!M2)



(2.98)



The first term in the parentheses due to scalar the second is due to vectorThe loops. They then 4, iniswhich case the loops, scalar loop term can be dropped. potential only assumed that A was of order e contains, in that case, a single parameter, A. Minimizing, and calling the minimum cr, one finds V= (3e4/64~2)4,~[ln(4,~/0.2) — ~].



(2.99)



Thus, all reference to A has disappeared. In fact, one can solve for A and find that A = 33e4/48ir2. It is not really surprising that A disappears from the calculation. The general potential has two parameters, ~2 and A. One of these has been assumed to be zero; the other has been replaced by a-. Therefore, the Higgs mass can be calculated in terms of the single parameter fT and thus related to the vector boson mass, m~Im~ = 3e2I81T2.



(2.100)



It was previously noted that loop corrections can generate a spontaneously broken vacuum in 4,4 theory, but that the minimum was outside the region of perturbation theory. That is not the case here; it appears that loop corrections do induce spontaneous symmetry breaking. The assumption that A is of order e4 was necessary; once made, then A is calculable. In the next section, a renormalization group analysis will show that this assumption can be dropped. We now turn to the effective potential in the minimal GWS model. 2.2.7. The effective potential in the GWS model



In the standard GWS model, the value of the Higgs vacuum expectation value as well as its couplings to the gauge bosons are known. The full effective potential through one loop can be written as V= V



0 + V~,,eCtor+ V~caiar+ V~ermion,



(2.101)



where 0



V



—



2



P~4,~ ~A4,~



—



~



2



~ca1ar =



Vfermion



— —



V.’ector



4



i



L



(~2 + 3A4,~)2In ~2



~3g~2 4,c ~



o4w



—



M



(g2 + g’2)2] lO24ir 2



4 +



—



2



3[2g



+3A4,2 +



~



~ 4,~



(,~2 +



ln —i M ,



A4,~)2ln



~2



+A4,~



(2.102)
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Here, g and g’ are the gauge couplings and gy is the Yukawa coupling of the top quark (assuming a three-generation model); the contributions from lighter quarks are negligible. Recall that gy = where a- = 247 GeV. For the moment, let us assume that scalar loops are negligible; this will certainly be the case if the Higgs scalar mass (and thus A) is fairly small. In that case, the potential can be written as V= V0



2),



+



(2.103)



B4,~ln(4,~IM



where B = (3I641T2)[~(3g4+ 2g2g’2 + g’4)



—



g~].



(2.104)



Consider the case in which gy is large, i.e., the top quark is heavy. Then it is possible that B will be negative (neglecting scalar loops, this occurs if the top quark is heavier than 83 GeV). In this case, it



appears that the potential is unbounded, and the vacuum is unstable; this fact will be used in chapter 4 to find an upper bound to the fermion mass in the standard model. (A renormalization group analysis, discussed in the next section, is essential in determining this bound.)



Consider the case in which gy is small, i.e., the top quark mass is near its current experimental bound of 41 GeV [68].In that case, B is a known number. Minimizing the potential, one can write V(4,~)= — ~(A + 2B)a-24,~+ ~ A4,~+ B4,~ln(4,~/o.2).



(2.105)



Here, ~2 = —(A + 2B)o~.The Higgs mass-squared is d2V/d4~~ff.This potential is plotted for various values of ~2 in fig. 8. Note that for ~2 = 0, spontaneous symmetry breaking does occur. Even if ~2 is positive, in which case the curvature of the potential at the origin is positive (thus there is a minimum at



V(4,)-V(O)



~~-4B



5 0’



p~2Ba



4, Fig. 8. The one-loop effective potential, as a function of 0~in the standard model. It is plotted for various values of ~e2and the corresponding value of the mass of the Higgs scalar, m,, is given in each case. The Coleman—Weinberg mass is given by m~w= 8Bu2.
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the origin), radiative corrections can cause a spontaneously broken vacuum to appear (if ~2 is too large and positive). Obviously, if the Higgs boson is fairly light, the presence of two vacua can be important; if one starts out in the symmetric vacuum, it will be necessary to tunnel to the asymmetric vacuum; if one starts out in the asymmetric vacuum, it will be necessary to avoid tunnelling to the symmetric vacuum. In order to determine in which vacuum the universe starts out, the high temperature behavior of the model must be considered. We see that vacuum stability requirements will not only give an upper bound to the fermion mass, but a lower bound to the Higgs scalar mass as well. These bounds will be discussed at length in chapter 4. The particular value of ~2 = 0 is intriguing. ~2 is the only dimensionful parameter in the Lagrangian; if it vanishes, then the Lagrangian is classically scale invariant. This assumption was quite popular



several years ago in connection with the presence of widely disparate mass scales in grand unified theories [69].In such theories, the natural scale for all dimensionful parameters is 0(1015) GeV. Yet the dimensionful parameter of the GWS theory is O(10~)GeV. The assumption that ~2 = 0 is simply the assumption that whatever mechanism causes the near-cancellation of parameters in the grand unified theory (in order to produce such a small I~,2) in fact causes an exact cancellation. This assumption has



become less attractive recently due to the advent of supersymmetric models (which provide such a near-cancellation without it being exact); but is still worth exploring in its own right. Under this assumption, the Higgs mass is calculable, and is given by 2 a-2 (1 + m~w= 8Bu 2 = 3a ~~‘~2Ow



~sec Ow).



(2.106)



Plugging in acm = 1/137 and sin2Ow =0.23 gives ~ = 9.3 GeV. This value is below the upsilon states, and thus might be detectable in upsilon decays. However, using a more precisely determined value of sin2Ow, and using a value of the fine-structure constant at the weak scale (which is closer to 1/129), this value is modified. A complete two-loop calculation including all of these effects [67]yields mcw = 10.4 ±0.3 GeV, which is more difficult to detect [70].Of course, this value ignores fermion loops, which will lower the value by a significant factor (for m~ 0~ >83 GeV, as discussed above, B is negative, so the massless theory is inconsistent). *) In order to discuss the bounds on the Higgs and on fermion masses due to vacuum stability questions, it is necessary to discuss the renormalization group improvement of the potential, which greatly extends the region of validity of the calculation, and then to discuss the high temperature behavior of the model as well as decays of metastable vacua. These issues will be discussed in the remainder of this chapter. 2.3. Renormalization group improvement of the effective potential



2.3.1. Validity of the loop expansion Suppose one2 denotes largest the expansion couplings in a theory by a,ini.e., in theofstandard GWS model g’2 h2)] the I(4ir). Theof loop is an expansion powers a; the coefficients of



a = expansion [max(A, g may contain ratios of the other couplings to a. In fact, the n-loop potential will be the proportional to a” + The loop expansion will also have logarithms of 4, ~IM2. The one-loop expansion ~ At the time of these calculations, the lower bound on the top quark mass was only 15 0eV, so there was some hope that fermion loops could be neglected; they lower



mcw by approximately (m, 0~/15GeV)’(6MeV).
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had a single power of ln(4,~/M2)and it is easy to see that the n-loop expansion will have terms of order [ln(4,~/M2)]”, since each momentum integration can contain a single logarithmic divergence, which, upon renormalization, turns into a ln(4,~IM2).Thus, the n-loop potential will have terms of order a”~’[ln(4,~/M2)]”



(2.107)



-



In order for the loop expansion to be reliable, the expansion parameter must be smaller than one. It is thus not sufficient for the couplings to be sufficiently small, but rather a ln(4,~IM2)must be small. Of course, the renormalization scale can be chosen to make ln(4, ~IM2) as small as possible, but it can only



take a single value. If one is interested in the potential over a range from 4., to 4,~,then it is necessary for a ln(cb ~/4,~) to be smaller than one. In this section, a procedure for using renormalization group methods to improve the potential will be developed; the resulting potential will be valid if a is less than one, regardless of the size of ln(4,, /4,2). One might wonder how often situations arise in which the logarithm is large. As we will see, in almost all calculations in which the one-loop effective potential is needed, the region of field space over which the potential is needed is so large that a times the logarithm of 4,,/4,2 is near unity; and thus using



a renormalization group improved potential is essential. It has already been shown that radiative corrections seem to generate a spontaneously broken vacuum in A4,4 theory, but that this minimum occurs for such a large value of ln(4,~/M2)that the loop expansion is unreliable. It will be shown shortly that a renormalization group improvement can establish whether this apparent minimum is actually there. Also, the assumption of Coleman and E. Weinberg that the renormalized mass-squared parameter was zero had to be accompanied by the assumption that, in scalar QED, A e4. If A -~ then it is not clear whether radiative corrections break the symmetry or not. Renormalization group improvement will answer that question as well. In the standard GWS model, the one-loop potential has the form -=



+



~A4~ +



B4,~ln(4,~/M2).



(2.108)



As noted in the last section, if B is negative (due to a heavy fermion) then the potential is unbounded. However, the potential will only become negative at very large values of 4,~for 4~ = M exp(— ~A/B). For much of parameter space, this value will be outside the region of validity of the one-loop potential, and it is thus not clear whether our vacuum is actually unstable or not, and a renormalization group improvement is essential in determining the allowed region of fermion and scalar masses. An improved



potential will also be needed in pinning down the lower limit on the Higgs mass, as will be shown in chapter 4.



Yet another application of the one-loop potential, to be discussed near the end of this chapter, is in inflationary models. In such models, the Higgs potential was originally taken to be that of an SU(5) theory [71] with Coleman—Weinberg symmetry breaking, with a potential (replacing M2 with the



minimum,



a-2)



V B4,4[ln(4,2/a-2) — U, and B



=



(2.109)



5625g4/1024ir2. Due to a very small barrier caused by finite temperature corrections, the



universe supercools in the state 4, = 0. The original calculations [72, 73] claimed that the universe supercooled from the original grand unification temperature of 1015 GeV down to a temperature of
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order 1 GeV. This is somewhat disquieting, since the gauge symmetry, during supercooling, is SU(5) and the SU(5) coupling constant becomes strong at around 106 GeV. Something must happen at around this temperature, and yet the above one-loop potential appears to be insensitive to it. In fact, with a factor of 1015 in supercooling, the logarithm becomes enormous [ln(10’°)-=70] and the potential is unreliable. Using a renormalization group improved potential, it will be clear that the coupling is strong at 106 GeV, and the previous calculations will be changed by many orders of magnitude [74]. We thus see that a large number of calculations which use radiative corrections to the Higgs potential do need the potential over a large enough region of field space that the large logarithms make the conventional loop expansion unreliable. The renormalization group will now be discussed, and it will be shown how this potential may be improved so that the potential is reliable for all values of the field, as



long as the couplings themselves are perturbative. 2.3.2. The renormalization group equation



The discussion of the effective potential for a massless A4,4 theory showed that the theory contains a hidden scale parameter which had to be introduced in order to define the parameters of the theory. The renormalization group describes the dependence of a theory and its couplings on this scale parameter. One might wonder what purpose would be served by knowing the dependence ofthe couplings on an arbitrary scale parameter, M2. It has long been known that coupling constants vary with the momentum transfer, Q2, with which they are probed; vacuum polarization effects [75, 76] for example, screen the electric charge, resulting in an effective electric charge which grows with ~ ~.Since a dimensionless quantity such as a coupling constant can only depend on the momentum transfer through the ratio Q 21M2, knowledge of the dependence on M2 is equivalent to knowledge of the dependence on



Similarly, concerning the effective potential, knowing the dependence on M2 will be equivalent to knowing the dependence on 4,2 This dependence is given by the renormalization group equations. The renormalization group was discovered by Stueckelberg and Petermann [77], and used by Gell-Mann and Low [78] to study the asymptotic behavior of Green’s functions in quantum electrodynamics [53].An upsurge of interest followed the development of the operator product expansion by Wilson [79],leading to the discovery of asymptotic freedom in QCD [80, 81]. There are many forms



of the renormalization group equations; the Callan—Symanzik equation [82,83] is associated with a mass dependent scheme, while the minimal subtraction (or mass independent) scheme [84, 85] has its own renormalization group equation. There are many excellent reviews of the renormalization group (foi~example, see the list of references in ref. [16]). Since we are interested in the renormalization group applied to the effective potential, we will begin with the approach of Coleman and E. Weinberg [4] (a clear discussion of the massive theory can be found in ref. [86]). One must first consider the renormalization group equation for the effective potential. The renormalization scale, M, in the expression for the effective potential is arbitrary; the effects of changing it can be absorbed into changes in the coupling constant(s) and field. The renormalization group equation for the effective potential is nothing other than the statement that the potential cannot be affected by a change in the arbitrary parameter M, i.e., (2.110)



dV/dM=0.



This trivial expression can be rewritten using the chain rule, [M



t9/oM +



/3(g1)



dI~g~ — y4, olacb]V= 0,



(2.111)
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where



/3



=



M dg1/dM,



(2.112) 4 theory, the dependence of A on the



and there is a beta function for everygiven coupling in the theory; renormalization scale was explicitly in eq. (2.75). TheinyA4, function is the anomalous dimension, y(4,/M) = —d4,IdM. The anomalous dimension, as we will see, depends on the wave function renormalization, Z. It is important to note that the renormalization group equation is exact; it is a reflection of the chain rule of elementary calculus, and no approximations have been made. If one knew the beta functions and anomalous dimension exactly, one could solve the renormalization group equation exactly. Knowledge of V at one value of 4, (or for one value of the parameters) would then give the value at all values of 4,. Of course, we do not know the beta functions and y exactly; only power series expansions in the couplings are known. These expressions, however, are only expansions in the couplings; they do not require small logarithms. Thus, by only assuming that the couplings are small, the beta functions and y can be determined to any desired level of accuracy, and thus V(4,) can be determined to any level of accuracy. The resulting potential will be accurate if g 1 -~ 1 and will not require g, in (4,/M) ~ 1. This is precisely what is desired to deal with the problems discussed above, and to extend the region of validity of the potential. 4 theory. Since, on dimensional grounds, the potential must be To illustrate the A4, as proportional to this, 4,4, it consider can be written V= Y(A, t)4,~I4,



(2.113)



where t=ln(4,~/M).



(2.114)



The renormalization group equation then becomes (—d/dt



+



f3r9/9A



— 4’~)Y(A,t)



=



0,



(2.115)



where /3=f3/(1+y),



~i=y/(l+y).



(2.116)



This equation can be solved either by the method of characteristics or by the method of educated guessing. The solution is Y(A, t) =f(A’(t, A)) exp(_4J dt’ ~(A’(t’, A))), where f is an arbitrary function, and A’(t, A) is defined to be the solution of the equation



(2.117)
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dA’Idt = /3(A’),
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(2.118)



with the boundary condition being a constraint on A’(O, A) determined by the renormalization condition. The renormalization condition for the scalar coupling, eq. (2.56), fixes the arbitrary function f. Thus, the final solution of the renormalization group equation is given by Y(A,



t)



=



J



A’(t, A) exp(_4 dt’ j(A’(t, A))),



(2.119)



where A’ is defined in eq. (2.118). Multiplying by 4,~/4gives the effective potential.*) This result for the effective potential looks very different from the standard one-loop potential found earlier. Yet it is easy to derive the standard one-loop result from this result. Suppose one assumes that y = 0 and that /3 is constant. Then the exponential factor in eq. (2.119) is unity, so the potential is just A’4,~/4. Since /3 is assumed constant, eq. (2.118) can be trivially integrated; the result is A’ = f3t + constant. Since t = ln(4,IM), the potential is V= (4~I4)[/3ln(4,~IM)+ constant],



(2.120)



which is precisely the previous result! We can thus see just what assumption is made to get the conventional 4,4 ln(4,2) behavior of the one-loop potential: it is assumed that the anomalous dimension is zero and the beta functions are constant. If one is only interested in small excursions in field space, these assumptions are reasonable; for large excursions in field space, they are not. By simply including the anomalous dimension and the functional dependence of the beta functions, a new potential arises which is valid for all values of the field as long as the couplings themselves remain small. The anomalous dimension determines how the field normalization varies as the renormalization scale changes. Suppose one changes M to M’. Then, if 4~is the new field,



(~4,1)2



=



(ô~4,~)2Z(ln(M’IM), A),



(2.121)



and thus =



4,~Z(ln(M’IM),A)~2.



(2.122)



This will give an expression for the anomalous dimension, y(A) = —din VZIdM.



(2.123)



Although we did not calculate the wave function renormalization, Z, previously, the calculation is simple [4] and yields Z = 1 (at one-loop order), giving y = 0. The beta function can be read off from either eq. (2.75) or eq. (2.120), and yields (again, to one-loop order)



/3



=



9A2181T2.



(2.124)



*) Coleman and Weinberg define Yto be the fourth derivative of the potential, which differs slightly from the definition here. The difference will lead to differences in the non-logarithmic ~ terms. As discussed above, such terms are usually absorbed into a redefinition of M, and are thus irrelevant. The renormalization condition in our case is V(M) = ARM4.
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The differential equation, eq. (2.118), is thus



dA’/dt = 9A’2/8i~2,



(2.125)



whose solution is A’



=



A/(1 — 9AtI8ir2).



(2.126)



The renormalization group improved effective potential is then given by V= ~



(2.127)



~



In the limit in which both A and At are small, this agrees with the previous one-loop potential. Equation (2.127), however, is valid for all t for which the potential does not diverge. In particular, it is valid for all negative t. Since the apparent maximum at the origin, caused by radiative corrections in A4,4 theory, was in the large negative t region, this improved potential is valid there. We see that the apparent maximum at the origin has in fact turned into a minimum. The apparent minimum at large t has turned into a pole in A’, where even the renormalization group improvement is not helpful. We will shortly consider the renormalization group improved potential for the GWS model. It should be mentioned that a similar calculation in scalar electrodynamics [4] can be done. The solutions of the renormalization group equations for A’ and for the charge, e’, are e’2 A’



=



=



(2.128)



e2/(1 — e2t/241T2) ~



+



O)+ 19],



(2.129)



where 0 is an integration constant. This is indeed a bizarre equation; nonetheless it is still useful. By changing e’2 slightly, the argument of the tangent can change by 2ir, causing A’ to traverse its entire range. Thus, a small change in the renormalization mass, resulting in a small change in e’2 can give a large change in A’. If A’ is not of order e4, then a small change in the mass can make it so, and thus the assumption that A = 0(e4) was unnecessary; radiative corrections in massless scalar electrodynamics do cause spontaneous symmetry breaking. In the inflationary SU(5) Coleman—Weinberg model, the solution to the renormalization group equation [87] is V= ~A(t)~~ exp(_4f dt’



~(t’)),



(2.130)



where dAldt =



~3(A,



g),



dg/dt = 13g(A, g).



(2.131)



This potential is the renormalization group improved potential for any massless gauge theory. Specializing to SU(5), using the one-loop approximation and, for simplicity, setting the anomalous
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dimension equal to zero (this will not affect the result, but only rescales 4,) [87]yields (2.132)



V= ~A(t)4,4,



where dA/dt



=



f3(A, g)



=



5625g4/128ir2,



dg/dt =



f3~(A,g) = —5g’I6i~’.



(2.133)



Once again, note that if /3 is assumed to be constant, then integration of the equation for A gives A = (5625g4/ 128ir2)t + constant. Plugging iflto the potential gives the result noted previously. Instead of making that (false) assumption, one can directly integrate the second of eqs. (2.133), plug into the first equation, and find the potential. The result (see ref. [87]) is, setting a- equal to the minimum, V= 56252 4,4[g2(4,)g2(a-) ln(q5/a-) — ~g4(a-)], Sl2lT



(2.134)



where g2(4,) = 3i~2/5ln(4,IA) and A = 3 x 106 GeV. Note that this potential does diverge at ~ GeV, as expected. The form is very similar to the standard one-loop expression, but the scale dependence of the coupling constant is now manifest. Having illustrated the renormalization group improved potential in several massless theories, one can now consider massive theories and finally turn to the improved potential in the GWS model.



2.3.3. The improved potential in the GWS model It is very simple to include mass terms in the renormalization group equations. Since the potential contains both 4,2 and 4,4 terms, there will be a renormali.zation group equation for each. (Strictly speaking, there is a renormalization group equation for each n-point function, 1(n), since each must be



independent of the renormalization scale.) The equations will be identical to the above, with an extra /3~2 ~2 ~I9~L2term included to account for the variation in p~when the renormalization scale is varied. Here, ~ = M(319M) ln Z~,where Z,~renormalizes the p. parameter. The renormalization group equation is thus given by O/~p.2 2 — y4, OIOçb)V(4,) = 0. (2.135) (M 9/SM + /~4ohM + 13g. 010g1 + f3~~p. (The reader should be warned about different sign conventions for the y term.) This equation can be —



reduced to a set of ordinary differential equations as before, giving V(qS) = ~p.2(t)G2(t)4,~+ ~A(t)G4(t)4,~ ,



(2.136)



where 2/dt = p.2(t)I3,~~(g,(t), A(t)),



dA/dt = f3~(g 1(t),A(t)),



dp.



dg 1/dt =



13g(gj(t),



A(t)), (2.137)



G(t) asexp(_ fdt’ y(g~(t’),A(t’))).
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Since we are interested only in the one-loop improved potential, the factor of 1 + y in the denominators of the right-hand sides of these equations can be dropped. Note that if p.2 = 0, then this gives the same result as earlier. (The reader is warned that this result is invalid if scalar loop thresholds are important see note added in proof.) —



To find the potential in the GWS model, we need the various /3 functions and the anomalous dimension. Recall that one could deduce the beta function for A by considering a change in M in the conventional one-loop potential, as shown in eq. (2.75). Similarly, in a massive theory, one can determine both the beta function for A and for p.2 by looking at the nonimproved one-loop potential. One can write the one-loop potential, eq. (2.102), as



(2.138) where



V



1



2 =



~



+



3A4,2)2 ln ~ +3A4,



+



3(p.2 + A4,2)2 ln ~



(B4,4 ln -~-~ + (p.



~7).



(2.139)



One can plug this into the renormalization group equations and equate terms of order h (see refs. [88, 89] for details) *)



(13A o/OA+ 13



2



8Iop.2— y4, o/o4,)V 0= —M(a/dM)V1,



(2.140)



from which one can obtain, equating 4,2 and 4,4 coefficients, 2 + B)/8~2, f3,~2= 2)’ + 3A14ir2. = 4Ay + (12A



(2.141)



142p.



The anomalous dimension, in the Landau gauge, can easily be derived from the two-point function and is given by =



(—9g2



— 3g’2



and thus we can get



+



13A



12g~.)/64ir2,



and



(2.142)



f3,~2.



All that remains is to write the beta functions for the gauge and Yukawa couplings. The beta function for the Yukawa coupling is [90]



~g2gy—j~g’2g~)/16ir2,



~



(2.143)



where g~is the QCD coupling constant. The gauge couplings have beta functions given by [13] =



—7g~I16ir2,



13~=



—19g3/96ir2,



f3g



=



41g”/96~r2.



(2.144)



These beta functions are one-loop beta functions. Thus the potential obtained will be the one-loop renormalization group improved potential. The two-loop beta functions and anomalous dimension have



been calculated [91—96], and methods similar to the above have been used to find the next-to-leading*)



In ref. [89],the contribution of Goldstone bosons was neglected; the beta functions and anomalous dimension quoted therein are incorrect.



Since the discrepancy is 0(A), the results of the work are unaffected.
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log approximation to the two-loop potential [97], although the full renormalization group improved potential was not calculated. *) We now have all of the beta functions and the anomalous dimension and can plug them into eq. (2.136) to get the renormalization group improved potential. All that remains is to set boundary conditions on the first-order differential equations in eq. (2.137). The boundary conditions on the gauge couplings are given by their usual values; the boundary condition on the Yukawa coupling is determined by requiring that g~(4,2= 4m~)= (mfl 175 GeV) [98].The boundary conditions on the equations for A and p.2 are given by the requirement that dV/d4,~



4,~ = 0,



2VId4,2~



d



4,.,= m~,



(2.145) (2.146)



where a- = 247 GeV and m~is the Higgs mass-squared. Thus, given the Higgs scalar mass and the fermion mass, the complete renormalization group improved effective potential is obtained. Note that it is considerably more complicated than the conventional one-loop potential, eq. (2.102), and does require numerical integration of some coupled first-order equations. Nonetheless, as we will see in chapter 4, in discussing bounds on Higgs and fermion masses in the GWS model, using this potential is generally essential in getting meaningful bounds. In plotting the potential in the case of light Higgs bosons, fig. 8, it was seen that the potential may have more than one local minimum. The same turns out to be true if the fermion is very heavy. To determine in which vacuum the universe starts out, and whether it undergoes a transition to the proper vacuum, one must examine the behavior of the potential at high temperature and also discuss the phase



transition from one vacuum to another. That will be the subject of the next chapter, after which the results will be used to place bounds on particle masses in the standard model. 3. Finite temperature effects and phase transitions 3.1. Finite temperature and the effective potential 3.1.1. Qualitative discussion It is helpful in understanding the effects of finite temperature on the Higgs mechanism to consider



the effects of finite temperature on other systems which exhibit spontaneous symmetry breaking. It has been pointed out that a ferromagnet is an example of spontaneously broken symmetry; the equations of



motion are rotationally symmetric but the ground state of a ferromagnet has~a preferred direction. In Landau—Ginzburg theory, the free energy of an isotropic ferromagnet is [100] 2+ ~f3IM~4, (3.1) F ~a~MI *)



The calculation of ref. [971 did not include the QCD contribution to the quark Yukawa coupling, which, as will be seen in the next chapter, is



essential in determining bounds to fermion masses. **) In ref. [991, it was assumed that the one-loop leading log potential is an exact solution of the renormalization group equation. Not surprisingly, the Higgs mass is then calculable (since there is only one parameter, an assumption about the potential generally will fix that parameter). Since there does not seem to be a compelling reason for this assumption, itwill not be discussed further in this Report. See ref. [991 for details.
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where /3 is positive and M is the magnetization. a has a temperature dependence, near the critical point, given by a = a0( T Ta). Thus, for temperatures below the critical temperature, a is negative, and the vacuum value of MI is nonzero (as shown in fig. 1). For temperatures above the critical temperature, a —



is positive, and the magnetization vanishes. This is what one intuitively expects; at high temperatures, the kinetic energy of the atoms is much greater than the spin exchange interaction energy, thus the average magnetization should vanish. Therefore, at high temperatures, the rotational 0(3) symmetry of a ferromagnet is restored. A more relevant example of spontaneous symmetry breaking is superconductivity. The energy of a superconductor in Landau—Ginzburg theory [101]is 2 + (1/2m)I(V— 2ieA)4,~2+ a~4,~2 + f3~4,~4, (3.2) E = E0 + ~H where E 0 is the energy without a magnetic field H, 4, is the Cooper pair wave function, which has mass 2m and charge 2e, and a and /3 are phenomenological parameters (which are calculable in BCS theory). The analogy with the Higgs mechanism is obvious. If a is negative, then the U( 1) gauge symmetry is broken and 4, acquires a vacuum expectation value, i.e., a Bose condensate of Cooper pairs forms. The mass term for the field A causes the exponential decrease of the magnetic field inside the superconductor (the Meissner effect). Again, in mean field theory, a is temperature dependent and varies, near the critical temperature, as (T — Ta). Thus, below the critical temperature, a is negative and the Bose condensate forms. Above the critical temperature, a is positive and it does not form. This is in accord with observation, of course, since the superconducting state vanishes at high temperature. The properties of both of these spontaneously broken systems at high temperature indicate that the



spontaneous symmetry breakdown of a gauge theory will also vanish at high temperature, thus the gauge symmetry should be restored. The first suggestion that high temperature might restore a gauge



symmetry was due to Kirzhnits [102]and to Kirzhnits and Linde [103],who considered the analogy between the Higgs mechanism and superconductivity, and argued that the Higgs field condensate should disappear at high temperatures, leading to symmetry restoration. As a result, at high temperatures, all fermions and vector bosons would become massless. These conclusions were confirmed, and the critical temperature was estimated, in later works by Dolan and Jackiw [104],5. Weinberg [105], and Kirzhnits and Linde [106].A superb early reference to finite temperature effects and phase transitions (from which many workers in the field learned the subject) is the 1979 review article by Linde [57]. We will now discuss the incorporation of finite temperature effects into the Higgs potential, apply it to the GWS model, and then consider the calculation of tunnelling rates and phase transitions. 3.1.2. Finite temperature effects on the Higgs potential A field theory at nonzero temperature*) is equivalent to an ensemble of finite temperature Green’s functions. An operator at finite temperature is defined by the Gibbs average [107—109] Tre~’~’C(x1,x2,. ,x~) ,x~)—~ Tre~” , -



-



(3.3)



where /3 = lIT and Boltzmann’s constant is set equal to unity. In general, the numerator of the *)



Nonzero temperature is generally referred to as finite temperature, even though zero is a finite number.
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right-hand side can be written as



Tre’~’A(x1,t1)B(x2, t2)~. . C(x~,t~)



(3.4)



.



Defining these operators in terms of Schrödinger representation operators, this becomes 1e’~”A(x Tre~’ 1,0) e_ut~t1e~1~Jt2B(x2, 0) e_i~~t2.. . &hlt~C(x~, 0) e_i~~~tn .



Inserting 1



=



(3.5)



e~”en” gives



Tr e~”e~”e~’eIFuu1A(xi, 0) e_iHn1 e~’2B(x2,0) ~



C(x~,0) e_i~~tn,



(3.6)



and using the cyclic property of the trace, this becomes 1e~~(it1+8)A(xi, 0) e_i~~t1ei~]’t2B(x Tr e~’ 2,0) e_i~~t2. C(x~,0) e~”~”’’~ .



(3.7)



. .



Comparing eqs. (3.5) and (3.7), one sees that if ~tm ~tm+ /3, then the finite temperature operator is unchanged. Thus, Green’s functions at finite temperature obey the same equations as those at zero temperature, but have different boundary conditions: they are periodic in Euclidean time, T ~tm~with a period f3, instead of having the usual causal boundary conditions at tm = ± co. It is straightforward [104]to show (by keeping track of time ordering) that fermionic Green’s functions obey antiperiodic boundary conditions with period /3. Thus, for bosonic fields, at finite temperature one merely replaces



J



(3.8)



d~xE~JdrJd~x, k0~2~nT, jdko~2i~T~.



For fermionic fields, k0 finite temperature.



—+



(2n



+



1)~rT. It is now straightforward to calculate the effective potential at



At zero temperature, the one-loop part of the effective potential is given by (for scalar fields)



21 (2)~ln[k2



+



where m2(4,~)is the mass-squared of the field when 4, is shifted by 4,~,i.e., m2 = temperature, this becomes



~T ~ ~=-=



J



(3.9)



m2(4,~)],



d~~ 2



(2w) ln[k 3



+



(2irnT)2 + m2(4,~)].



p.2 +



3A4,~.At finite



(3.10)



The sum and integral can be evaluated (see ref. [104]for a step-by-step evaluation); the result is VT=VTO+



~



f



dxx2ln{1 —exp[—~x2+ m2(4,~)IT2]}.



(3.11)
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Thus, finite temperature corrections add a term to the effective potential. As we will see shortly, this



expression is the familiar expression for the free energy of an ideal massive Bose gas. For fermions, the result is 4



VT



=



VTO —4 ~



J



dx x2 ln{1



___________________________



+



exp[—\/x2



+



m2(4,~)IT2]},



where m(4,~)is the fermion mass in the .shifted vacuum. The 4



is



(3.12)



the number of degrees of freedom (we



assume a Dirac fermion). This is the free energy of an ideal massive Fermi gas. Before discussing the significance of this result, an alternative, more physical derivation should be mentioned. Although it is very easy to see mathematically that field theory at finite temperature is the same as that at zero temperature but with boundary conditions periodic in Euclidean time, it is more difficult to understand physically (primarily because it is difficult to understand Euclidean time physically). An alternate approach is to use real-time, or Minkowski space, propagators. As Dolan and Jackiw [104] show, the boson propagator at finite temperature in Minkowski space is D~= k2



—



+ ir



+ ~



1 ~(k2 — m2).



(3.13)



In other words, if the particle is on-shell (k2 = m2) and thus real, it must obey the statistics of the heat bath. A simple interpretation is the following: An internal line occurs when a particle is emitted and reabsorbed. If the particle is emitted with k2 = m2, then it is real and there is no way to know whether



the reabsorbed particle is the one that was emitted or whether it comes from the heat bath. Thus, the amplitude should contain a term with a 2i~6(k2 m2) times the energy distribution of the heat bath, which is the term given by eq. (3.13). The generalization of this formula to fermions is given in ref. —



[104].



The advantage of the real-time formulation is that the finite temperature and zero temperature parts are split apart from the beginning. This greatly facilitates calculations of physical processes at finite temperature [110—112]. Internal propagators are simply replaced by the finite temperature propagators, vertices are unaffected. As noted in ref. [111],the standard cancellation of infrared divergences between the self-energy, vertex correction and soft photon emission does not occur; one must include induced photon emission and photon absorption (from the heat bath) in order for the infrared divergences to cancel.



One can easily plug this new propagator into eq. (3.9). Care must be taken in choosing a particular Riemann sheet to use to evaluate the logarithm [104].The result is the same as in the Euclidean formulation, of course. The finite temperature contribution of a scalar or fermion to the effective potential can be summarized as V~= i



4I2~2)F+(m2(4,~)), (3.14) 1(T where q is the number of degrees of freedom and m2(4,~)is the mass-squared of the field if 4, has a



value 4,~.F~is given by



J



F~(m~) = ± dxx2 ln{1



~ exp[_Vx2 +



m2(4,~)IT2]},



(3.15)
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where F~is used for bosons and F_ for fermions. Note that scalar loop contributions, where



m2(4,~)= p.2



+



3A4,~,can be imaginary near the origin. This imaginary contribution has the same effect



as the similar contribution to the zero temperature one-loop correction, and is discussed in the appendix. As noted earlier, in the applications to be discussed in future chapters, the region of field



space for which m2(4,~)


=



—~ir2T4+ ~m2(4,~)T2+....



(3.16)



The first term is the expected free energyfor a massless field. The second term is (ignoring a constant in



the case of scalar loops) proportional to 4, ~T2 with a positive coefficient. The quadratic part of the potential is thus



(~p.2+ cT2)4,~,



(3.17)



where c is a positive constant. At high temperatures, this will be positive, and the curvature of the



potential at the origin will be positive. Although this does not guarantee that another asymmetric vacuum will not exist, it is easy to see that at sufficiently high T only the 4,~ 0 vacuum will exist. Thus, as expected, the symmetry is restored at high temperature. For Fermi fields, the expansion is VT



=



—~ir2T4+ ~m2(4,~)T2,



(3.18)



and again we see symmetry restoration at high temperature. This is a general feature of models with a single Higgs field. In models with more than one field, it is possible for a symmetry to actually be smaller at high temperature than at low temperature. This is because the coefficient c in eq. (3.17) will get contributions from the various scalar self-couplings. In general, some of these couplings can be negative (the requirement that the potential be bounded forces some combination(s) of the couplings to be positive). In that case, it is possible that the combination of couplings which make up the coefficient c could be negative, leading to increased symmetry breaking at high temperature [105]. *) The first realistic model in which use was made of a symmetry which is not restored at high temperature was in the works of Mohapatra and Senjanovic [114,115], who considered a model in which soft CP violation was not restored at high temperatures, resulting in a simultaneous explanation of the baryon asymmetry and the strong CP problem. A case in which a gauge symñietry is broken further at high temperature appeared in the three Higgs doublet model of Langacker and Pi [116],who found a model in which electromagnetism was broken at high temperatures. Other examples of symmetry antirestoration can be found in refs. [117,118]. In single-doublet models, however, the symmetry will be restored at high temperatures. The reader should be warned that the above expansion is only valid in the case where T2 ~‘ m2. It is ‘~‘~



*



~> As noted in ref. [1051,Rochelle salts have a transition from an orthorhombic (lattice vectors of different length but all orthogonal) phase to a monoclinic (one lattice vector is not orthogonal) phase as the temperature increases. Interestingly, Rochelle salt is one of the most piezoelectric substances known. * ~>It has been claimed 1113] that this effect is an artifact of finite temperature perturbation theory, and that a renormalization group approach will, in many cases, give symmetry restoration at high temperature even when the naive calculation indicates symmetry breaking at high temperature.
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not uncommon for the expansion to be used when the temperature is not sufficiently high, occasionally leading to incorrect results. The temperature given by setting eq. (3.17) equal to zero is sometimes called the critical temperature. As we will see shortly, that is not necessarily the case. The above argument was valid for theories with scalars and fermions. Gauge theories have a much more complicated temperature dependence. The reason is that renormalizable gauges generally have unphysical states (Goldstone bosons or ghosts). It is not clear whether such states should be included in the spectrum. As a simple example, Bernard [119]calculates the partition function Tr e for free electrodynamics in the Coulomb (V. A = 0) gauge and finds that it describes a massless Bose gas with two degrees of freedom. In the Feynman gauge, the result is a Bose gas with three positive- and one negative-metric states. In the latter case, the extra degrees of freedom corresponding to the longitudinal and timelike photons are included. The partition function is thus gauge dependent. As Bernard [119] shows in detail, the proper procedure, which leads to the correct Feynman rules in any gauge, is as follows. The partition function, Z, is defined to be Tr e ~~~ where H is evaluated in a physical gauge, one with no unphysical states. Then, using the standard methods with the Fadeev—Popov ansatz, the Feynman rules in any gauge can be found. Note that Z will, in general, not be Tr e~’1in that gauge. The Feynman rules at finite temperature are then the zero temperature rules with the boundary conditions modified as above. In the Rf -gauges, the resulting contribution is extremely complicated [see ref. [104],eq. (5.21)]. Terms involving Goldstone bosons and ghost fields are all included. However, Dolan and Jackiw [104] show that the leading two terms in the expansion (the T4 and T2 terms) at high temperature are not gauge dependent. (The only exception is the unitary gauge, but higher-order terms in that gauge are expected to be significant; a clear discussion of this issue can be found in the review of Kapusta [120].) The coefficient of the ~ T24,~term in the high temperature limit receives a contribution of 3e2 for vector bosons, where e is the coupling of the vector to the Higgs boson, a contribution of 3A from the physical Higgs scalar, and a contribution of A from each unphysical scalar [57, 104, 105]. ~“



Fortunately, in virtually all applications of the Higgs potential at finite temperature, either the high



temperature expansion is all that is needed, in which case the gauge dependence drops out, or one is interested in regions of parameter space in which A e2, in which case only vector loop contributions are important. In the latter case, the finite temperature contribution is the same in any of the renormalizable gauges (including, in this case, the unitary gauge) and is given by eq. (3.14), with ~ = 3 and m(4,~)= e4,~,where e is the coupling of the vector boson to the physical Higgs boson. -~



Ignoring scalar contributions for the moment, the full one-loop potential for various values of the



temperature is sketched in fig. 9. We see that at high temperatures the symmetry is restored. As the temperature lowers, an asymmetric vacuum forms at some temperature, T~ 1.At T = T~,its energy is equal to the symmetric vacuum (this is the conventional definition of the critical temperature), and at T = T~the symmetric vacuum disappears. If tunnelling is a slow process, then the transition will take place at T T~upon cooling and at T T~2upon heating. In the standard GWS model, the single undetermined parameter is the Higgs mass (ignoring fermion loop contributions for now). The potential is given by 24,2 + ~A4,4+ B4,41n(4,21M2) + (3T4/2ir2)[2F~(~g24,2) + F~(~(g2 + g’2)4,2)],



V= ~p.



(3.19)



where B is given in eq. (2.104). If the zero temperature minimum is a-, then p.2 = —(A + 2B)a-2. This potential has the general form of fig. 9. The values of T~ 1,T~and T~2are plotted in fig. 10.
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mh/mCW Fig. 9. The temperature dependent effective potential, as a function of ~ for various temperatures. As the temperature falls, an asymmettic vacuum starts to develop (at T = T~2);it becomes degenerate with the symmetric vacuum at T = T~.At T = T,,, the latter vanishes.



Fig. 10. The values of the critical temperatures defined in fig. 9, as a function of the Higgs mass.



We see that if the Higgs boson is not very light, then all of the critical temperatures are very nearly



the same. (This justifies our neglect of scalar loop contributions; including them will not affect this fact.) Therefore, the barrier between the two vacua is very small and ephemeral. One can then essentially ignore the difference in T~,T~and T~2and consider the transition to occur at, say, T~.Since Tci is determined by the change of the curvature at the origin, the high temperature expansion is valid, and thus the transition takes place at (including the scalar loop contributions in this expression) *) 21(6A =



+



~g2 + ~g’2).



(3.20)



12p.



Since the barrier between the two vacua is virtually nonexistent, 4, varies continuously during the transition (no tunnelling) and the transition is effectively second order. * If the Higgs boson is very light, the situation becomes quite different [121,122]. As A —2B, T~ 2 = 0, i.e., this is the Coleman—Weinberg value of the Higgs1 approaches Thisany value of A gives p. mass. If T~zero. = 0, then nonzero temperature will cause a barrier to separate the two vacua, thus the barrier never disappears. The transition must take place via tunnelling. For —4B < A < —2B, the —*



barrier never disappears, even at zero temperature, although the asymmetric vacuum is eventually



lower than the symmetric vacuum. If —4B > A, then the asymmetric vacuum is never lower and, assuming the universe starts at 4, = 0, the transition can never occur. This is the basis of the earliest lower bound on the Higgs mass, to be discussed in the next chapter. ~>



The factorof 6A differs from the factor of4A in ref. [57],although it makes no practical difference in the calculations. The factor of 6A gets a



contribution of 3A from the physical Higgs scalar and a contribution of A from each of the three Goldstone bosons. * *)It should be noted that the transition is technically always first order, but if the Higgs is fairly heavy, it is very weakly so.
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In the previous chapter, it was noted that one can renormalization group improve the potential. Can one do this at finite temperature? It is essential in any renormalization group analysis that there be only one scale (in addition to the renormalization point); there would then be only one “type” of large



logarithm that could arise. If that is the case, renormalization group improvement is possible. For example, in the example of the SU(5) Coleman—Weinberg model used in inflationary calculations, the renormalization scale is the value of the field at the true minimum of the potential, a-, and 4, is very small, leading to large logarithms of 4, Ia-. In that case, the temperature was always of the same order of magnitude as the small scale, thus one can replace ln(4, Ia-) with ln(TIa-) [87, 123]. If, however, the temperature is different from either the single scale or the renormalization point, then one is dealing with a renormalization group analysis with more than one scale, which is very difficult, if not impossible [88]. We thus have an expression for the Higgs potential at finite temperature. Clearly, determination of the lower bound on the Higgs mass (as well as the upper bound to fermion masses) will necessitate calculating the tunnelling rate from one vacuum to another. First, we will comment briefly on a few other issues: the effects of higher-order corrections, the effects of finite density and of strong electromagnetic fields. 3.1.3. Finite density and other issues



It has long been known [124]that an increase in the electric current can lead to the elimination of superconductivity, i.e. to symmetry restoration. Since the Higgs mechanism is the covariant analog of the Landau—Ginzburg model, the symmetry breaking parameter will depend on the four-current, which j2. Thus an increase in the charge density Jo should have the effect opposite to an increase in is j2 = the current, leading to an increase of symmetry breaking at high density. It was argued in refs. [125,130] that the presence of a large fermion density could affect the nature of symmetry breaking, although they believed that the symmetry would be restored at high fermion density. Linde [127]and others [60,126, 128, 1291 pointed out that a fermion density increase in gauge theories with neutral currents will increase the symmetry breaking. A clear discussion of the issue can be found in the Report of Linde [57];we follow his arguments closely. The simplest example is the Abelian Higgs model with fermions, —



~E=—~(F,LP)2+ (o~— ieA,h)X12



—



p.21x12 — A1x14 + i/i(iO~,y~— m)~/i— ecfr~,y/iA’~.



(3.21)



Note that there is a neutral current interaction. Suppose the vacuum expectation value of the four-current density, j,~,is constant and nonzero. This means that the vacuum expectation value of A~is nonzero. If the current is constant, then the VEV of A~,just as the VEV of x~should be constant. Parametrizing the VEV of x as in the first chapter, and calling C,~the VEV of A,,., one can solve the Lagrange equations for x and A,,. to find the two equations (~/iy~



i/i)



(~~I~x)0= —a-(Aa-2+p.2)+e2C~,.u,



Note that if j,,. 0 where



=



a-(Aa-2 ~2



(b~I&A,,.)=0=e2C,,a-2—ej,,..



0, then C,,. =0 and we get the usual expression a-2



+



p.2) —j2Ia-3,



=



—



(3.22)



p.2IA. These equations give (3.23)



ss~j~ —j2. As expected from the above discussion, an increase in the current j leads to
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symmetry restoration (increases the effective value of p.2), whereas an_increase in the charge density leads to increased symmetry breaking. Note that if a term of the form 4,4,4, appeared, it would tend to restore the symmetry; as a result the effect requires a neutral current interaction. The density needed to affect the value of a- significantly is of the same order of magnitude as the density in the cores of neutron stars [127]. In practice, we are interested in both high fermion density and high temperature. The inclusion of



high temperature corrections is straightforward [127]. In the GWS model, the neutral current interaction is due to neutrinos; the current j will be taken to be zero, while the charge density is jo=n~—n~=~(i~yo(1+y (3.24)



5)v).



The equation corresponding to the above eq. (3.23) is a-lAa1 2 ~p. 2 L



2



—



a-



2(1



4 Jo ( 3e ~T (1+8cos~)2+~,6A+ 2



+



\



+



2 cos2O~)\ T~



. 22O~ sin



~—



I



12



—



—o.



(3.25)



Note that if T = 0, then this reduces to eq. (3.23), while if Jo = 0, then the critical temperature can be found (the temperature for which there can be a nonzero value for a-) and is given by 0.23), eq. (3.20). In the 2O~ high density limit, this gives an expression for the critical temperature (for sin T,.~=—j~/(1.8A+ 3.3e2).



(3.26)



The question of symmetry restoration in the GWS model can now be addressed. The number density of neutrinos, if the universe is cooling adiabatically, is proportional to the number density of photons,



which varies as the cube of the temperature. Thus, we see that j~ varies as T6. The last two terms in eq. (3.25) thus both vary, for large T, as T2. Depending on the value ofJ 0, the sum of these two terms will either be positive or negative. If positive, the symmetry will be restored at high T; if negative, it will never be restored at high T, 3, and the value will increase with T. The number density of giving n, ~ofT3.a- Assuming thatlinearly J photons today is n~, 400 cm 0In,, is constant (which is a very good approximation in the standard cosmology), the critical value ofJo can be determined. The result is t = 4V1.8A + 3.3e2 n~. (3.27) —



—~



jcrl



Using A Jcrit



e2, this gives (n~— n~) 3n~.



(3.28)



It is known that the current baryon number density is given by n~ 8n.~,.Thus this requires a large 3 = 10 disparity between the lepton number and the baryon number of the Universe.



We see that the symmetry will be restored in the GWS model at high temperature unless there is an enormous asymmetry between the lepton and baryon numbers of the Universe: L 108B. This generally does not occur in grand unified models, although models can be constructed [131]in which it is possible. Since the neutrinos have such a low temperature, they are not detectable. Therefore eq. (3.28) is not phenomenologically excluded. (The only bound is that n~In,~ i04, see ref. [131].)Another derivation of the effects of finite density, and a detailed analysis of the phase transition if the density is
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somewhat below the critical density, can be found in the work of Bailin and Love [132]. The most recent discussions which consider both finite temperature and finite density contributions (and contain a phase diagram in the density—t~mperatureplane) are the work of Ferrer, De La Incera and Shabad



[133]and the work of Perez Rojas and Kalashnikov [134]. An issue which should be mentioned is the effect of higher-order corrections to the effective



potential. Although these are generally small if the couplings are small, terms proportional to could arise; these would obviously cause problems near md,(T) = 0. This question is analyzed in depth in refs. [60, 104, 105]. They all conclude that higher-order corrections can make a significant difference for I T — T,.I ~ A T~,e2T~.Since no calculation discussed in this Report relies on



knowing the critical temperature that precisely, these corrections can be ignored.



Another interesting topic concerns the effects of strong electric and magnetic fields on symmetry restoration. It was argued by Salam and Strathdee [135, 136] that symmetry restoration might occur at magnetic fields which are of size similar to the magnetic field in nuclei. However, the more detailed analysis of Linde [137] shows that the critical electric and magnetic fields are considerably higher and experimentally unobtainable. A detailed discussion of the effects of external fields on the potential can be found in ref. [57]. Finally, we mention nonperturbative excitations. In a field theory, there may be degenerate vacua which are topologically distinct. An energy barrier will exist between these vacua. Since the top of the barrier is a stationary point, one might expect a solution of the field equations to correspond to the top of the barrier; this solution should be unstable. In the electroweak theory, such solutions, called sphalerons, exist [138—140];a change in the topological charge turns out to give baryon number violation. At zero temperature, this baryon number violation will be suppressed by a factor of exp(lIa), leading to a proton life-time, in the standard model, of 10170 years [141]. Shaposhnikov [142,



143] suggested that this suppression factor could disappear at high temperatures, leading to rapid baryon number violation at or above the electroweak phase transition. More detailed calculations [144, 145] confirm that these solutions do lead to baryon number violating processes at high temperature, without the suppression factor present at zero temperature. In order to generate the observed baryon



number of the Universe, CP violating and nonequilibrium processes are needed; McLerran has discussed [146]the conditions needed in more detail (insufficient baryon number is produced in the standard model, but extensions of the standard model can produce sufficient baryon number). In this



Report, such solutions will not be considered. An excellent review of sphalerons and finite temperature baryon number violation can be found in McLerran’s Crakow School Lectures [147]. 3.2. Tunnelling



We have seen that at very early times, the Universe is in the symmetric phase (unless there is a large neutrino asymmetry). As it cools, a transition to the asymmetric phase will take place. If the Higgs scalar is light, the transition can only take place via barrier penetration, or tunnelling. In this section, the calculation of tunnelling rates is described. We will initially discuss tunnelling at zero temperature, and then at finite temperature. The qualitative features of the transition can easily be described; they are similar to those of phase transitions in homogeneous nucleation theory [148—150]. Consider the boiling of a superheated fluid. If



the fluid is superheated, then the vapor phase will have a lower free energy, but an energy barrier separates the two phases. Thermal fluctuations will cause bubbles of vapor to appear in the fluid. The interior of the bubble, which is in the vapor phase, is at a lower energy than the exterior. However, the
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surface energy of the bubble increases the energy. The two effects compete. If the bubble is too small, the surface energy dominates, and the bubble shrinks away to nothing. If the bubble is large enough, the volume energy dominates, and the bubble will grow indefinitely. In field theory, the same thing happens, with quantum fluctuations replacing thermal fluctuations (although both can occur at finite temperature). Quantum fluctuations will cause bubbles of the lower-energy vacuum (the true vacuum) to appear. Occasionally, the bubble will be large enough that it will grow; it will then convert the entire Universe to the true vacuum. The first attempt to calculate the nucleation rate was by Voloshin, Kobzarev and Okun [151]. This was followed by the works of Stone [152,153], Frampton [154],and Coleman [155].Only in the latter



was a complete, Lorentz-invariant description of the tunnelling probability computed. *) This work will be followed closely. A much more detailed analysis was that of Callan and Coleman [156]and finite temperature effects were first discussed by Linde [157]. The tunnelling amplitude for a system with one degree of freedom in the WKB approximation is of the form [158] A exp(_J dq \/2[V(q)



—



E]),



(3.29)



where V(q) is the potential and q1 and q2 are turning points, i.e., V(q1) = V(q2) = E. The decay rate is the square of this amplitude. The constant A will be discussed later. This was generalized to a system with many degrees of freedom by Banks, Bender and Wu [159],who showed that, defining the decay rate to be F= A~Ie_B0, B0 = 2fds V2[V(q) — E].



(3.30)



2 = dq dq, q Here, (ds) 0 is the initial configuration and o~is a classical turning point on the other side of the barrier. Note that in many dimensions, the classical turning point on the other side of the barrier is a surface of turning points. The value of o~and the path to be integrated over are given by those which minimize B0, i.e., ~Jds V2(V— E) = 0.



(3.31)



This simply means that the system tunnels through the barrier along the path of least resistance. The WKB approximation should be reliable as long as the classical turning points are not too near the top of the barrier, i.e., as long as B0 is a large number [160].In all of the applications to be discussed here, B0 will be quite large (typically greater than one hundred). Thus, in order to calculate the decay rate of a system with many degrees of freedom, eq. (3.31) must be solved and the solution must be plugged into eq. (3.30). For simplicity, take the total energy, E, to *)



Reference [151]does not contain a Lorentz-invariant description, refs. [152, 1531 rely on specific models and ref. [154]only calculates in the



limit in which the energy difference between the two vacua is small.
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be zero. Coleman [155]notices that the solution of the Lagrange equation ~jdr1s~E=0, where



(3.32)



is the Euclidean Lagrangian



~‘E



=



~(dqIdr) (dqld’r) + V, .



(3.33)



is given by the solutions to the equation d2qldr2



ôVI9q,



(3.34)



~(dqIdr). (dqldT) — V= 0.



(3.35)



=



with



(Note that if V—* — V, these are just the laws of classical mechanics in many dimensions.) Equation (3.35) tells us that the classical turning point, q



0, can only be reached at T = — since V( q0) = 0. Using time translation invariance, the time at which the particle reaches o~can be chosen to be r = 0. At this point, eq. (3.35) says that dqIdr~~,0 = 0.



(3.36)



Substituting eq. (3.35) into eq. (3.33) then yields JdsV~V=Jdr~E.



(3.37)



From eq. (3.36), it is clear that the motion of the particle for T >0 is the time reverse of its motion for r 


(3.38)



Thus, one simply needs to solve eq. (3.34) subject to the given boundary conditions at r = 0 and — oc, and plug the solution into eq. (3.38) to get the coefficient B0. There could be several solutions to the differential equation subject to the boundary conditions; in that case the smallest value of B0 is preferred (if several solutions haye similar values of B0, the only change will be in the value of I A~ I)It is trivial to extend this to field theory. Suppose a field starts at a classically stable equilibrium point 4,÷,in a false, or quantum mechanically unstable, vacuum. Suppose the zero of energy is chosen so that U(4,~)= 0. The equation of motion to be solved is the Euclidean equation of motion =
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(3.39)



The boundary conditions are



lirn 4,(r, x)



= 4,~



(3.40)



,



~(0,x)0.



(3.41)



The value of B



0 is then given by



B0



=



f



3x [~(ô4,I~r)+ ~(V4,)2+ U],



(3.42)



dr d



and in order for B



0 to be finite,



lim 4,(r, x)



(3.43)



= 4,.,..



IxI—~=



Note that these boundary conditions are physically expected. Equation (3.43) says that far away from the bubble, the vacuum remains in the false vacuum; eq. (3.40) says that initially (at r = — oc), the entire space is in the false vacuum. Coleman, Glaser and Martin [161]proved that the solution the 2 = with + 112, lowest value of B0 is 0(4) symmetric (this is not true at nonzero temperature). Defining p this means that 4, is a function of p. In this case, the solution simplifies enormously. The final result for B 0, which will be used in most tunnelling calculations, is



B0



=



J



3 dp [~(d4,Idp)



+



U],



(3.44)



2~2 p



where 4,(p) is the solution of the equation d24,



3d4sdU
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(.



The boundary conditions are dcbldplo—0,



(3.46) (3.47)



This equation is relatively easy to solve numerically. If one interprets 4, as a particle’s position and p as the time, then the equation to be solved is the equation ofmotion of a particle moving in a potential — U subject to a frictional force which dies off with time. In fig. ha, a potential with two vacua is shown. The field is starting in the false vacuum, and will tunnel through to some point, labelled point B. In fig. 1ib, the potential is inverted. The “particle’s position” begins (p = 0) at point B and ends (p = x) on top ofthe hill. It is easy to see that there must be a solution. If the particle starts at point A in fig. 11, then the existence of friction means that it will not make it up the hill. If it starts
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(b) —u



U



C



Fig. 11. (a) Point 0 is a false vacuum; point C is a true vacuum; point A is at the same energy as point 0. After formation of the bubble, the value of 4’ at the center corresponds to a point between points A and C, labelled B. (b) The potential from (a) is inverted.



infinitesimally close to point C, then it will not start rolling for a long time; by then the frictional force will have died off and the particle will overshoot. By continuity, there is some point, point B, at which the particle ends up on top of the hill at



t



=



Suppose the energy difference between the vacua is fairly small. Then point B in fig. 11 will have to be fairly close to point C. (If it is not close to point C, it will start rolling fairly quickly and the frictional force will be too large for it to climb the hill.) Thus, the particle will sit near C for a long time, then roll down and up the hill to point 0. The solution for x(t) is sketched in fig. 12. Now consider the problem at hand. The solution for 4,(p) will have precisely the same shape. This solution looks just like a bubble. Far away from the center (p



=



o~),the



field remains in the false vacuum. There is a thin wall



during which 4, changes rapidly, and inside the wall the field is in the true vacuum. Thus, the approximation of a small energy difference between the vacua is called the thin-wall approximation. Since 4, is a function of p, which in Minkowski space is (Ix 2 — t2)~2,the bubble wall, which is at some constant value of ~ = ~ will expand outward at a speed x12 — t2 = Since p~iS generally a microphysical number, this speed is very nearly the speed of light. p~.



x



~rt



Fig. 12. Solution for x(t) in the case where the energy difference between the two vacua is small. Then point B is very near point C, so the particle stays at B for a long time, then rapidly rolls down to point 0. In bubble nucleation, this says that for p 
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In the case in which the energy difference is small, one can analytically solve the equations of motion. The results are very simple. The shape near the bubble wall is given by a tanh function; and the surface energy density and volume energy density are calculable. It turns out that all of the volume energy gained by the expanding bubble goes into expanding the bubble wall. A detailed discussion of this solution can be found in Coleman [155].Unfortunately, in all tunnelling calculations in realistic models (of which the author is aware), the thin-wall approximation is wrong. The energy difference between the vacua simply is not generally small, and using the thin-wall approximation can give a value for the bounce B0 which is off by a couple of orders of magnitude [154, 162] (and B0 is in the exponential!). The advantage of the thin-wall approximation, in realistic calculations, is that it does provide a very good check of one’s numerical algorithm [162]. If the thin-wall approximation fails, point B in fig. 11 is not near point C, and the approximate shape of çb(p) is given in fig. 13. The value of 4, at the center is now at the value of 4, at point B, and is not the value of 4, at the true vacuum. Since no barrier separates point B from the true vacuum, however, the field will “roll” down to the true vacuum. This will be discussed in the next section. This thick bubble [163]will also evolve outward at nearly the speed of light. We thus have a simple procedure for calculating the coefficient B0. What about the coefficient A ~? As noted above, the WKB approximation is only valid if B0 is very large; since A0 is not in the exponential, its precise value is not very important. A detailed discussion of the coefficient A0 can be found in refs. [156,54], and its value in the presence of a meson was discussed in ref. [164].The actual value of IA~Iis given by 4~2 B~



2 + V”(4,)] det’[—~9 + V”(q5 det[—ô2 0)]



-1/2



(



.48)



Here 4, is the bubble solution, 4,~is the false vacuum value and det’ means the determinant is evaluated with the zero eigenvalues omitted. In general, the determinant is extremely difficult to evaluate (although see appendix C of ref. [54]for an explicit evaluation in a quantum mechanical example).



Fig. 13. Bubble shape when the thin-wall approximation is invalid. Sincepoint B is then not near point C, the particle begins “rolling down the hill” immediately.
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Fortunately, it is generally not necessary to do so. On dimensional grounds, one expects



2I AO



to be of



the order of the fourth power of the scale relevant for the barrier, i.e. the barrier height or width or the value of point B in fig. hi. The uncertainty in this scale, in practice, is at most a factor of a hundred or so, thus IA~Iis only uncertain by at most eight orders of magnitude, or exp(15—20). Since the bounce coefficient B 0 is typically 0(100), the uncertainty in A0 translates into an uncertainty of 10—20 in B0. Although this uncertainty should be kept in mind, it has no practical effect in the calculations to be discussed in the next chapter. We will take A0 to be the square of the barrier height, and keep in mind that the uncertainty in A0 gives an effective uncertainty in B0 of 10—20. Calculating vacuum decay at finite temperature is extremely straightforward [157, 165—167]. At zero temperature, the lowest bounce action was 0(4) symmetric. Since operators at finite temperature are periodic in Euclidean time, this is no longer possible. In fig. 14, the appearance of the lowest-action solution is shown (with two spatial dimensions suppressed). We see that the spherical symmetry at low temperature turns into cylindrical symmetry at high temperature; the lowest-action solution is thus 0(3) symmetric in space and constant in Euclidean time. Thus, at high temperature, one must solve the equation 24,~2d4,dV 349 d dr2 rdrdçb’ L ) and plug the solution into the bounce action



B



0=



J



2 dr [~(d4,Idr)2+ V].



(3.50)
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0 0 0



(a)



(b)
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(d)



Fig. 14. The lowest-action solution as T increases from a very small value (a) to a very large value (d). The solution must be periodic in Euclidean time (vertical axis) with period 1 / T. Two spatial dimensions are suppressed. The solution is 0(4) symmetric at low T and 0(3) symmetric at high T.
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At high temperature, the primary mechanism for bubble nucleation is thermal fluctuations (as opposed to quantum fluctuations at zero temperature); the above procedure gives the correct nucleation rate. Note that the transition rate due to thermal fluctuations can be written as 1(T)



=



A0(T) e_E(T)/T,



(3.51)



where A ~(T) is O( T~ and E( T) is, roughly speaking, the free energy of a critical bubble. Suppose the false vacuum persists to zero temperature (if it vanishes at a nonzero temperature, 1(T) will increase until the barrier disappears and the transition occurs). In this, case, 1(T) will increase as the Universe )4



cools until some temperature is reached, at which time the decrease in thermal fluctuations will cause it to drop. This behavior can be seen by solving the above equations numerically [168].At sufficiently low temperatures, the quantum nucleation rate begins to dominate, and the zero temperature formalism is applicable. It should be noted that this zero temperature rate is typically many orders of magnitude smaller than the maximum value of 1(T). In grand unified models, tunnelling calculations can also be affected by the curvature of space—time. This was first considered by Coleman and DeLuccia [169], who showed that, in the case where our present vacuum is the true vacuum, gravitational effects decrease the bubble action. Hawking and Moss [1701showed that the radius of the critical bubble could, if the curvature was sufficiently large, exceed the horizon size. This solution, in this case, is the homogeneous solution 4, = 4,~,where 4,, is the value of the field at the top of the barrier. This can be interpreted as a homogeneous tunnelling of the entire horizon volume to 4,,, after which the field moves toward the global minimum. These works used Euclidean methods, whose validity in curved space—time has not been proven, although the Hawking— Moss results have been rigorously confirmed [171, 172]. Since this Report is concerned primarily with



electroweak models, the curvature is generally extremely small and thus negligible; we refer the reader to the literature [173—179] for details. The above analysis has considered tunnelling in a potential of a single scalar field. In some



applications, one must consider tunnelling in a potential ofseveral fields. The formalism, in this case, is essentially identical; whereas we previously had the field “rolling up” to the top of a two-dimensional



hill along a path with only one variable, we now have the field rolling up to the top of an N-dimensional hill along a path with N — 1 variables. This is much more difficult to analyze. In a two-field model, for example, one has to find an initial starting point which will have the field end up on top of a three-dimensional hill; instead of just having either undershoot or overshoot, the field can also roll either to the left or to the right. There is no simple systematic procedure for finding this starting point. Guth and E. Weinberg [180] did find the solution for a two-field system in analyzing the possible transitions of an SU(5) model, but their technique would not be useful with models of several fields.



A very clever method of finding the bounce action in a multi-field model was found by Claudson, Hall and Hinchliffe [162].They use the fact that the solution is an extremum of the action. If the solution were a minimum of the action, one could guess an initial field configuration, and vary it successively (using a lattice approximation) until the least-action solution is found. In fact, the bounce action is a saddle point of the action; it is typically (as shown by Claudson et al.) a maximum of the action with respect to scale transformations. Thus, Claudson et al. would vary the fields to reduce the action, and after each pass through the lattice would perform a scale transformation to maximize the action. This would rapidly converge to the correct solution. See ref. [162] for details. We thus have a procedure for calculating the tunnelling rate, and will now turn to a discussion of the phase transitions themselves. Then, it will be possible to analyze the specific examples of vacuum instability, first in the GWS model and then in other electroweak models.
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3.3. Cosmological phase transitions Calculations of nucleation rates would be pointless if not for cosmology. If we are currently living in an unstable vacuum, one must ensure that its lifetime exceeds the age of the Universe. If we are living in a stable vacuum, one must ensure that prior transitions do not have unacceptable consequences. Let us assume that the phase transition from a false vacuum to a true vacuum takes place in a homogeneous and isotropic Universe. Since bubbles expand at very nearly the speed of light, the presence of bubbles will not affect the space—time outside the bubbles, thus the region outside can be described by a Robertson—Walker metric [181]. The expansion rate is then given by ~



p—f,



(3.52)



where H is the Hubble parameter, R is the scale factor, M~1is the Planck mass (M~1= 1.2 X i0’~GeV) 2 term is a curvature term, with k = —1, 0 or 1 determining and p is the Universe total energy density. kIR In the early Universe, this curvature term is negligible, and whether is open, flat The or closed. it will be dropped. In this Report, we are interested in electroweak models, and thus the energy density will typically be of O(M~).Thus, the Hubble parameter will be very small, H M2WIMPI 106 eV, and thus the expansion of the Universe will be much slower than typical weak interaction scales. [Thisis not true in grand unified theories; in such models scales of O(M~IM~



1) often arise.]



The total energy density can be calculated from the effective potential. The value of the effective potential at its minimum gives the free energy density. The entropy density is s = —dFIdT, 3, where F isij where the free energy. Taking the high temperature limit of the potential, this just gives s = ~ ~ T is the number of degrees of freedom. For fermions, this must be multiplied by ~, as can be seen from the expansion of the fermionic contribution to the effective potential. Note that a constant term in the potential will not contribute to s; this is not surprising, a constant energy density cannot have any entropy (since there is only one configuration, and the logarithm of one is zero). The energy density is thus p = F + TS = F — T dFIdT. Again, in the high temperature limit this is just p



(3.53) =



~



ii-2T4 + p



0, where p0 is a constant that may be in



the potential. This is the expected energy density of an ideal gas. At intermediate energies, the energy density can be found directly from eq. (3.53). It is an4,observational that the density of theofvacuum todaybetween is extremely small, lessphase than and yet the fact difference in energy the energy density the vacuum the symmetric (1019 eV) and the asymmetric phase, in the Higgs model, is p.414A (100 GeV)4. Thus, a constant must be added to the effective potential, which must be tuned by approximately 120 orders of magnitude [182—184]! Although the cosmological constant problem has attracted a great deal of attention (see Coleman [185] for the latest attempt and for references), it will not be discussed here; we simply assume that the constant is added to the potential. Suppose the Universe sits in a false vacuum for a long time, due to a slow tunnelling rate. Then it will continue to cool, and the temperature dependent part of the energy density will die away. In that case, only the vacuum energy will survive. Since this is a constant, the solution of eq. (3.52) is just R ~ i.e., the Universe expands exponentially [60]. The fact of this exponential expansion was used —
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by Guth [186] to solve many long-standing cosmological problems, including the flatness problem, the horizon problem, the monopole problem, etc. He referred to an exponentially expanding Universe as inflationary. *) There are many excellent reviews of the inflationary universe, including the reviews of Linde [187] and Brandenberger [54], and it will not be discussed in detail here. Let us now consider the dynamics of the phase transition, first in the thin-wall approximation. The interior of the bubble is at a value of 4, which is very close to the true vacuum. As discussed earlier, all of the energy released by converting false vacuum to true vacuum goes into accelerating the bubble wall. Eventually, the bubbles will collide. This energy will then be released as particles, which will eventually thermalize. The particle production will heat up the Universe; this is just the latent heat of the transition. Although it is difficult to analyze the details of bubble wall collisions, one does not need to do so in order to calculate the latent heat of transition, assuming that the latent heat is thermalized. Suppose the transition takes place at some temperature T* (which could be exceedingly low). T* can be calculated using the methods of the previous section — the calculation of the tunnelling rate will give the



time at which the transition will occur, and the temperature at this time can be found from the standard time—temperature relationship in the early Universe. Then the energy density of the Universe at that time is given by eq. (3.53), with F = V(4, = 0, T*) (taking the false vacuum to be at 4, = 0). After the transition and the thermalization of the latent heat, the energy density is given by eq. (3.53), with F = V(4i = 4,~, TR), where the true vacuum is at 4, = 4~and TR is the temperature to which the Universe is reheated. Since the expansion of the Universe is relatively slow compared with the time scale for electroweak interactions (the exponential expansion occurs prior to tunnelling, not after tunnelling, in the thin-wall approximation), it does not expand appreciably while the latent heat is being thermalized. Thus, one uses energy conservation to equate the energy densities just before the transition and just after thermalization. Since the potential is known, and since T* can be found from a tunnelling calculation, TR can be calculated. It is typically slightly smaller than the critical temperature,



T,.. The transition will thus increase the entropy density of the universe [57].The entropy just before the T*3, where ~ is the initial number of degrees of freedom, The entropy transition is approximately ~ i~2q~ just after the transition is approximately ~ ~ where is the final number of degrees of freedom. Thus, the ratio of the entropy densities before and after the transition is given by i~



S~ IS, = (i~fh~I)(TRIT*)3.



(3.54)



Since, while supercooling in the false vacuum, the Universe is expanding exponentially, it is cooling exponentially and thus T* could be very small. Thus, an enormous amount of entropy can be generated. This fact was used by Guth [186] to show that supercooling can cure the flatness problem (which essentially asks why the entropy of the Universe, in dimensionless units, is so large). In electroweak models, it can have unpleasant consequences. As will be discussed in detail in the next chapter, too large an entropy generation could dilute the baryon number to entropy ratio by a



phenomenologically unacceptable amount; this will be used in the next chapter to place a lower bound on the Higgs mass in the GWS model. A critical assumption in the above analysis is that the energy in the bubble walls is thermalized by bubble wall collisions. As realized by Guth [186] in his original paper, this assumption may not be correct. Instead, the bubbles may asymptotically fill an arbitrarily large region of space, but might never *)



The nomenclature will be obvious to anyone who examines the Consumer Price Index in 1981.
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percolate; rather they might form finite clusters, leading to phenomenologically unacceptable inhomogeneities. The reason for this is that the bubbles span, if there is an enormous amount of supercooling, an enormous range of sizes. This situation was analyzed in detail by Guth and E. Weinberg [188].They showed that, even though the true vacuum asymptotically fills all of space, percolation will not occur if the nucleation rate is too low (if there is too much cooling). The regions of true vacuum are always composed of disjoint bubble clusters, dominated by their largest bubbles, and thus the energy in the walls of these bubbles is not accessible to thermalization. If the amount of supercooling is enough to solve the various long-standing cosmological problems, then the energy is not thermalized and unacceptably large inhomogeneities arise. The situation is somewhat different if the thin-wall approximation is not valid. The main difference is that the field, just after the transition, is still not at the true vacuum, but rather (see fig. 11) is at point B. Since the true vacuum has zero vacuum energy, at point B there will be a significant amount of vacuum energy, which will cause space—time to continue expanding exponentially; thus, the interior of the bubble expands exponentially as well. Since there is no barrier separating point B from the true vacuum, the field will “roll down the hill” to point C. How long will this roll take? The classical field equation for the scalar field is 4,



+



3Hq5



=



—dVId4,



-=



p.24,,



(3.55)



where H is the Hubble constant, and, for simplicity, we have linearized the potential — p.2 is the curvature of the potential at point B. Suppose that p.2 ~ H2. Then the solution to eq. (3.55) is 4,—exp(p.2tI3H).



(3.56)



The time scale for the field to start rolling is thus ‘r = 3H1p.2. During this time, the universe expands by a factor of exp(Hr) = exp(3H2Ip.2). If p.2 ~ H2, this can be enormous; as much as i0~°°° in the SU(5) Coleman—Weinberg model. Thus, each bubble expands to a size much larger than our observable Universe, which is then entirely contained inside one bubble. This mechanism is called the new inflationary Universe [189, 190]. It clearly does not have problems with inhomogeneities in bubble sizes. It also does not have bubble wall collisions, and one might wonder how the latent heat is thermalized. As the field rolls to the bottom of the hill, it oscillates for a time about the true vacuum. Since time-varying fields will generally radiate particles to which they couple, the Higgs field will radiate, thereby losing energy. This radiation is the latent heat of the transition, which will thermalize rapidly. Since the expansion of the Universe is not slow during this epoch, one cannot easily obtain the reheating temperature by simply equating energy densities before and after the transition. However, since the equation of motion for the scalar field is known, it is not difficult to calculate the amount of energy released in particles by the field. Such an analysis was done [191], and it was shown that the reheating temperature is near the critical temperature in the SU(5) model. In supersymmetric models, the reheating temperature can be much lower [192]. One might wonder about using the classical equation of motion for the Higgs field. Spatial derivatives were completely ignored in eq. (3.55), and the field is not constant, thus the relevance of the effective potential is not clear. Also, 4, is a quantum field, and the appropriateness of using classical equations is not clear. Many of these issues are discussed, and a complete set of references is given, in the work of Guth and Pi [193]. They showed that the naive classical analysis does give essentially



correct results.
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It is essential for this picture that p.2 4 H2, i.e. that the potential be very, very flat. In electroweak transitions, however, this will never occur. The value of H is, as noted above, approximately 10-6 eV.



The potential will never be flatter than that [as will be seen in the next chapter, strong interaction effects will give at least a curvature of 0(100) MeV]. Thus, the field rolls down the hill very rapidly, the bubbles do not grow to encompass our observable Universe, and both bubble collisions and radiation will contribute to thermalizing the latent heat. As noted above, the inhomogeneities in bubble collisions will not be a problem unless there is enormous supercooling. The reheating temperature can thus be determined in the same way as it is in the thin-wall approximation, as can the entropy generated in the transition.



We now have all of the ingredients needed to consider the effects of vacuum stability on the parameters of the standard model. In the previous chapter, it was shown how quantum corrections can affect the Higgs potential, and a mechanism to avoid problems with widely disparate scales was presented. It became clear that, for some regions of particle masses in the standard model, the vacuum



would become unstable. In this chapter, it has been shown how to incorporate finite temperature effects into the potential, how to calculate transition rates from one vacuum to another, and the nature of cosmological phase transitions has been discussed. We now turn to the standard model and discuss the



implications of vacuum stability for Higgs scalar and fermion masses.



4. Bounds on Higgs and fermion masses in the standard model



4.1. Bounds on fermion masses 4.1.1. Vacuum stability bounds



In this section, upper bounds to fermion masses in the standard model are considered. For simplicity, we will consider the case in which a single quark, the top quark, is very heavy; the generalization of the results to models with several generations of heavy quarks will be obvious. It should be noted that there



are fairly stringent phenomenological bounds on the top quark mass, caused by the requirement that radiative corrections to the vector boson masses not be larger than is observed [194];however, such bounds will not apply if there are more generations. It is easy to see the origin of upper bounds on fermion masses in the standard GWS model. In the second chapter, it was noted that the one-loop (non-renormalization group improved) potential was given by [see eqs. (2.96) and (2.104)] V



~p.24,2+ ~A4,4+ ~ + ~



Bçb4 ln



+~



(p.2 + 3A4,2)2 ln ~



(p.2 + A4,2)2 ln ~ +Açb2



+3A4,



(4.1)



where the subscript on 4,~has been dropped and where B is given by B=



~(3g4



+



2g2g’2 + g’4) —



3g~..



(4.2)



If the top quark is very heavy, then B will be negative. If it is sufficiently negative (relative to A) then
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the potential will be unbounded. A minimum will still exist at the weak scale, but at some large value of



4, the potential will turn over and fall to negative infinity. Note that the turnover will occur at a value of 4, which is approximately given by 4, = a- exp[—8Air2I(B + 12A)], thus if B + 12A is negative, this could be at an enormous value of 4,. At such large values, renormalization group improvement is essential, and thus any bounds obtained using eqs. (4.1) and (4.2) are unreliable. The possibility that fermionic one-loop corrections could destabilize the potential was first noticed by Krive and Linde [195]in the context of the linear sigma model. Several years later, independent investigations by Hung [196], Politzer and Wolfram [197],Krasnikov [198],and Anselm [199]all examined the bound on the fermion masses arising from investigations of eqs. (4.1) and (4.2). They all required that the standard model vacuum be stable for all values of 4,, and used the above potential. The results all agree, and are given in fig. 15. These works all had slightly different emphases. The first was that of Krasnikov [198],who noted that a bound of 0(102) GeV arises if one ignores scalar loop contributions, but rises to O(10~)GeV if they are included. The works of Politzer and Wolfram [197]and of Anselm [199]gave more detailed numerical results, but they ignored scalar loop contributions. Hung [196] gave detailed numerical results and did include scalar loop corrections — his is the result plotted in fig. 15. Finally, Chanowitz et al. [200], in an early paper, turned the result around and noted that a heavy fermion, due to the



contributions to the Higgs mass, required a heavy Higgs boson. As has been emphasized repeatedly, these results are unreliable because the potential used is not valid for large values of 4,. When ln(4,Ia-) is large, only a renormalization group improved potential is reliable. *) The first attempt to use an improved potential was the work of Cabibbo, Maiani, Parisi and Petronzio [201], who included the scale dependence of the Yukawa and gauge couplings. They required



that the effective scalar coupling, A(t), be positive between the weak scale and the grand unification scale, which is almost the same as using a full renormalization group analysis. Similar results were also obtained later by Flores and Sher [202].



It is easy to see that this improved potential will significantly weaken the bounds. Consider the beta 500
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mh (GeV) Fig. 15. The results of refs. [196—1991 for the upper bound to the top quark mass as a function of the Higgs mass. These works all used the non-renormalization group improved potential, which, as discussed in the text, is unreliable. ~ This was recognized in ref. [197],who then calculated the bound as a function of the point at which the potential is unreliable.
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function for the Yukawa coupling, eq. (2.142). If the top quark is lighter than 240 GeV, then this will be negative, thus the Yukawa coupling will fall as the scale increases. It is quite possible that the Yukawa coupling will be large enough to make the effective value of B negative at the weak scale, but not be large enough to make B negative at the point where the potential turns over. In that case, the potential will not turn over, and the standard model vacuum will be stable. This is not as small an effect as one might think; the Yukawa coupling changes by a factor of three between the weak scale and the grand unification scale [203], and thus there is a large region of parameter space in which the top quark Yukawa coupling makes B negative at the weak scale, but falls so rapidly that B is not negative at the turnover point. As we will see shortly, this can weaken the previous bounds by up to a factor of two. Another effect of this improvement is to “re-bound” the potential. Again, if the top quark is lighter than 240 GeV, the beta function is negative, and so at very large values of the field, the Yukawa coupling will eventually be so small that B will be positive; the potential will then turn back around. From a phenomenological viewpoint, of course, it matters little whether the potential is actually unbounded or whether a second minimum forms at an enormous scale. These works improving the potential did not perform a full renormalization group analysis (anomalous dimensions, for example, are not mentioned). Such an analysis is straightforward using the renormalization group improved potential discussed at the end of the second chapter. This analysis was done by Duncan, Philippe and Sher [204]. The result*) is plotted in fig. 16, along with the previous bound which was plotted in fig. 15. One can see that the renormalization group improved potential does dramatically change the previous result. The result is fairly close to a straight line, thus the requirement of vacuum stability can be summarized by the statement that* *)



m,0~s 95 GeV + 0.60 mHjggs.



(4.3)



This slightly overestimates the bound at small Higgs masses.



The result has not been shown for Higgs masses above 250 GeV. In that case, for most of parameter space, the value of A(t) tends to diverge before the unification scale is reached. Also, it was noted 25C
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mh (GeV) Fig. 16. The solid line is the result of ref. [204]for the upper bound to the top quark mass as a function of the Higgs mass using the full renormalization group improved potential. The dashed line is the result from the previous figure. *) It should be pointed out that eq. (12) of ref. [204] contains a typographical sign error; the minus sign should be a plus sign. The error is typographical and does not affect any results. ~ This differs very slightly from the result of ref. [204]at low Higgs masses, due to differences in higher-order corrections; see ref. [205].
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earlier that the beta function for the Yukawa coupling is positive if the top quark is heavier than 250 GeV. In this case the Yukawa coupling also tends to diverge before the unification scale is reached. The bounds in the case where the Higgs mass is greater than or about equal to 200 GeV will be discussed at the end of this section. Equation (4.3) thus gives the bound on the top quark mass in the standard model, obtained by the



assumption of vacuum stability. As discussed in ref. [204],the uncertainty in the bound, for a given Higgs mass, is approximately 10 GeV, and is primarily due to uncertainty in the strong interaction



coupling constant, which affects the beta function for the Yukawa coupling. If there are more generations, then the top quark mass in this formula becomes (~ m )1 / ~, where the sum is over all quarks. ‘K) If there are more scalars, the results change significantly, as will be discussed in the next chapter. When one requires the vacuum to be stable, the region of stability must be stated. For example, if an instability were to set in at a value of 4, which is well above the Planck scale, then it would be of no concern; the standard model is certainly not valid in the regime of quantum gravity. If new physics were to set in at some scale A, then one only need require vacuum stability for 4, ~sA. The value of the bound as a function of A will be given in the summary of this section. The argument could be turned around, of course, by saying that if the Higgs and top quark masses violate eq. (4.3), then that means that new physics must enter at some scale below the unification scale (or else the vacuum is unstable). Although it may be disconcerting to find that one is in an unstable vacuum, it may not be phenomenologically unacceptable if the lifetime is greater than the age of the Universe. We now consider the situation in which eq. (4.3) is not satisfied, so that the vacuum is unstable, and consider the question of vacuum decay. 4.1.2. Could our vacuum be unstable?



The possibility that eq. (4.3) is not satisfied and that the vacuum is thus unstable was considered in detail in ref. [202].We follow that work closely. An example of a potential in which the masses violate eq. (4.3) is given in fig. 17, in which the Higgs mass is 10 GeV and the top quark mass is 125 GeV. Note



that the improvement in the potential does cause a second vacuum to appear. For such a potential to be phenomenologically acceptable, several conditions must be satisfied. First, the Universe must, during the grand unified transition, go into the correct SU(2) X U(h) invariant vacuum. Second, it must stay there until the electroweak transition. Third, during the electroweak transition, it must go into the false vacuum (our current vacuum). Finally, it must stay there for at least ten billion years. These conditions will be addressed one at a time. The potential at finite temperature (in this case for a Higgs mass of 50 GeV and a top quark mass of 240 GeV) is shown in fig. 18. One can see that at very large temperatures, a large barrier (generally larger than T4) separates the unbounded region from the SU(3) x SU(2) x U(1) vacuum. In order to determine whether the Higgs field in a grand unified transition goes into the correct vacuum, one would have to analyze the parameters of the Higgs potential of the grand unified theories. In ref. [202], this was done for a simplified O(3)—s~O(2)—~nothing hierarchy, and it was shown that a large range of



parameters exists for which the Universe goes into the correct vacuum. Since the parameters of the Higgs potential in a grand unified theory are not only not known, but are probably unknowable, the first condition cannot be used to constrain electroweak parameters. It is also straightforward to show *)



Charge —1/3 quarks will give a very slightly different result from charge 2/3 quarks, due to the different hypercharge coupling, but this effect



is negligible. Leptons would contribute with a factor of one-third to the sum.
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Fig. 17. The renormalization group_improved potential for ma,,,, 10 GeV and m, = 125 GeV. Here, V 8V/m~,,,and units of o~= I are used. =



Fig. 18. The temperature dependent potential for m~,



55,= 50 GeV and for m, = 240 0eV. Here, V 8V/m~1~~, and units of o’ = 1 are used.



that if the final condition (that the false vacuum have a lifetime exceeding ten billion years) is satisfied, then the second condition is also satisfied, since the barrier is much larger and the time scale much



shorter. The third condition is that the Universe go into the false vacuum during the electroweak transition. It might seem quite likely that the field could “roll over the hill” and into the true vacuum. In most



cases, however, the barrier, even at zero temperature, is much above the SU(3) x SU(2) x U(1) vacuum, and thus energy conservation precludes this possibility. Even if the zero temperature barrier is lower than the SU(3) x SU(2) x U( 1) vacuum, it will be much higher at the finite temperature at which the electroweak transition takes place. The only region of parameter space in which the field might roll over the hill is if the electroweak transition temperature is very low. This only occurs if the Higgs is very near its Coleman—Weinberg value, but since B is negative, it cannot be near its Coleman—Weinberg value unless B is very close to zero. The resulting region of parameter space which might have the field rolling over the hill is that with a Higgs mass below 1 GeV, and a top quark within 1 GeV of its minimum value (for which the vacuum is unstable). This region is much smaller than the uncertainties in the calculation, and so this third condition can be considered to be satisfied. Thus, the only significant constraint is the requirement that the false vacuum have a lifetime in excess of ten billion years. In units of the electroweak scale, the age of the Universe is e’°’.As discussed in the previous chapter, the nucleation rate per unit volume, f, in units of the electroweak scale, is e~0, where B0 is the bounce action. Guth and E. Weinberg [180]show that the fraction of space ifiled with bubbles
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of new phase at time t is 1 — exp(—ft4), thus the region of space filled with the unacceptable true vacuum is 1 — exp[—exp(404 — B 0)]. This can be calculated using the methods of the previous chapter. The requirement that the region of space filled with true vacuum be negligible is virtually identical to the requirement that B0 be greater than 404. It turns out that B0 is exponentially sensitive to the fourth power of the top quark mass, thus the region of space filled with true vacuum varies as the exponential of the exponential of the exponential of the fourth power of the top mass. As a result, uncertainties in the precise expansion rate, the factor in front of the exponential in the nucleation rate, bubble overlap, etc. are all utterly negligible in determining the critical value of the top quark mass.



The result is plotted in fig. 19. The bound varies from 188 to 215 GeV as the Higgs mass varies from 0 to 200 GeV. It is interesting that for very, very small Higgs masses, and a top quark near 190 GeV, the barrier is incredibly small, and yet the lifetime is still very long since quantum fluctuations are small. Arnold (see note added in proof) has used an improved potential and finds that the bound is 10—20% lower. We can thus see that for a large region of parameter space in the standard model, the vacuum is unstable and has a lifetime in excess of the age of the Universe. It would appear that this region is thus phenomenologically acceptable. Recently, however, Sher and Zaglauer [205]considered the possibility of inducing vacuum decay through cosmic ray collisions. Although the spontaneous decay rate of this region might be greater than ten billion years, it is also necessary that high-energy collisions not provide enough energy to the Higgs field to nucleate a vacuum bubble. Let us now consider this possibility. For much of the region of parameter space in which the vacuum is unstable sufficiently long-lived 4. Since but cosmic ray collisions can (which we call region R), the barrier height is typically of 0(100 GeV) have center of mass energies far in excess of 100 GeV, there are a large number of collisions with sufficient energy (or energy density) to clear the barrier. Sufficient energy, however, is not enough to induce the transition. If a region of true vacuum is formed which is smaller than a critical bubble, then this region will tend to shrink. Since extremely high-energy collisions take place in a spatial volume which is extremely small, it is quite possible that the region will be smaller than a critical bubble. It thus seems that cosmic ray collisions of too high an energy will not produce a sufficiently large bubble of true



0



50



100



150



200



250



mh (GeV) Fig. 19. Upper bound to the top quark mass as a function of the Higgs scalar mass. The dashed line is the early result from refs. [196—199], which arises by requiring our vacuum to be stable; the lower solid line also arises by requiring our vacuum to be stable, but uses the full renormalization group improved potential [204].These two curves are those of fig. 16. Thus, in region A, the vacuum is stable. In region R, the vacuum is unstable, but has a spontaneous decay lifetime exceeding the age of the Universe [202].In region C, the lifetime is less than the age of the Universe, thus region C is excluded in the standard model.
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vacuum and thus will not induce a transition; it is obvious that cosmic ray collisions of too low an energy will not induce the transition. Is there a window in which cosmic rays will induce the transition? Sher and Zaglauer’s answer [205],for most of region R, is affirmative and thus most of region R can be excluded. Their argument will now be sketched. Having sufficient energy density spread over a sufficiently large region is not enough to induce the transition; it is also necessary to transfer this energy density into the Higgs field. Consider first collisions



of cosmic rays with background matter (as opposed to collisions of cosmic rays with each other). The primary particles in the collision will be protons (at these energies, nuclei behave like noninteracting nucleons). The total event rate per unit volume for producing a fatal vacuum bubble is



fdEi fdEh



dn (E) dE1



nbc



da-(V2m E1, Eh) dEh Pl(Eh, Ebarrier)P2(Eh, Re).



(4.4)



Here, ncr(Ei) is the number density of cosmic rays of energy E1, nb is the background matter density, cT(Ecm, Eh) is the cross section for a collision of center of mass energy Ecm to produce a Higgs field of energy Eh, P1 is the probability that a Higgs field of energy Eh will produce a region of true vacuum (i.e., have an energy density greater than the barrier height) and P2 is the probability that the region of true vacuum will grow, which depends on the critical bubble size. For collisions of cosmic rays_with each other, nb is replaced by S dE2 dncr(E2)IdE2 and the first argument of the cross section is 2\/EE. This



expression must be multiplied by the volume of our past light cone; if the result is greater than one, the transition will have occurred. The differential number density of cosmic rays is well known, as is the differential cross section for a



proton—proton collision to produce a Higgs boson (see ref. [205]for the numerical values and references). In the absence of hard evidence to the contrary, it is assumed that the highest-energy cosmic rays are iron nuclei, thus the highest-energy proton collisions have ~ of the energy of the highest-energy cosmic rays. The uncertainty in the numbers is quite negligible; the volume of our past light cone is 10101 in cgs units, thus an uncertainty of a few orders of magnitude in the cross section or densities is negligible. Strictly speaking, producing a Higgs boson of sufficient energy will not induce the transition. A Higgs field produced in a collision is represented by (out~4,Iin),while the order parameter of the phase



transition, i.e. the vacuum expectation value of the Higgs field, is represented by (ml 4, in). One should thus do the calculation with Feynman, rather than retarded, boundary conditions. However, in a related question concerning the motion of the Higgs field in an inflationary potential, it was shown [206]



that the vacuum can be considered, to first order, as a coherent state of scalar oscillators. Since several orders of magnitude uncertainty in the cross section has little effect in the end, it can be assumed that a process which produces a Higgs field with sufficient energy density is likely to induce the transition. To



determine the energy density in terms of the energy, one needs to know the size of the fireball (interaction region). Conservatively assuming (any other higherofenergy 3. The spherical size, R, issymmetry given by fIEh, whereshape f is a has constant order density), the energy density is EhI ~irR unity. As discussed in ref. [205],the uncertainty due to the uncertainty in f is negligible. Thus, P 1 is given by O(E~I~ Sbarrier)’ where Ebarrier is the size of the barrier. P2 involves comparing the size of the fireball with a critical bubble. Two issues must be considered. First, it is possible that a subcritical bubble could grow (it may not be likely, but it only takes one event). Since the probability of growth varies as the exponential of the free energy difference, this probability can be computed. The result [205]is that the probability is negligible unless the fireball size —
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is within five percent of the critical bubble size. The second issue concerns the definition of the critical bubble, since the bubble is a thick bubble. Reference [205] considers three different reasonable



definitions of the critical bubble, and finds that the results are relatively insensitive to the choice (less than one GeV in the top quark mass). Thus, P2 can be taken to be O(fIR~— Eh). All of these ingredients are put together, and the number of induced decays can be found. The result



is that most of region R is excluded. The reason is simple. For most of this region, the true vacuum is very deep (see fig. 17), and thus the critical bubble size is very small. It thus suffices to provide enough energy density, and the large number of cosmic ray collisions over 100 GeV are enough to induce the transition. Only two slices of region R are still permitted. They are shown in fig. 20. A small sliver in the lower left corner of region R is allowed since, here, the critical radius is larger than the interaction region. A small sliver in the upper right corner is allowed since the barrier height is so large that cosmic rays of sufficient energy have not been observed. Thus, most of region R can be excluded. The authors of ref. [205] also discuss whether accelerators could touch off vacuum decay. As originally argued by Hut and Rees [207],the existence of cosmic ray collisions of high energy implies that accelerators pose no danger to our vacuum. Even in the region in the lower left of region R, where the barrier height is small but the critical bubble size is too large, accelerators should not pose a problem (again, at high energies, heavy ion collisions look like proton—proton collisions). Should a subcritical bubble form, and before it shrinks to nothing, another



particle come in and interact, then it is conceivable that the decay of the vacuum could occur (this three-body interaction will not happen in cosmic ray collisions due to the low luminosity, but accelerators have much higher luminosity). In the words of ref. [205], “Should the Higgs scalar and top quark masses be in this small sliver of parameter space, this possibility should be considered.” One point concerning this calculation should be emphasized. *) It is not sufficient to simply have enough energy density in the Higgs field spread over a sufficiently large region. It is also necessary that the field be coherent over that region. Consider a transition in the thin-wall approximation, for example. The number of field quanta in a typical bubble is O(1/a), and thus the production of a coherent state will be suppressed by a factor of exp(—lIa). This suppression factor is also present in the calculation of monopole or sphaleron production (see the discussion at the end of section 3.1). This 120
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Fig. 20. Region R of fig. 19 is divided intotwo sections. In the section below the dotted line, cosmic rays would not have induced the transition; this section is therefore allowed in the standard model. In (a), in the allowed region, the space—time volume of the collision is smaller than a critical bubble; in (b) the flux of cosmic rays of sufficient energy to induce the decay is too small. ~‘



We thank Larry McLerran and Andrei Linde for emphasizing this point.
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suppression factor, if present, could result in a much larger part of region R being allowed. In this



particular case, however, the critical bubble size in the part of region R that has been excluded is many, many orders of magnitude smaller than the weak scale (for most of the excluded region) *) and thus the number of quanta in a typical bubble will be of 0(1). The suppression factor will thus not be present. It is certainly counterintuitive to have such a long spontaneous decay time with such a small critical bubble size, but that does occur in this particular case. In sphaleron or monopole production, the size of the sphaleron or monopole is much bigger, thus one expects the suppression factor to be present. In this case, however, we believe that it is not. Certainly, this question merits further investigation. (See note added in proof for a recent counterargument.)



The conclusion is that the upper limit to the fermion mass in the standard model is given, approximately, by the stability line in fig. 16, with small slivers in the lower left and upper right of region R also allowed. Note that the region of Higgs masses above about 200—250 GeV was not discussed; this region is strongly affected by Landau pole, fixed point and triviality arguments, to which we now turn.



4.1.3. Fixed point and triviality bounds A difficulty in extending the previous bounds to heavier Higgs masses is the possible presence of



Landau poles in the coupling constants. If one starts with a particular value of the Higgs mass and top quark mass, i.e. with values for A and gy, and plugs them into the renormalization group equations in order to find the potential, it is possible that these equations will lead to an infinite coupling at a finite scale. Of course, once the couplings get large, the equations are no longer trustworthy, but then the breakdown of perturbation theory precludes any meaningful statements about the potential. Let us first consider the renormalization group equation for the Yukawa coupling, eq. (2.142). If the value of gy at the weak scale is very large, then the beta function is positive, and gy increases as the scale increases. It will eventually diverge. If the value of gy at the weak scale is not that large, then the beta function is negative, and gy shrinks as the scale increases. It will asymptotically reach zero. This is shown graphically in fig. 21. One can see that a critical value of gy is an ultraviolet fixed point. The first calculation to consider a fixed point for the Yukawa coupling was the work of Pendleton and Ross [208],who considered the ratio of the Yukawa coupling to the strong coupling in the far infrared. Hill [209]then argued that the “far infrared” is never actually reached; he integrated the beta function for the Yukawa coupling, stopping at the weak scale. The value of the Yukawa coupling at the weak scale to which a large range of couplings at the unification scale are driven corresponds to a top quark mass of approximately 240 GeV. This fixed point value has often been referred to as a “preferred” value of a heavy quark mass [209]. The reasoning is the following: Suppose one were to randomly pick Yukawa couplings at the unification scale. Then fig. 21 shows that most of these choices would be driven to the fixed point at low scales. As a result, quark masses around 240 GeV cover a significant fraction of parameter space near the unification scale. Although the relevance of this argument is not clear (it certainly fails for the eight known massive fermions), it does tell us that quark masses much above 240 GeV cannot be reached for any values of those masses at the unification scale. As pointed out in ref. [210],the evolution of the Yukawa coupling, if the quark is heavier than 240 GeV, is quite rapid. In fact, the difference in the fixed *)



Recall that a necessary condition for cosmic rays to induce the transition is that the critical bubble size be smaller than the Compton



wavelength of the Higgs field; it is generally much, much smaller.
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Fig. 21. Scale dependence of the Yukawa coupling gy. For large values of gy at the weak scale, the beta function will be positive; for small values, it is negative. One can see that for a large range of parameters at the unification scale, the Yukawa coupling is driven towards its fixed point at smaller scales. In plotting this curve, one-loop beta functions have been used, with A0~0= 0.2 0eV.



point value (which is the value above which the Yukawa coupling will eventually diverge), and the value above which the Yukawa coupling diverges before the unification scale, is quite small—smaller than the uncertainty in the fixed point value itself (the primary uncertainty is in the value of the strong coupling). We thus conclude that a top quark heavier than 240 GeV will have a Yukawa coupling that will diverge before the unification scale is reached. This statement is independent of the Higgs mass (the scalar coupling does not affect the beta function for gy until three-loop order). Of course, for Higgs masses below about 200 GeV, such a Yukawa coupling is already ruled out by the vacuum stability arguments given earlier in this section. If the Higgs mass is larger, then one must consider whether the scalar self-coupling reaches a Landau pole. Let us now consider the renormalization group equation for the scalar self-coupling, ignoring, for the moment, the Yukawa coupling of the top quark. The beta function in this case is positive, and thus the scalar self-coupling will eventually diverge. The requirement that it not diverge*) by the unification scale gives a bound [201]of 175 GeV for the Higgs mass. If one now turns on the Yukawa coupling, the beta function for A is smaller, thus larger Higgs masses are needed for it to diverge by the unification scale. One expects therefore the upper bound to the Higgs mass caused by perturbative unification to start at 175 GeV for negligible quark masses, and to increase as the quark mass increases. Eventually, the quark mass value of 240 GeV is reached, above which the Yukawa coupling diverges before the unification scale. The result, obtained by numerical integration of the renormalization group equations and simply requiring that no coupling diverge before the unification scale, is plotted along with the vacuum stability bound of ref. [204]in fig. 22. It is apparent from this figure why heavier Higgs masses were not considered in the vacuum stability analysis. Both the vacuum stability analysis and the perturbative unification analysis rely heavily on the *)



There is no practical difference between requiring that the coupling not diverge and requiring that it not exceed unity; once it exceeds unity it



will diverge rapidly.
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mh (0eV) Fig. 22. In addition to the vacuum stability line from fIg. 16 (the upper line), the bound which arises by requiring that the scalar self-coupling not blow up (reach a Landau pole) by the unification scale is plotted. The region to the right of the vertical line is thus excluded.



assumption that no new physics enters below the unification scale. In the last section, it was noted how the vacuum stability analysis varies as this assumption is relaxed. We will shortly see how the perturbative unification analysis varies as the scale of new physics is lowered. First, a word should be said about triviality bounds. It has been argued [211—213] that the pure A4,4 theory is a trivial theory, i.e., that the theory is only consistent if the renormalized coupling constant vanishes, i.e., the theory must be free (in four dimensions). Perturbatively, the triviality of a A4,4 theory would imply an actual Landau pole in the effective coupling. The converse is not necessarily true: the existence of a Landau pole at some order of perturbation theory does not necessarily show that the theory is trivial. If, as expected, A4,4 theory is in fact a trivial theory, then the Higgs mechanism is called into question. The standard model, however, is not a pure A4,4 theory; there are gauge and Yukawa interactions as well. Could they solve the triviality problem? Beg et al. [214]argued that if the scalar self-coupling in the theory is much larger than all of the other couplings (for any value of the scale), then the scalar sector effectively decouples from the theory and the triviality problem arises. Since only the U(1) gauge coupling is not asymptotically free, at enormous scales it will be the largest coupling; thus Beg et al. required that the scalar self-coupling not be much larger than the U( 1) coupling at very large scales. This gave an upper bound of 125 GeV on the Higgs mass. This argument has been criticized because the U( 1) coupling only becomes large at scales well above the Planck mass. In fact, for a 125 GeV Higgs mass, the Landau pole occurs at scales above i04°GeV. Certainly, the standard model will break down long before that. Lindner [215] has argued that one should instead require that A(t) ~ ~ a~g~(t),



(4.5)



where the a, are coefficients taken to be somewhat larger than unity. This condition should be valid for



all values of t for which one believes the GWS model to be valid. Even if the GWS model is considered valid up to the Planck scale, this gives a much less restrictive bound than that of Beg et al. It turns out,



in fact, that the bound one obtains is extremely close to the bound of fig. 22. This is not surprising, since the condition in eq. (4.5) is violated only when A(t) is fairly large, and once it is that large, the Landau pole is reached quite rapidly [216].
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Finally, it should be noted that all of these analyses have relied on the assumption that no new physics enters until the unification scale. Suppose, instead, that one assumes only that the standard model is valid up to some cutoff, A. As A decreases from the unification scale, the requirement that the couplings remain perturbative becomes weaker; the upper bound to the Higgs mass then increases. At some point, the value of A becomes equal to the Higgs mass itself. Since the Higgs mass must be a lower bound to A, this gives a rigorous upper bound to the Higgs mass in the standard model. This bound, as found by Dashen and Neuberger [217], is of 0(1) TeV. The precise values of the upper limit to the Higgs mass as a function of A, as well as the vacuum stability bounds as a function of A, will be plotted in the next subsection.



4.1.4. Summary



The results of this section can be summarized in fig. 23, where it is assumed that the standard model is valid up to the unification scale. In regions C and D, the standard model vacuum is unstable and has a spontaneous decay time of less than ten billion years, thus these regions are excluded (in region D, a Landau pole in the Yukawa coupling is also reached before the unification scale is reached, but the vacuum is still unstable). In region R, the standard model vacuum is unstable with a spontaneous decay time longer than ten billion years, but cosmic rays would have induced the transition, thus region R is excluded (but see note added in proof). In region R’, the vacuum is unstable, the decay time is longer than ten billion years and cosmic rays would not have induced the transition, thus region R’ is allowed. In region B, the vacuum is stable, but a Landau pole in the scalar self-coupling is reached before the unification scale. If one requires perturbative unification, then region B is excluded. Finally, in region A, the vacuum is stable, and thus region A is allowed. A small region in the lower left, region G, is also excluded; this bound will be the subject of the next section. These results apply to the standard model with three generations of quarks and leptons. Suppose there is a fourth generation. Each heavy fermion will contribute to the value of B in eq. (4.2) in the same way as the top quark (with a factor of one-third for a lepton). To a good approximation, one can
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mh (GeV) Fig. 23. Summary of the bounds discussed in chapter 4, assuming that the standard model is valid up to the unification scale. In region D, a Landau pole in the Yukawa coupling is reached before the unification scale is reached. In regions R, R’, C and D the vacuum is unstable; in C and D the spontaneous decay time is less than the age of the Universe, in R the spontaneous decay time is greater than the age of the Universe but cosmic rays would have induced the transition, while in R’ cosmic rays would not have induced the transition. In region B, a Landaupole isreached in the scalar coupling before the unification scale is reached. Region G is also excluded, as will be seen in the next section. Thus only regions A and R’ are allowed.
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thus replace m5 in fig. 23 by



(~



1/4



m~—~



m~)



(4.6)



,



where the sum is over all heavy fermions and a factor of one-third is included for heavy leptons. There



are two effects which make this just an approximation. The first concerns the U(1) coupling. The renormalization group equations for the Yukawa couplings for leptons and for charge —1/3 quarks have



different coefficients for the U(1) gauge coupling. The effects of this on the final result is utterly negligible (smaller than the width of the lines in fig. 23). The second effect is that the beta function for the Yukawa couplings for leptons has no contribution from the QCD coupling. This can have a big effect it accounted for much of the change between the dashed line and the lower solid line in fig. 19. However, this effect only applies to leptons, which are generally lighter than the corresponding quarks. As a result, one concludes that in a model with additional generations, the results of fig. 23 are still valid, with the replacement of eq. (4.6). *) This assumed that the standard model was valid up to the unification scale. Suppose it is valid up to the scale A. Lindner [215]plotted the vacuum stability bound (essentially the same bound as in ref. [204])along with the triviality bound (essentially the same as the Landau pole condition) for various values of A. His figure is reproduced in fig. 24. The curves are basically the borders of region A in fig. —
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Fig. 24. Figure from ref. [215].This gives the same bound as in fig. 22, but assuming various values of A, the scale at which new physics enters. ~ In the unlikely event that a lepton is heavier than the quarks, the bound could be strengthened somewhat, closer to the dashed line of fig. 19.
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23, with varying A. They would thus be the allowed regions (with small slivers corresponding to region R’ allowed as well). The curve labelled “Landau pole” is the curve of Beg et al. The curve labelled l0’~GeV is the region A discussed earlier. Note that at some point, the value of A becomes equal lii the Higgs mass; this gives the bound on the Higgs mass of 0(1) TeV of Dashen and Neuberger [2111~ We now turn to the question of lower limits to the Higgs mass, by considering the effects of radiative corrections to the Higgs potential. 4.2. Lower bound to the Higgs boson mass 4.2.1. Approximate value of the bound



If the Higgs scalar is light, then scalar loop corrections to the potential can be ignored, and the one-loop (non-renormalization group improved) potential is 4+ B4,4 ln(4,2IM2), (4.7) ~24,2 + ~A4, where B is given in eq. (4.2). Let us assume, for now, that the top quark is not so heavy that B is negative (i.e. m 50p ~ 85 GeV). As discussed in chapter 2, if ~2 is zero, spontaneous breaking 2, where a-symmetry = 247 GeV is the occurs and the Higgs field acquires a mass given by m~ = m~w 8Bominimum of the potential. Even if ~2 is positive (but not too large), then spontaneous symmetry breaking occurs. This was exhibited in fig. 8. For m 1.~< ~ two minima exist, one symmetric and one asymmetric.



In order to determine in which vacuum the Universe starts out, high temperature corrections to the potential must be considered. This was done in chapter 3, where it was shown that the symmetry will be restored at high temperature unless there is a large neutrino asymmetry. For the moment, consider the more plausible scenario in which there is no such asymmetry. Then the Universe starts out in the symmetric phase, and if mH ~ mcw then it must tunnel into the asymmetric vacuum. Obviously, if the asymmetric vacuum is at a higher free energy than the symmetric vacuum, then this tunnelling cannot take place. This condition occurs (see fig. 8) if m~s m~~I3/~. As a result, Higgs masses below mcwl’sh are unacceptable. This is the Linde—S. Weinberg bound [218,219]. Although the Linde—Weinberg bound remains the most often quoted bound on the Higgs mass in the literature, it turns out that the actual bound is larger by approximately V~.This was first pointed out by Linde [157, 220]. He used the techniques discussed in detail in the last chapter to calculate the tunnelling rate from the symmetric vacuum to asymmetric vacuum. It was found that the lifetime is shorter than the age of the Universe only 99mcw. if the barrier is veryhas small, which corresponds to atozero Thus, Linde shown that the lower bound the temperature Higgs mass of approximately O. Higgs mass in the standard model is very close to the Coleman—Weinberg value (which is 10.4 GeV if the top quark is neglected). All of the subsequent work on the lower bound simply fine tuned this result. This work was criticized by Guth and E. Weinberg [168],who argued that the lifetime could be longer than the age of the Universe, since the reheating after the transition would “reset” the cosmic clock. However, if the lifetime of the metastable state is so long, then the very inhomogeneities which doomed the original inflationary Universe scenario (see chapter 3) will complicate this scenario; Linde has recently argued [221]that, in this case, we would either live outside the bubbles of true vacuum or inside an empty bubble of a size greater than our horizon either would be unacceptable. Thus, the original argument of Linde that the lower bound is very near the Coleman—Weinberg value appears to —
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be valid. The first technical demonstration that the bound is near the Coleman—Weinberg value was the analysis of the latent heat of the transition by Guth and E. Weinberg [168],which increases the limit slightly to l.OOSmcw, and subsequent work has been focussed on Higgs masses within a couple of percent of the Coleman—Weinberg value. They argued that the entropy (or latent heat) generated in the transition would dilute the previously generated baryon number to entropy ratio by an unacceptably large amount. This argument will be presented in the next subsection. Since it is experimentally impossible to differentiate between the Higgs scalar being very slightly above and very slightly below the Coleman—Weinberg mass, for practical purposes the lower bound on the Higgs mass is given by the Coleman—Weinberg value. *) As a result, the lower bound is given by m~= 8Ba-2, where B is given in eq. (4.2). 4.2.2. Acceptability of Coleman—Weinberg symmetry breaking



In the calculation by Guth and E. Weinberg [168]the total entropy generated in the transition for the specific case of m~= mcw was calculated using the methods of chapter 3. For this case, although the barrier disappears at zero temperature, it exists at any nonzero temperature and thus tunnelling must take place. They found that, for m~= mcw, the entropy of the Universe increased by a factor of about 1020.



Since there is no lower bound on the entropy of the Universe, it might not be clear why such a large increase is unacceptable. The reason that it is unacceptable is that the baryon number density would be excessively diluted. Since the original suggestion of Sakharov [223]that baryon number violating processes might explain the observed matter—antimatter asymmetry, many calculations of the asymmetry in grand unified theories have been done [224—229], including a very detailed analysis (involving



numerical solution of the Boltzmann transport equations) for a wide range of parameters in grand unified theories [230].This latter work concluded that the ratio of the baryon number density, n 13 — n~, to the photon number density, n,, is at most i0~e,where s is the CP violating parameter. Since s is generally quite small, it is not difficult, in general, to generate the observed ratio of ~ In fact, since r cannot be much greater than unity, the largest baryon number to photo~numberthat can be generated is approximately iø~. If the entropy increases by a factor of 1020, then the photon number increases by the same factor, and thus the baryon number to photon number ratio must decrease by 1020. This will dilute the ratio far below its observed value. It would then be necessary to generate the baryon asymmetry after the electroweak transition. Although models of late baryosynthesis exist [140,231, 232], no such mechanism is present in the standard model. Even if such a mechanism were found, the bubble inhomogeneities might doom the scenario. Thus, Guth and E. Weinberg concluded that Coleman— Weinberg symmetry breaking was ruled out.



After this calculation, Witten [233]pointed out that the extreme supercooling predicted in the Coleman—Weinberg case would be cut short by QCD effects. While the Universe is cooling in the symmetric phase, all of the quarks are massless. Therefore, the strong interactions have an SU(Nf) x SU(Nf) chiral symmetry. As the temperature cools, the strong interactions get stronger and eventually the chiral symmetry will break at a temperature of about 200 MeV [234].This will give i~çfra nonzero vacuum expectation value. Since ~fr~!i is an SU(2) doublet, this will break the gauge symmetry; preventing further supercooling. ~ Using a nonstandard method of quantization called Gaussian quantization, the authors of ref. [222]claim a lower bound which is near the W mass. Since this result is very dependent on the approximations and on the regularization scheme, we do not believe it is reliable, and it will not be discussed here.
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To see how this works, consider the Yukawa couplings (4.8)



When ~Jo/i acquires a vacuum expectation value, an extra term appears in the potential, i.e., V= V(4)



—



b4,



(4.9)



where b = ~ g, ( ~- This will immediately destabilize the symmetric vacuum. Although a nearly symmetric metastable vacuum might appear for a brief time, it will disappear as the temperature drops below 200 MeV, and the transition will occur. The reheating temperature is approximately the critical temperature, and is 10 GeV. Thus, from eq. (3.54), Witten concluded that the entropy generation would only be a factor of i05 or 106. Since it is possible, with very efficient baryosynthesis, to generate a baryon number to photon number ratio of i03, this might not conflict with the observed ratio of i0°. He concluded that Coleman—Weinberg symmetry breaking was not necessarily ruled out, although it i/it/i



does require extremely efficient baryosynthesis. The calculation of Guth and E. Weinberg and Witten’s calculation were both extended slightly away



from the Coleman—Weinberg value in refs. [235, 236]. They concluded, as expected, that entropy generation is not a problem if the Higgs mass is more than 1% above the Coleman—Weinberg value and that it is completely fatal if it is more than 1% below that value. Witten’s result was that Coleman—Weinberg symmetry breaking in the standard model is barely



acceptable. A later paper by Flores and Sher [237]came to a different conclusion. They considered the full renormalization group improved potential, and noted the following: Coleman—Weinberg symmetry breaking is only allowed if the top quark is lighter than about 85 GeV, so that the coefficient of the one-loop term, B, is positive. As the Universe cools in the symmetric vacuum, the strong interactions get stronger and chiral symmetry eventually breaks. That was Witten’s argument. However, as the strong interactions get stronger, the top quark Yukawa coupling gets stronger as well (recall that the beta function for gy is negative, so gy increases as the scale, or the temperature, decreases; it is important to realize that the top quark is massless in the symmetric phase). This will change the sign of B at small scales. If B is negative at small scales, then, since the logarithm is negative, the potential will be positive; thus a barrier will arise separating the symmetric phase from the asymmetric phase, which persists down to zero temperature. When chiral symmetry breaks, a nearly symmetric vacuum, with a- 200 MeV, forms, but the Universe will get trapped there; tunnelling out will be far too slow a process. As a result, Coleman—Weinberg symmetry breaking is ruled out. Flores and Sher plotted the zero temperature renormalization group improved effective potential, including chiral symmetry breaking, for a range of top quark masses. The result is given in fig. 25. Note that chiral symmetry breaking does destabilize the symmetric vacuum. If the top quark is heavier than 65 GeV, the barrier is present at zero temperature, and the slow tunnelling rate rules out Coleman— Weinberg symmetry breaking. *) If it is lighter than 65 GeV, it first appears that no barrier exists. However, near 200 MeV, perturbation theory breaks down because both the strong and Yukawa —~



~ This also would rule out the model of ref. [238],although the authors point out that they can rescue their model by introducing a field which couples to the top quark, acquires no vacuum value, and thus changes the Yukawa coupling beta function by an arbitrary term, which can be chosen to alleviate the problem.
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4 (Ge V) Fig. 25. The renormalization group improved potential, at zero temperature, in the Coleman—Weinberg case, for varying values of the top quark mass. Note that for top quark masses above 65 GeV, a barrier separates our vacuum from the vacuum caused by chiral symmetry breaking.



couplings blow up. Thus, it cannot be shown whether Coleman—Weinberg symmetry breaking is allowed or not if the top quark is lighter than 65 GeV. Recall, however, that the renormalization group equation is exact if the beta functions are known. Flores and Sher considered several reasonable shapes for the beta function in the nonperturbative region and found that generally (but not always) the barrier does form. It thus appears that Coleman—Weinberg symmetry breaking is very likely unacceptable, even if the top quark is lighter than 65 GeV. Takahashi [239]later pointed out that if the top quark is sufficiently light, and if the barrier does not form, then higher-loop contributions could be significant. The reader is referred to ref. [237] for details. There is an interesting connection between the fermion mass bounds and this last argument. Consider the potential shown in fig. 17, in which a heavy top quark causes an instability to form. It was assumed that the unstable vacuum was at 247 GeV. Suppose that the transition has occurred and that we have misidentified the current vacuum, i.e., suppose the true vacuum of fig. 17 is at 247 GeV. Recall that the instability arises from the one-loop logarithm term in the potential, and the true vacuum comes from renormalization group improvement, i.e. from the higher-order logarithms. Thus, one might expect to be able to explicitly calculate the curvature at the true vacuum, since the coefficients of these logarithms are known. Thus, one should 8Bx be able to calculate Higgs This done [240]with E 2, where is thethe value of mass! q~in the truewas vacuum, and B the result that the Higgs mass-squared is 1 is the value of B at that scale (note that, although B is negative at the scale of the false vacuum, thereby .~
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causing the instability, it has changed sign at the true vacuum, thus being positive at that scale). This is the Coleman—Weinberg mass! This should not be surprising. The only scale in fig. 17 is the value of ~2 i.e. the curvature at the origin, which is related to the scale of the false vacuum. If the true vacuum is taken to be at 247 GeV, then the false vacuum is at a much smaller scale, so p.2 is much smaller, which



gives Coleman—Weinberg symmetry breaking. Now reverse the argument. Assume Coleman—Weinberg symmetry breaking. Figure 17 implies that there might be a barrier, at zero temperature, separating the origin (or a false vacuum) from the true vacuum. This is precisely the barrier found by Flores and Sher. We thus see a very close connection between the fermion mass bounds and the validity of Coleman— Weinberg symmetry breaking, i.e. the lower bound to the Higgs mass. 4.2.3. Summary



The first lower bound on the Higgs mass was that of Linde and S. Weinberg [218,219], who required that the standard model vacuum be at a lower free energy than the symmetric SU(2) x U( 1) invariant vacuum. This bound is given by m~~t\h,where mcw is the Coleman—Weinberg mass. Linde then noted, and many subsequent authors confirmed, that the actual lower bound can be found by requiring that the transition from the symmetric phase to the standard model vacuum occur sufficiently rapidly to avoid fatal problems with inhomogeneities and entropy generation. This lower bound turns out to be within one percent of the Coleman—Weinberg mass. The conclusion is that the lower bound to the Higgs mass in the standard model (including the effects of the top quark) is given by m~



2[1



—



0.009(m~



4].



(4.10)



155~ m~= (10.4 ±0.3 GeV) 0~/25 GeV) This equation allows for quick calculation ofthe bound for any value of the top quark mass. Note that if the top quark is heavier than about 83 GeV, then ~ goes negative and Coleman—Weinberg symmetry breaking is ruled out. The remaining question is whether Coleman—Weinberg symmetry breaking is allowed. As we saw above, if the top quark is heavier than 65 GeV, it is definitely ruled out; if the top quark is lighter than 65 GeV, it is probably ruled out, but the breakdown of perturbation theory precludes a definitive answer. It has been assumed throughout this section that the lepton asymmetry of the Universe is not over 108 times larger than the baryon asymmetry. If that assumption were not correct, then the lower bound disappears. The Universe will then be in the asymmetric vacuum at high temperatures, and tunnelling is not needed. One can still require that the Universe not tunnel into the symmetric phase; Linde [157, 220] finds that this translates into a lower bound of 450 MeV on the Higgs mass. It should be noted that if the Higgs boson is extremely light, say less than a couple of GeV, then the upper bound to the top quark mass in the minimal standard model (from section 4.1) is slightly above 85 GeV, whereas the lower bounds to the Higgs mass are violated unless the top quark is heavier than about 80 GeV. Thus, if there is a very light Higgs, there is only a very narrow window of top quark masses allowed; the precise size and location of the window is fairly sensitive to higher-order corrections, but it will vanish for zero-mass Higgs bosons. The experimental limits on the mass of the Higgs boson are very weak, and are extensively reviewed in refs. [5] and [241].The CLEO Collaboration at Cornell [242]has searched for the Higgs boson in B KH and B K*H. No evidence was found. They concluded that the mass regions from 0.3 to 3.0 GeV and from 3.2 to 3.6 GeV are ruled out. Unfortunately, connecting the quark level process, b sH, with B-decays is somewhat model dependent; it also depends on the parameters of the —~



—+



—*



M. Sizer, Electroweak Higgs potentials and vacuum stability



347



Kobayashi—Maskawa matrix [243, 244]. A more reliable process is the decay Y—~Hy,with a clear monochromatic photon signature [245].The CUSB collaboration [246]reports that failure to see a signal excludes the region of 0.21 to 5.4 GeV. Bounds from K-decays can exclude the region from 10 MeV to 0.21 MeV, and nuclear physics arguments exclude the region below 10 MeV. Thus, it appears that no window remains for a Higgs boson (in the standard model) below 5.4 GeV. The lower bound could be raised as high as 40 GeV within a couple of years by considering Z~÷ Z”H at LEP; see refs. [241]and [5] for a review. It should be emphasized that most authors who discuss very light Higgs bosons point out that the “Linde—Weinberg bound allows light Higgs bosons if the top quark is sufficiently heavy”. This is true; however, as shown graphically in fig. 23, a sufficiently heavy top quark will run foul of the upper bound



to fermion masses. If the Higgs boson is below 1 GeV, in fact, then the top quark must be between, say, 82 and 84 GeV (the precise number depends on higher-order corrections; the size of the window does not). All of these results only apply to the GWS model with one Higgs doublet. We now turn to models with more doublets, and discuss the effective potential in these cases.



5. The Higgs potential in multiple-scalar models



5.1. Motivation for additional scalars Although the experimental evidence in support of the gauge boson and of the fermion sector of the standard model is very strong, experimental information concerning the scalar sector is very weak. The most important piece of evidence providing information about this sector is the p-parameter, defined through the relation =



(4GF/V~)pJ~J~Z,



(5.1)



where SI~is the effective low-energy neutral current Lagrangian and is the standard weak neutral current. p is a measure of the ratio of the neutral current to charged current strength in the effective low-energy Lagrangian. In the standard GWS model, at tree level, p = 1. If one introduces N scalar multiplets, 4~,with vacuum expectation values a-,, which have isospin I, and hypercharges Y~,then [13] ~[I~(I~+1)—~Y~]o, N ~:i=1



1 2 ~Y~O~!



.



(5.2)



Experimentally [247], the value of p is 0.992 ± 0.02.



There are several ways to satisfy this constraint. One could, of course, introduce arbitrary representations and fine tune the vacuum expectation values to satisfy the constraint. One can also introduce representations larger than SU(2) doublets and impose a global “custodial” SU(2) symmetry [248],which naturally relates the parameters of the model in such a way as to make p = 1 (the simplest such model [249]has three triplets of scalars). The simplest method of satisfying the constraint is to choose only representations such that 1(1+1) = ~Y2. SU(2) x U(1) singlets obey this restriction, as do SU(2) doublets with Y= ±1. Although other representations for which 1(1 + 1) = ~Y2 exist (the smallest is I = 3, Y = 4), they are
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very large and will not be considered here. Thus, models with any number of SU(2) doublets with Y = ±1 as well as any number of singlets with Y = 0 will naturally give p = 1 (at tree level). In the following, the most natural choice that the scalar sector contains only doublets and singlets will be considered. The other models with larger representations can easily be included in the analysis; the Higgs potential in such models can be quite complicated and, in general, not illuminating. The results for radiative corrections to the potential in multiple-scalar models which will be obtained in this chapter can be straightforwardly generalized to these models. The simplest extension of the scalar sector is a model with two scalar doublets of Y = ±1. In this —



—



chapter, this model will be analyzed in detail, although the general case of models with many doublets



will often be discussed. Why would one wish to extend the scalar sector of the minimal model? The simplest answer is: why not? The representations of fermions in the standard model are replicated twice, thus it seems plausible that the scalar sector will have several representations. However, there are much stronger motivations for extending the scalar sector to models with at least two doublets. The first motivation is supersymmetry. Supersymmetric models will be discussed at length in the next chapter. It will be shown there that supersymmetry prevents conjugates of fields, such as ~ in eq. (2.27), from appearing in the Lagrangian. Thus, in a single-doublet model, the charge 2/3 quarks cannot acquire a mass [asin eq. (2.28)]. As a result, an additional Y = —1 doublet must be introduced which can couple to the charge 2/3 quarks. The minimal supersymmetric model has two scalar doublets. Another motivation for additional doublets arises in axion models [250].The QCD Lagrangian contains an arbitrary CP violating parameter, 0. This parameter is constrained [251]by the neutron electric dipole moment to be less than i09. Peccei and Quinn [252,253] noted that this parameter can be rotated away if the Lagrangian contains a global U(1) symmetry. Implementing this symmetry requires two Higgs doublets (with only one doublet, the symmetry is the gauged hypercharge symmetry). Later, S. Weinberg [254]and Wilczek [255]pointed out that the spontaneous breaking of this symmetry results in the appearance of a Goldstone boson called the axion (instanton effects give it a small mass). The existence of this “standard model” axion was experimentally ruled out (see ref. [250] for an extensive review). However, Kim [256]showed that if an SU(2) singlet with an enormous vacuum expectation value was added to the model, then the axion couplings would be enormously suppressed, thus evading experimental bounds. This “invisible axion” is a linear combination of the imaginary parts of the singlet and the neutral component of the two doublets [257, 258] (the other linear combinations are a pseudoscalar and the Goldstone boson eaten by the Z). Cosmological considerations [259—261] force the singlet vacuum expectation value to be less than 1012 GeV, and results from Supernova SN1987a [262]force it to be greater than 10’°GeV. The axion is not really “invisible”, but may be detected in forthcoming experiments [263].With such a large singlet vacuum expectation value, it can be shown that the axion is “mostly” singlet, thus the low-energy theory is not affected by its presence. However, the low-energy theory generally contains at least two doublets, since a physical pseudoscalar orthogonal to the axion must exist (although an alternative model with a very heavy fermion can avoid the necessity of the second doublet [256,264]). Yet another motivation for additional doublets comes from models of CP violation. The only source of CP violation in the standard GWS model is the phase in the Kobayashi—Maskawa matrix, and it is thus of interest to examine other possible sources of CP violation. Lee [265]showed that a model with two scalar doublets could spontaneously violate CP; i.e., the Lagrangian could be CP invariant, but the minimum could occur for complex values of the scalar fields, thus violating CP. Lee’s model did have
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flavor-changing neutral currents (discussed in the next section) forcing a very large (10 TeV) scalar mass; any discrete symmetry which eliminates these currents also eliminates the CP violation. S. Weinberg [266] showed that with three doublets, CP could be violated spontaneously in spite of a discrete symmetry eliminating flavor-changing neutral currents (FCNC). More recently, Branco and Rebelo [267]showed that the discrete symmetry which eliminates FCNC could be softly broken, giving CP violation in a two-doublet model. A much more detailed analysis of CP violation in two-doublet models was given by Liu and Wolfenstein [268].Any model with spontaneous CP violation must have at least two doublets. Finally, in grand unified theories, it can be shown that models with only one SU(2) doublet do not generate sufficient baryon number; at least two such doublets are needed [230,269]. Of course, it is possible that all but one of the doublets is superheavy and thus decouples from the low-energy theory, but it would seem most natural for more than one doublet to be light. The simplest extension of the standard model has two complex doublets,



=



~



~2 =



~



(5.3)



Of the eight scalar fields, three must become the longitudinal components of the W~and Z. Linear combinations of~ ~ and x~ become the longitudinal components of the W~and a linear combination of



x1



and x2 gives mass to the Z. Five physical scalars remain: a charged scalar x ± and three neutral scalars, ~ 4’2 and the other linear combination of x1 and x2~called x0. As will be discussed in detail in the next section, if the potential is CP invariant, then 4~and i/’2 are CP-even with scalar couplings to fermions and x0 is CP-odd with pseudoscalar couplings to fermions. The neutral scalars acquire vacuum expectation values v1 and v2, respectively. This model will be analyzed extensively in the next section. Since the mass matrix of 4~and 42 will, in general, not be diagonal, one can change basis to a mass eigenstate basis these eigenstates correspond to the physical particles. This is familiar from the quark sector, where the quark mass matrix is not diagonal, leading to a mismatch between the weak and masS eigenstates. In the case of the Higgs sector, there is a third basis, which is extremely convenient for analyzing radiative corrections to the scalar potential (although it is seldom used in phenomenological analyses). In this basis, ~ and ~2 are rotated so that only one of them, say ~, obtains a vacuum expectation value. In this basis, —



i~P~ =cos/3



where tan /3



~



=



q1 +sin f3



u2/v1.



~2’



t:~~1=



—sin/3 q~,+cos /3



~2’



(5.4)



Writing



~



(5.5)



it can be shown (and will be in the next section) that x~and x are the Goldstone bosons which give mass to the W~and Z and 4~is the field which acquires a vacuum expectation value. The fields in ~



are just extra scalar bosons which are unaffected by the symmetry breaking. Georgi has emphasized [270]that only interactions of ~Ptell us anything about symmetry breaking. cP~is just an extra doublet of scalar bosons (as we will see, only the interactions of 4~will be proportional to a vacuum expectation value). Since only ‘~P~ contains information about symmetry
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breaking, Georgi argues that only cP~deserves the label “Higgs doublet”, whereas is just a “scalar doublet”. The common phrase “charged Higgs boson” is thus misleading, since the charged scalar, ~ has nothing to do with symmetry breaking (the actual “charged Higgs bosons” are the longitudinal components of the W ± and the Z). Of course, the Higgs scalar can, and usually does, mix with the other scalars; thus the Higgs scalar is a linear combination of mass eigenstates. (This is independent of the number of scalars and of the particular model.) Because of this, discovery of a physical scalar may or may not mean discovery of some part of the Higgs boson. For example, a scalar—vector—vector coupling must be proportional to a vacuum expectation value. Only 4~has such a coupling. It is easy to show that the standard model scalar—vector—vector coupling, g~sv,is a linear combination of the ~



scalar—vector—vector couplings of the mass eigenstates. Discovery of such a coupling would imply discovery of some part of the Higgs boson — the size of the part determined by the size of the



scalar—vector—vector coupling compared with the standard model. In this Report, the x~and will be referred to as the “charged scalar” and “pseudoscalar”, respectively.*)



x



fields



5.2. The tree-level potential 5.2.1. Suppression offlavor-changing neutral currents A potential problem with multiple-scalar models is the possibility of flavor-changing neutral currents



(FCNC). It is easy to see the source ofsuch currents. In a two-doublet model, for example, the Yukawa interactions of the Q = —1/3 quarks are given by =



h~t/i~t/i~P +1 ~



(5.6)



where i and j are generation indices. The mass matrix is then



M,1 = h,~v1+ h~v2.



(5.7)



If there is only one doublet, then diagonalization of M would automatically diagonalize the Yukawa coupling matrix; thus the Yukawa interaction flavor diagonal. With interactions two doublets, however, 2, inis general. The resulting are not flavor diagonalizing M does not diagonalizeh’ and h diagonal; they include, for example, dsq5 interactions. These FCNC are quite dangerous; they lead to a large KL—Ks mass difference, K—* 1Te~e~, etc. The most stringent constraint [271, 272] comes from the KL—Ks mass difference. Assuming that the flavor-changing coupling is of the same order as the b-quark Yukawa coupling, it was found in refs. [271,272] that the mass of the exchanged scalar had to exceed 10 TeV. In ref. [273],it was noted that if the flavor-changing coupling ç(~i/i~,4(i ~ j) is of the order of the root-mean-square of the i- and f-quark Yukawa couplings, then the mass of the scalar can be as low as 1 TeV. All such models are quite contrived, require fine tuning and generally have heavy scalars with very large self-couplings in the scalar potential. Instead, models in which these dangerous currents are absent at tree level will be considered (as we will see, all supersymmetric and axion models automatically eliminate these couplings). ~ When in the weakor mass eigenstate basis, we may still refer to both neutral scalars as Higgs scalars. By “weak basis” we refer to the basis in which the fields have definite quantum numbers under the discrete or global symmetry imposed to suppress flavor-changing neutral currents (see next section). The basis defined by eq. (5.4) is, of course, a weak eigenstate, but is not, in general, an eigenstate of the discrete symmetry.
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One can suppress the FCNC by restricting the allowed Yukawa couplings. From the above discussion, one can see that FCNC would be absent if only one scalar multiplet couples to the



t/~.



Thus



if all quarks with the same quantum numbers (which are thus capable of mixing) couple to the same scalar multiplet, then FCNC will be absent. The theorem of Glashow and S. Weinberg [274]states that a necessary and sufficient condition for the absence of FCNC at tree level is that all quarks of a given charge and helicity must (1) transform according to the same irreducible representation of weak SU(2), (2) correspond to the same eigenvalue of weak 1’3, and (3) receive their contributions in the quark mass



matrix from a single source. In the context of the standard model with left-handed quark doublets and right-handed quark singlets, with the given charges, this theorem implies that all quarks of a given charge couple to a single scalar multiplet. If more than one scalar multiplet exists, this can only be achieved through the introduction of discrete or global symmetries into the model.



There are two possible discrete symmetries in the two-doublet model which force all the quarks of a given charge to couple to only one doublet:



(I)



d’R—~--d’R, (II) ~ (5.8) Each of these can be divided into several discrete symmetries, depending on how the leptons act under 4’2~4’2’



the symmetry. These possibilities, and their respective phenomenology, are discussed at length in refs. [275, 276]. In model I, the Q = 2/3 quarks couple to one doublet and the Q = —1/ 3 quarks couple to the other. In model II, all quarks couple to the same doublet, and no quarks couple to the other. Models with a Peccei—Quinn U( 1) symmetry (axion models), as well as all supersymmetric models, give the same Yukawa couplings as model I (in these cases, the discrete symmetry is replaced with a global symmetry). The phenomenology of these models is quite different; in some cases, Yukawa couplings are enhanced and in some they are suppressed. A detailed analysis of the phenomenology is given in the book of Gunion et al. [5]. In discussions of the scalar potential, however, the choice of discrete symmetry is irrelevant; all of these models have the same scalar potential. The most general potential subject to one of these discrete symmetries, for two doublets of hypercharge + 1, is [277—279] 2



t



2



~



t



t



2



t



2



+A2(~2~2)



2 + (~~~)2] (5.9) A3(~~~1)(P~2) +~ + ~A5[(~P2) This potential will shortly be analyzed in detail. It should be pointed out that the discrete symmetry could be softly broken, i.e. broken via the introduction of terms with dimensionful couplings [267]. This breaking would not affect the Yukawa couplings, and thus FCNC would not occur at tree level. This could enable the terms .



+



(5.10) to be added to the potential. In supersymmetric models, this does in fact occur (with p.~= p.~). Since the potential in supersymmetric models is so much more constrained than in nonsupersymmetric models, the potential in these models will be discussed separately in the next chapter. If the discrete symmetry is softly broken and p.~~ p.~,then the minimum of the potential (assuming charge is unbroken*) is We will see in the next subsection that a range of parameters exists for which SU(2) x U(1) is completely broken; we assume that the



‘~



parameters are not in this range.
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=



(~)



(~



=



(5.11)



(v~°~)~



where ~ is zero if p.~= p.~. This minimum is CP violating; these are models of spontaneous CP violation. The phenomenology of these models is discussed in refs. [267, 268]. For simplicity, we will assume that the potential does not include the p.~and p.~terms (in this chapter), i.e., that the discrete symmetry is unbroken. If this assumption is relaxed, the analysis of the potential is straightforward, but much more complicated. Generally, the qualitative features of the potential are unchanged by the inclusion of these terms; we will explicitly point out where the qualitative features are different. 5.2.2. Analysis of the tree-level potential The potential of eq. (5.9) will now be discussed. It has been assumed that both cI~and CP, have Y = + 1. In many models (such as supersymmetric models), the hypercharge of the second doublet is given by Y = —1. However, we can relate the V = —1 doublet to the Y =+ 1 doublet by an SU(2) rotation, as was done in the standard model (eq. 2.27). If one has ~ = (~) and ~2 = then the



(~),



(v..).



Y = —1 doublet is given by ~2c = The term in the potential ~2 is then replaced by the SU(2) invariant ~ (~ )i( ~2C), etc. As a res2ult, the expression for the potential in terms of the component fields is identical. Without loss of generality, *) therefore, we will take the hypercharges of both doublets to be Y= +1. We wish to analyze the potential of eq. (5.9). A clear and detailed analysis of a slightly different form of the potential can be found in the work of Gunion and Haber [280].The easiest way to minimize the potential is to use a real basis. Defining —



1 (~+i~ 2\



—



1 (45+i~~



512



(.



2~+i~J~



one can write the potential in terms of the 4~,(i = 1,... , 8). Finding the minimum and scalar particle masses then involves minimizing a function of eight variables. First, an SU(2) rotation can be performed so that (~~) = (~2) = (~) = 0. Then, setting 9V/94~= 0 for i = 1, 2, 4 yields three possible nonzero solutions for the extrema of the potential: (a)



1 /0\ (Pi)=c~~~),



(b)



(~~)=~(~?),



(c)



1 (0\



(~2)~~~)’



(~2)\/~(;V)’



~=~(j,



0



(~2)-~(



From the potential, it is easy to see that if is replaced by i ~“2, then the only change is in the sign of A5. Thus, if extremum (b) turned out to be the minimum (for a given sign of A5), then requiring A5 to have the opposite sign would force extremum (a) to be the minimum. As a result, the vacuum values of (~2



*)



The only difference in the two models comes when we impose the condition that charge be unbroken; this condition forces



be parallel, but (1k~)and



(1k2C)



(~)and



(1k2)



to be antiparallel. This in turn changes the sign of the allowed ranges of A4 and A,, but has no other effect.



to
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and ~2 can be made relatively real by choosing the sign of A5 (we will shortly see that A5 must be negative in order for extremum (a) to be a minimum). Note that this argument breaks down if a or term is in the potential. Thus, extremum (b) can be disregarded. Extremum (c) is quite dangerous since charge invariance is broken (since the hypercharge of tb2 is + 1, the upper component is charged). To determine whether extremum (a) or (c) is the minimum, we calculate the matrix of second derivatives of the potential, 2 = d2Vh94~~4’j~extremum~ (5.13) ~



M



This is simply the scalar boson mass-squared matrix. Requiring that the eigenvalues be positive will tell us whether, for a given range of parameters, extremum (a), (c) or both is the minimum. Let us first consider the charged boson mass matrix (i = 1, 2, 5, 6). It breaks into two identical 2 x 2 matrices (one for each charge), which do not mix with the other indices (i = 3, 4, 7, 8). The matrix is given by choosing extremum (a) as the minimum, (5.14)



~2).



Note that this matrix does have a zero eigenvalue, corresponding to the Goldstone boson eaten by the W~.Note also that the rotation angle which diagonalizes the matrix is given by /3 = tan~(v 2/v1),as discussed following eq. (5.5). The charged scalar mass is given by m~± = —~(A4 + A5)(v~+ v~).



(5.15)



In order for extremum (a) to be a minimum, A4 + A5 0, then extremum (c) is the minimum and extremum (a) is a saddle point. *) Thus, we take A4 + A5 


/ v~



—vu2\



—v1v2



~



v~



(5.16)



) .



Again, the zero eigenvalue corresponds to the Goldstone boson eaten by the Z and the rotation angle is given by tan /3 = v2/v1. The massive pseudoscalar has mass m~o=



—A5(v~+ v~).



(5.17)



The field is called a pseudoscalar because its couplings to fermions can be seen to be of the form ii/ry5ilix°.Note that we must choose A5 


is —1 instead of



+



1, then extremum (c) is the desired minimum, so one must then take A4



+



A, to be positive.
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the Peccei—Quinn symmetry, and x°is the axion (which does receive a small mass due to instanton effects). When A5 ~ 0, the symmetry is not present and x°has a mass. At this point, an error which has appeared in several papers should be corrected. This error first appeared in ref. [277], was unfortunately propagated (and even extended to multi-Higgs models) in the review article of ref. [281], and has also appeared more recently [282—284](although the results of refs. [282, 283] will not be significantly affected). The incorrect argument is as follows. The A4 term in the potential can be written as A4 b1~~2 2 For doublets of the same hypercharge, a parallel alignment of and (~2 ~ is needed to avoid breaking charge invariance, and this occurs if A4 


(5.18)



m~±> ~



This is incorrect. The relative alignment of (‘b1) and (~2) also affects the A5 term. In fact, the boundary between either breaking or not breaking charge clearly must be the m~± = 0 limit. For m~± >0, all eigenvalues of the curvature matrix for extremum (a) are positive, thus it is a minimum which does not break charge. The above mass relation, eq. (5.18), is thus incorrect. Finally, we turn to the neutral scalar mass matrix. The matrix is



(



2A~v~



519



(A3 + A4 + A5)v1v2 2A2v~



( - )



Defining A=2A1v~, B=2A2u~, C=(A3+A4+A5)v1v2,



(5.20)



the eigenvalues are



m~,o,1o= ~[A + B



±\/(A —



2 + 4C2].



(5.21)



B)



The mixing angle, a, which rotates the weak eigenstates



4~and ~



into mass eigenstates



t~°



and



~°,



4.°=(4 3—v1)cosa+(cb7—v2)sina,



‘rj°=—(çb3—v1)sina+(cb7—v2)cosa,



(5.22)



is given by



tan 2a



=



2C/(A — B).



(5.23)



Note that there are two important angles in the two-doublet model. a rotates the neutral scalars into their mass eigenstates, and /3 = tan - ‘(v2/v1) rotates the charged scalars and pseudoscalar into their mass eigenstates. Both of these angles play a crucial role in the phenomenology of the scalar bosons [280]. As we will see in the next chapter, in minimal supersymmetric models the scalar masses are determined in terms of a and /3, but in nonsupersymmetric models this is112, not thev~ case; the masses, at thus + = (247 GeV)2. treeAslevel, are free parameters. Note the W mass is given by ~g(v~ + v~) discussed earlier, in order for extremum (a) to be a minimum of the potential, all scalar boson
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masses must be positive. This implies that (i) A50,



(iv) A2>0, (v) 2~/X~>(A3 + A4 + A5). An additional condition on the p.~and p.~parameters comes from requiring that the origin not be the minimum; this is p.~


Suppose these conditions are not satisfied. If (i) is violated, then extremum (b) is a minimum; if (ii) is violated, extremum (c) is the minimum. If (iii) is violated, then the potential is unbounded in the



direction; if (iv) is violated, it is unbounded in the 4)7—*QO, 433—*0 direction. To see what happens if (v) is violated, consider the potential in the 4~,4~ plane, along the direction 4)~= 64~,where 6 is a constant, for large 433, —*



cc, çb7—*0



4+ ~(A



2]43~. (5.24) 3 + A4 + A5)6 This must be positive for all 6. Finding its minimum as a function of 6, and requiring that V be positive gives V= [~A~+ ~A26



2\/~7A>(A 3+A4+A5),



(5.25)



which is precisely condition (v). Thus, if condition (v) is not satisfied, the potential will be unstable in some direction in the 433—4)7 plane. These arguments all apply to the tree level potential only. In fact, the conditions on the A,, (i)—(v), obtained by requiring that the eigenvalues of the scalar mass matrix be positive, refer to the A, evaluated at the minimum [a-= (v~+ v~~1 /2] The conditions obtained by requiring the potential to be bounded, although they look identical, refer to the values of the A, evaluated at a large scale. Therefore these conditions may not be the same. This is similar to the minimal standard model, where A has to be positive at the minimum a-, but contributions of heavy fermions to the effective potential may drive A negative at large scales. At tree level, however, such contributions are ignored, and the constraints are



identical. Finally, we mention the effects on these results if a p. + p.~b~b1 term is added to the potential, i.e., the discrete symmetry is broken softly. Let us first suppose that p.~= p.~then the value of ~ in eq. (5.11) will still be zero [280], and CP will be conserved. The charged scalar and pseudoscalar masses-squared will get an additional —p.~v2Iv1term; the neutral scalar mass matrix will also be modified. The rotation angle which 1 (u rotates the charged scalar and pseudoscalar fields into the mass eigenstates will still be /3 = tan 2/v1), and the other mixing angle, a, will be changed. Note that in this case, the charged scalar mass and the pseudoscalar mass could be very large without large self-couplings, if p.~were very large [285]. This is not surprising. If p.~= = 0, the potential has only two scales, which give the two vacuum expectation values. Thus, these scales are set by the electroweak scale, and so all scalar masses must be proportional to the electroweak scale. With a or a p.~term, an additional scale is introduced, which could be very large. Of course, fine tuning may be needed if p.~or p.~is very large; but large self-couplings will not be needed. *)



This condition need not be valid if a



term were present.
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If p.~~ p.~,then ~ is not zero. It is easy to see that CP is then violated, since the neutral mass matrix (i = 3~4, 7, 8) does not separate into two 2 x 2 matrices as before. Thus, the CP-odd and CP-even states will mix. Since, upon removal of the Goldstone boson, the mass matrix of the neutral scalars is 3 x 3, analytic expressions for the masses are very complicated and not illuminating. The current experimental bounds on the parameters of this model are, as in the standard model, quite weak (see ref. [5]for an extensive review). Since, as we will see shortly, a light scalar in this model has very similar couplings to the standard model Higgs, the bounds on the standard model Higgs will apply here. Similar bounds can be found for a pseudoscalar mass. The current lower bound to the charged scalar mass is 23 GeV. One can also find limits on the allowed values of v2/v1. Bounds from the KL—Ks mass difference were found in ref. [286];the bounds come from replacing one or both of the W’s in the box diagram by charged scalars; thus the bound depends on the charged scalar mass. These bounds were discussed in detail by Athanasiu et al. [287], who also considered the bounds obtained from considering neutral B-mixing. Haber et al. [276] considered the case in which the coupling to the charge —1/3 quarks is enhanced (the other bounds were strongest when the coupling to the charge 2 / 3 quarks was enhanced). They considered a wide range of experiments, from the KL—Ks mass difference to (g — 2)~.If one requires that the charged scalar be lighter than about 200 GeV, then the enhancement of the coupling to the charge 2/3 quark must be ~5, while the bound on the enhancement of the coupling to the charge 1/3 quark is very weak, of 0(102). In the last section of this chapter, it will be shown that, if a neutral scalar is fairly light, then much tighter constraints can be found. This model also offers the best hope for the SLC to detect a scalar — through the process Z—* The branching ratio is typically of 0(1) percent; thus it is not necessary to have tens of thousands of Z’s (as it is for the process Z~~* Z~°).Of course, the masses of both scalars must be sufficiently light. To determine which of the scalars is the 4’°and which is the x°is more difficult. The only hope is to look in the Z—* Z*4O channel, since only the 40 has a scalar—vector—vector coupling. In order to detect CP violation in the scalar sector, one would have to look for a particle which is produced as a scalar but decays as a pseudoscalar.*) Unfortunately, it is very difficult to distinguish between scalar and pseudoscalar decays (phase space is only useful if the scalar mass is slightly above the Y mass; longitudinal polarization of the ‘r’s is rate limited, etc.). We now turn to the question of radiative corrections to the scalar potential, and then discuss bounds on the scalar masses. ~



5.3. The one-loop potential 5.3.1. Meaning of the renormalization scale



Calculation of radiative corrections to a potential with more than one scalar doublet is not as straightforward as it might appear. In the two-doublet model, for example, one could shift ~ and k2 by their 2)T vacuum expectation all particle masses, plug into the formula (1/ r M4 ln M2 and thenvalues, replace calculate v 64~r 1 by P1 and u2 by ~ This procedure will generate the non-renormalization group improved one-loop potential. *) However, there are some complications in the multi-doublet case. The tree-level potential, for example, cannot be chosen to be small for all values *



Of course, if the processes Z—4 ~ Z—4 4~4~ and Z—~ 4243 were all seen, then CP would have to be violated in the scalar sector. ~ In order to distingizish between (1k~1k~)(1k~1k~), 1k~1k2~2or l[(1k~1k2)2 + (1k~1k,)2] terms, one might have to shift the charged scalar fields as well. *)
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of the fields; a main point of this section will be that the renormalization scale cannot be chosen so that all of the A, are small; this will complicate the analysis ofthe massless (Coleman—Weinberg) theory and



thus the extension of the lower bound to the Higgs mass to multi-doublet models. Also, renormalization group improvement in models with several fields is much more complicated. The earliest, comprehensive analysis of the effective potential in multi-doublet models was the work of Gildener [288]and of Gildener and S. Weinberg [289].They considered the extension of the “zero bare mass” assumption of Coleman and E. Weinberg to multi-doublet models. In these massless theories, they considered the question of whether one-loop radiative corrections would break the symmetry. We will begin by considering massless (Coleman—Weinberg) theories with many doublets, following Gildener and S. Weinberg closely. It will then be shown that if one considers the question of radiative corrections using the basis in which only one scalar field acquires a vacuum expectation value (thus, as discussed in section 5.1, this field is the “Higgs field” while the others are “scalar fields”), then the results which Gildener and S. Weinberg formally derive can be understood very simply. It will then be straightforward to extend the one-loop potential to massive theories. This will give a general result for the one-loop potential; renormalization group improvement will then be discussed. Before considering multi-doublet theories without bare mass terms, let us first look at the massless single-doublet model from a different viewpoint. The tree-level potential is (5.26)



V0=A~4.



Typically, A 0(e2), and will vary as the renormalization scale varies. It was shown in chapter 2 that the renormalization scale can be chosen so that A 0(e4) and thus radiative corrections would become important. One could, instead, choose the renormalization scale, MR, such that the tree-level potential vanishes, i.e., choose MR such that A(MR) = 0. Then V 0 = 0. The entire one-loop potential is then calculated to be 4[ln(~P2IM~)~j], (5.27) —



V= B~P where B is given, for example, in eq. (4.2). If this potential is minimized, and the minimum is a-, then V Bb4[ln(cP21a-2)



—



fl,



(5.28)



in agreement with previous results. Now let us consider the general multi-doublet model without bare mass terms. The tree level potential is given by V 0



—fiJklj~k~1~



(5.29)



2) and will vary as the renormalization scale varies. In general, one cannot Typically, f,Jkl 0(e choose thethe renormalization scale so that the tree-level potential vanishes everywhere in field space,



since the scale at which one self-coupling vanishes will not be the same scale at which other self-couplings vanish. Instead, one can choose the renormalization scale such that the tree-level potential vanishes along some ray ~ = n,çb. In other words, defining cP, = N,43, where N~is a unit vector in field space and 4) is the distance from the origin of field space, one has V 4. Thus V~ 0 = fIJkIN1NINkNI4) is a function of N~.Suppose the minimum value of I7~on the unit sphere occurs for N~= n,. Then the
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renormalization scale can be chosen so that V~vanishes along this direction, i.e., N,~=1(fIkl1~Y~Y~~kNl)



=



0.



(5.30)



Thus, as above, one can choose the renormalization scale such that the tree-level potential vanishes, but here it only vanishes along some ray in field space. In any other direction in field space, the potential is positive. Thus the potential, at tree level, has a flat direction in field space and is positive elsewhere. It is important to note that the above condition is only a single condition on the f/k!. One cannot choose MR such that all of the f1Jkl are small, but only a combination.



Now that the tree-level potential vanishes along the ray ‘~I~= n~4),one can calculate the one-loop potential along that ray. The result is 4(43) [ln(432IM~)—



~],



V(43) = (1 /641T2) Tr M



(5.31)



where the trace is over all particles and spin degrees of freedom. Minimizing, calling the minimum a-, gives V(4)) =



(1!64,T2)



Tr M4(43) [ln(4)2/a-2) — fl.



(5.32)



This is the one-loop potential along the ray I~.= n~4).In any other direction, the tree level potential is positive, the f,Jkl are all 0(e2), and thus radiative corrections are unimportant. Let us illustrate this procedure with the two-doublet model discussed in the last section. The analysis of the one-loop potential in this model is discussed very clearly in the work of Inoue et al. [290].One begins by writing the scalar fields of the model in terms of the N~and the radial coordinate 43,



4)



(N 1+iN~



~çb(N5+iN6~



1~~N+jN)’



2~\N+iNJ~



533



(.)



where E N~= 1. As before, an SU(2) rotation can eliminate the N1, N2, N4 directions, and the parameters can be chosen so that the N5, N6, N8 directions are irrelevant for symmetry breaking. In this case, one can write 4) (0~ ~~(0 534 1~\N)’



.



2~\N



(.



Expressing the potential (in the massless theory) in terms of these coordinates gives 4[A V= ~43



1N~ + A2N~ + (A3 + A4



+



A5)N~N~].



(5.35)



The condition of Gildener and S. Weinberg is that this potential has a minimum value of zero on the unit circle. We call the direction of this minimum n,. The condition that this direction be a minimum implies that =



VIoN7I~~, = 0.



(5.36)



Thus, we must solve eq. (5.36) with the condition that the potential, eq. (5.35), is zero at the minimum,
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N~= n,. This solution is straightforwardly obtained and is given by ~



~



Arn2~+A3+A4+A5=0.



(5.37)



The first two of these equations specify the direction from the origin to the minimum; the third comes from the requirement that the potential vanish along this direction. Although this latter condition seems unnatural, it is not. One can always choose the renormalization scale, MR, such that A(MR) = 0, and thus this condition an assumption any more thana particular the condition in massless scalar electrodynamics 4) was isannot assumption; it simply requires choice of renormalization scale. Note that A = 0(e that it is only a single condition; the individual A’s will generally not be small.*) We now calculate the one-loop potential along the direction given by the vector (0, 0, n 3, 0, 0, 0, n7, 0). The calculation is identical to the original Coleman—Weinberg calculation, and is given by 4[ln(4)2/M~) — ~], (5.38) V1



=



B43



where B = (2m~± + m~o+ m~o+ m~o+ 6m~± + 3m~ — 12m~)I641T2a-4.



(5.39)



Here, the masses are given in the last section, and a- is the distance from the origin to the minimum, a- = 247 GeV. This is thus the one-loop potential in the two-doublet model along the ray from the origin to the minimum. In other directions, the tree-level potential is not small, and radiative corrections are not, in general, important. Gildener and S. Weinberg obtained several other results. Equation (5.30) implies that f 1~~1n1n~n1 = 0 (recall that n, is the direction along which 1’~(N)is minimized). This is the extremum condition; requiring V0(N) to be a minimum forces f,Jklnkn,u~uJ 0 for all vectors u,. This implies that the eigenvalues of the matrix 21’~/ôn~ 9n P,1



=



~f,Jklnknl



=



ô



1



(5.40)



are nonnegative. Note that P~n1= 0, 50 P,3 has a zero eigenvalue with eigenvector n1. Barring 2. Thisalong says that, at tree accidental symmetries, the other eigenvalues are positive definite and oforder e level, one scalar boson mass vanishes and the other scalar bosons have positive mass-squared. The massless scalar boson then acquires a mass through one-loop corrections given, in, say, the two-doublet case, by m~= 8Ba-2,



(5.41)



where B is given in eq. (5.39). Gildener and S. Weinberg also expand out the Lagrangian in terms of the field which is massless at tree level. They show that the field has couplings to all particles given by ~ The work of ref. [291]was based on the mistaken impression that all of the scalar couplings in the massless theory are 0(e4), and is thus incorrect.
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rn/a-, where m is the particle’s mass, precisely as in the standard model. (This is why the top quark mass



appears in the above one-loop potential; although the Yukawa couplings to the weak eigenstates may differ by ratios of vacuum expectation values to the standard model coupling, the Yukawa coupling to the field which is massless at tree level turns out to be identical to the standard model coupling, and it is the coupling to that field which is relevant for the one-loop potential.) It is easy to understand these results if one considers the basis discussed in section 5.1, in which only one field acquires a vacuum expectation value. In this basis, one can envision a line drawn from the origin to the minimum. The curvature along this line (radial direction) corresponds to the “Higgs field”; its couplings to the W and Z are the standard model couplings. The curvatures in the other directions correspond to “scalar fields”, which are unrelated to spontaneous symmetry breaking. Now consider Coleman—Weinberg symmetry breaking. In this case, radiative corrections generate a spontaneously broken minimum; thus, along the ray from the origin to the minimum, the standard Coleman—Weinberg analysis applies. It only applies along the ray since that is the only direction relevant for spontaneous symmetry breaking it is the direction of the Higgs field. The Coleman—Weinberg assumption is that the curvature at the origin vanishes; this gives a single condition on the scalar self-couplings. Along the ray, as in the standard model, the tree-level potential is flat [A or a combination of the f,/k! is 0(e4)] and radiative corrections generate a minimum with a small mass for the Higgs field. The other eigenvalues of the curvature matrix must be nonnegative, or else the vacuum has been misidentified. The interactions of the “Higgs field” are identical to the standard model Higgs, since the “Higgs field” is the only field associated with spontaneous symmetry breaking. Thus, all of the results of Gildener and S. Weinberg can be easily understood by considering this basis. One can also see that the “Higgs field”, in the massless theory, is also a mass eigenstate. Denoting the Higgs field by H and another scalar by S, mixing between H and S in the mass matrix will only occur if d 2VI~3HuS ~ 0. Since no mass terms in V,~ exist, this mixing can only come from a quartic coupling of the form AHHHS (only H has a nonzero vacuum expectation value). But if this is the only term which can mix H and 5, then uVIoS at the minimum is nonzero, thus the minimum is not a minimum. As a —.



result, such mixing cannot exist; the rotation which puts all of the vacuum expectation value into a single field also eliminates mixing of that field with other scalars. It is now a simple matter to extend the Gildener—Weinberg analysis to models which do have bare mass terms. Consider the potential along the direction from the origin to the minimum. Again, only the field along this ray has to do with spontaneous symmetry breaking, and thus the one-loop potential along the ray will be given by the standard model formula, with a term including ioop contributions from the other scalars added. *) Again, the couplings of this field are identical to the couplings of the standard model Higgs. One difference is that in the massive theory, the “Higgs field” is not necessarily a mass eigenstate. This is because the terms which can mix H and S are now p.2HS + AHHHS, and it is now possible (if p.2 ~ 0) for ô V/~9Sat the minimum to be zero while ô 2V/oH ÔS is nonzero. There will



thus be mixing in the mass matrix between the “Higgs field” and the “scalar fields”. In the massive theory, the question of radiative corrections in directions other than along the ray



from the origin to the minimum may be important. Recall that there are two primary applications of radiative corrections to the potential. One concerns Coleman—Weinberg symmetry breaking and the ~ This term is given by (1/641r2)



~,



~



— c}



Here, the sum is over all scalars, and M(~) is the mass-squared of the scalar field when the Higgs field is shifted by 4’. The constant, c, depends on the renormalization procedure. Because of bare mass terms, this mass-squared will generally have the form m2 + h4~2,where m is a bare mass and iz is the coupling to the Higgs field.
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lower limit to the mass of the Higgs boson. In that case, the above Coleman—Weinberg analysis will be sufficient. The other application concerned upper limits to fermion masses which come from vacuum



stability; in this case, the Higgs mass can be quite large. In the standard model, one might think that radiative corrections are unimportant if the Higgs mass is fairly large, since the corrections are 0(e4)



while A is 0(e2). However, if there is a heavy fermion, then the radiative corrections are important due to the large logarithm at large scales. The same is true here. In the massive theory, radiative corrections will be unimportant unless one considers the question of vacuum stability at large values of the field. As has been pointed out repeatedly in this Report, if the logarithms are large then the standard one-loop potential is insufficient to determine the bounds, and one must renormalization group improve the potential. For this second application, renormalization group improvement is essential, and this will be discussed in the next subsection. Let us summarize the results of this subsection. In a multi-doublet model, one can define a basis in which all of the vacuum expectation value is rotated into a single field, the “Higgs field”. This field corresponds to the curvature along the ray from the origin to the minimum of the potential; the other



scalar fields correspond to the curvatures in the orthogonal directions. This “Higgs field” has standard model couplings to vector bosons and fermions. If one imposes the Coleman—Weinberg assumption, this Higgs field is a mass eigenstate, whereas in the massive (non-Coleman—Weinberg) case, it is not. Along the ray from the origin to the minimum, radiative corrections to the potential are given by the standard formula, with scalar loops added, where 4) is the radial distance from the origin. In Coleman—Weinberg (CW) symmetry breaking, the Higgs field (which is now a mass eigenstate) gets a mass given by m~w= 8Ba-2, where B is given in eq. (5.39), as in the minimal model. It is important to emphasize that CW symmetry breaking only imposes a single constraint on the scalar self-couplings. The one-loop potential along directions other than the ray from the origin to the minimum, although of the same general form as in the standard case, is generally irrelevant, since the couplings are 0(e2) and the one-loop terms are 0(e4). The only exception is at large values of the fields, in which case the logarithms can be large. But in this case, renormalization group improvement is essential, as was shown in chapter 4. Of course, all of these results can be derived without using the basis in which only one field acquires a vacuum expectation value; however, this basis is often the simplest and most illuminating. We now turn to renormalization group improvement of the potential in multi-scalar



models. 5.3.2. Renormalization group improvement



In chapter 2, the renormalization group equation for the potential in the single-doublet model was solved explicitly. The one-loop approximation to the renormalization group improved potential is made when one uses beta functions and anomalous dimension(s) to leading order in the couplings; the resulting potential is valid as long as the couplings are small, and its validity is insensitive to large logarithms in field space. In chapter 2, the renormalization group equation for the potential was easily solved by inspection. Following the same procedure for the two-doublet model, one might consider just writing down the solution of the renormalization group equation [usingfirst-order beta functions so that /3 / (1 + y ) 13] —*



as follows [see eqs. (2.136), (2.137)]: V p.~(t)G~(t)’1i~P +



+



A



+



+ A 2 2 1p.~(t)G~(t)~~2 + A1(t)G~(t)(t~b~P1) 2(t)G~(t)(~~2)



3(t)G~(t)G~(t)( P1)(~qi2)+ A4(t)G~(t)G~(t)l ~~3J2 2+ (P~P 2], ~A5(t)G~(t)G~(t)[(’P~P2) 1)



(5.42)
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where



dp.~/dt



p.~(t)/3,~2(A~(t), g,(t)) ,



dA1/dt= f35(A~(t),g,(t))



,



dg1/dt= f3g(A,(t), g,(t)) (5.43)



G1(t) = exp(_



J



dt’ y1(A1(t’), gj(t’))).



The form of this solution is not surprising; the only question is : what is t? In the minimal model, it is just ln(cb/M), but here it could be ln(4)3/M) or ln(437/M) (looking in the neutral scalar directions only).



This illustrates the difficulty in dealing with the renormalization group in models with more than one scale; logarithms of the ratio of those scales [ln(4)3/4)7)] are not summed over, and could be significant. We saw two applications of the renormalization group improvement of the potential in chapter 4. The first dealt with CW symmetry breaking (lower bound to the Higgs mass) and the second dealt with stability of the vacuum at large scales. In the first case, as discussed above, the value of the potential is



only needed along a ray; in that case one can treat the system as a minimal one-field model. In the second, since we are interested in the stability of the potential at large scales, the following procedure will be adopted. First, the value of the potential on a large sphere (or, in the two-doublet model, a large circle) in field space will be considered. On this sphere, 4)3 = 4~ and the value of t is unambiguous. Then



the potential will be minimized on this sphere (or circle) algebraically. If the minimum value is negative (or, strictly speaking, deeper than the desired minimum), then the vacuum is unstable. In this way, one



can use the renormalization group improved potential to determine if our vacuum is stable. If any of the couplings gets large, of course, then perturbation theory is invalid. Note that one could examine the question of stability by only looking along the ray from the origin through the minimum, using the results of the last chapter. An instability in this direction certainly implies that the vacuum is unstable;



but stability in this direction does not ensure that an instability in another direction does not arise. One can, if desired, define the sphere (or circle) to be the locus of points for which G1433



=



G24)7



and thus the anomalous dimensions would not need to be calculated. (Of course, if one wanted to know the precise point at which the instability arose, they would have to be included.) Since one is interested in the potential at large values of the fields, the quadratic terms are not as relevant, thus /3~ need not be calculated, although it is somewhat more accurate to include these terms (as noted in ~ef. [204], dropping these terms in determining upper limits to fermion masses introduces uncertainties in these limits of less than 10%). This is fortunate, since it is somewhat difficult to calculate them; the method used to find the in the standard model will be much more difficult to apply here. Thus, to a good approximation, the anomalous dimensions and beta functions for the mass-squared parameters can be ignored (as long as one considers large values of the fields). The beta functions for the scalar self-couplings and the gauge couplings can be found in refs. [90, 290]. The are given by 2dg/dt= —3g3, 16~r2dg’/dt = 7g’3, 16n~ 16~~2 dA 2 — g’2) 1/dt = 24A~+ 2A~+ 2A3A4 + A~+ A~+ 3A1(4g~~ — 3g + ~g4+ ~g2g’2+ ~g’4—6g~,
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dA



2A



2/dt = 24A~+ 2A~+ 2A3A4 + A~+ A~ 9g 2 —
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2A 3g’ 2



—



4+ ~g2g’2+ ~g’4,



+



~g



161T2 dA



2



3/dt = 4( A1 +



A2)(3A3 + A4) + 4A~+ 2A~+ 2A~+ 3(2g~— 4— ~g2g’2+ ~g’4,



+



—



g’2)A 3



3g



~g



16ir2 dA



2



—



g’2)A



4/dt = 4A4(A1 + A2 + 2A3 + A4) + 8A~+ 3(2g~.



— 3g



16ir2 dA



2



5Idt = A5(4A1 + 4A2



+



8A3 — 12A4



— 3g’2



+



2g’2, 4 + 3g



6g~.).



(5.44)



— 9g



Note that if A



2 = A3 = A4 = A5 = 0, then the beta function for A1 reduces to that of the standard model. The beta functions for the strong coupling and the Yukawa coupling are unchanged. It has been assumed here that the discrete symmetry couples the top quark to ~ if this is not the case, the change in the beta functions is straightforward. Note that the beta function for A5 is proportional to A5. This is not surprising; if A5 = 0, then a global symmetry exists. Since radiative corrections cannot break this symmetry, they cannot shift the value of A5 away from zero. Thus, for large values of the field, these beta functions can be used to determine whether our vacuum is stable. First, one considers the sphere G1 4)~= G24)7. The potential has the same form as the tree-level form, with A,



—*



A.(t). The requirement that the potential not be negative anywhere on this



sphere*) gives conditions identical to the conditions on the tree-level potential. One simply must require that the constraints (i)—(v) of section 5.2 on the A, be valid for large values of t. We have seen that the one-loop potential can be relevant in two instances: along a ray from the origin to the minimum and on a very large sphere in field space. There is one additional instance in which the potential can be important. If the ratio of vacuum expectation values of the two weak eigenstates is very large (or small), then one can consider the effective field theory for scales well below the larger vacuum value, but above the smaller. This case was considered by Georgi, Manohar and Moore [292],and will be discussed later in this chapter. In chapter 4, we discussed lower limits to Higgs masses and upper limits to fermion masses in the standard model. We now turn to these same questions in multi-doublet models. 5.4. Lower bound to scalar masses in multi-scalar models



Now that the one-loop potential in multi-doublet models has been found, it can be used to find the multi-doublet analog of the Linde—S. Weinberg bound and of the more precise Linde—Guth—E. Weinberg bound. Recall the origin of the lower bound to the Higgs mass in the minimal GWS model. Calculating the effective potential at high temperature, one finds that the effective quadratic term in the potential is given by 2+ cT2)432, (5.45) (~p. where c is a constant. Except in the unlikely and unnatural event that there is an enormous



*)



Since the potential is proportional to 4’4, if it is negative at large scales it will almost certainly be lower than the desired vacuum.
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cosmological neutrino asymmetry, the constant c is positive, and thus the quadratic term is positive at high temperatures, resulting in high temperature symmetry restoration. In the case of Coleman— Weinberg symmetry breaking, p.2 = 0, and thus the curvature at the origin is positive for all nonzero temperature. As a result, the field is in its symmetric phase at high temperature, and can only leave this phase via the slow process of barrier penetration. This process is sufficiently slow that an enormous amount of latent heat is generated, washing out the observed baryon asymmetry. As this is unacceptable, we concluded that there is a lower bound to the Higgs mass, given approximately by the Coleman—Weinberg mass (this is a factor of \/~larger than the often quoted Linde—Weinberg bound). What happens in a multi-doublet model? At very high temperatures, the quadratic terms in the potential get a contribution [105] [fifkk



+



6(OaOa)jjI(T2/48)4)j4)j,



(5.46)



where fermion contributions have been ignored, f



1~k!is the coefficient of the quartic term in the potential and °a is the matrix representing the ath generator of the gauge group on the scalar fields. If a discrete symmetry is imposed to eliminate FCNC then (even if this symmetry is softly broken) this contribution will vanish if i ~ j. If the term is positive for all i = j, then the symmetry will be restored at high temperature (again, ignoring the unlikely possibility of an enormous neutrino asymmetry). As discussed



in chapter 3, models do exist for which f~ is sufficiently large and negative that this term is negative. In such models, the symmetry is not restored at high temperature and the bounds on the scalar masses are



either very small (in the standard model, if the coefficient were negative due to a neutrino asymmetry, the bound is 280 MeV) or nonexistent. Such models occupy a very narrow region of parameter space, and thus we will consider models for which the expression in eq. (5.46) is positive. Just as in the minimal model, if the Coleman—Weinberg assumption is made, then the barrier separating the symmetric and asymmetric phases persists down to zero temperature. Thus, as in the minimal case, the lower bound is very close to the Coleman—Weinberg value. As discussed in the previous section, Coleman—Weinberg symmetry breaking in a multi-doublet model implies that the potential is very flat along a ray in field space from the origin to the minimum, and positive elsewhere. The field will thus make its transition to the asymmetric phase along that ray. *) One can therefore consider the problem to be a one-dimensional problem by just looking at that direction in field space. Along that direction, all of the arguments given in chapter 4 will carry over to this case. There may be slight differences; tunnelling calculations in many dimensions (discussed in the next section) are more involved, but the qualitative features are unchanged. We conclude that there is a lower bound to the Higgs mass, which is defined as the curvature in the radial direction in field space, given by the Coleman—Weinberg mass. Detailed calculations could pin down the value more precisely, but it should be within a percent or two of this value. Bertolami [293] has considered the question of whether exact



Coleman—Weinberg symmetry breaking is acceptable, and found a condition which must be satisfied to avoid excess entropy generation.**) From a phenomenological viewpoint, however, one can simply state that the lower bound on the radial curvature is given by the Coleman—Weinberg value. The Coleman—Weinberg mass is given by s) This assumes that the least-action solution of the tunnelling equations lies along this direction. Since the potential is much larger and positive in other directions, this is certainly plausible, but not proven. **) The reader is warned that Bertolami does derive his condition using the thin-wall approximation, which is not necessarily valid in this ease, and thus the numerical factors in his condition may not be accurate.
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~



=



8Ba-2,



(5.47)



where a- = 247 GeV and B, in a multi-doublet model, is given by B = (6M~~± + 3M~ 12m~+ ~ M~)/641r2a-4.



(5.48)



—



The sum is over all scalars in the model. In the two-doublet model, B is given in eq. (5.39). The lower bound in a multi-doublet model can be stated very simply: In a basis in which only one field acquires a vacuum expectation value, the diagonal element of the mass matrix corresponding to that field must have a value larger than mcw, given in eqs. (5.47) and (5.48).



This is the lower bound in a multi-doublet model. (See note added in proof.) It is often claimed that in a multi-aoublet model the requirement corresponding to the lower bound to the Higgs mass in the standard model is that the heaviest neutral scalar must be heavier than ~ This is certainly true the largest eigenvalue of a Hermitean matrix must be larger than any diagonal element, thus a lower bound on a diagonal element gives a lower bound to the largest eigenvalue.*) However, the above statement is clearly much stronger. In fact, it was shown in the last section that the —



“Higgs” field is a mass eigenstate in the massless theory. Thus, if the lower bound above is saturated, then only one particle will have a scalar—vector—vector coupling, and that particle must be heavier than mcw. In the two-doublet model, the bound can be stated more explicitly, m~,ocos2(a



—



13) + m~osin2(a



—



/3) ~ ~



(5.49)



where a and /3 are the rotation angles discussed earlier. The important point is that the scalar—vector— vector coupling of a particle depends on a 13, thus measurement of this coupling (which will likely be —



a byproduct of the scalar discovery) will determine the angle. If a particle is discovered with the



standard model coupling to vector bosons, then a than mcw.



—



/3 = 0 and that particle must have a mass greater



The utility of this bound is not great. The value of mcw itself depends on all the scalar masses; and it



will be experimentally difficult to measure the scalar—vector—vector coupling more accurately than about 10% [thus sin2(a — /3) could not be shown to be less than about 0.1]. Thus, it may be necessary to measure all of the scalar masses to determine if the bound is satisfied. It is important to note that the value of mcw in a multi-doublet model is larger than its value in the minimal model. Thus, if a scalar was found with a mass less than the Coleman—Weinberg value of the minimal model, and if this scalar had standard model couplings to the vectors, then the bound would be violated (it would not be * *)



necessary to measure the other scalar masses). 5.5. Upper bounds to scalar and fermion masses The other application of the effective potential in the minimal model involved upper bounds to the *) This disagrees with the appendix in ref. [2941. we believe that the additional assumption the authors made after their eq. (A. 10) is not generally valid. **) ~ should be pointed out that the requirement of perturbative unification forces all scalar masses in the two-doublet model to be less than about 200GeV, thus ~ cannot exceed 40GeV. This is discussed in ref. [290].
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Higgs mass and to the top quark mass. These bounds correspond to region A in fig. 23. The line to the



right of region A, corresponding to upper bounds to the Higgs mass, arose by requiring that the scalar self-coupling not diverge by the unification scale. The line above region A, corresponding to upper bounds to the top quark mass, arose by requiring that the standard model vacuum be stable, i.e., that the scalar self-coupling not become negative by the unification scale. As discussed in chapter 4, vacuum stability is not phenomenologically required, but the analysis of cosmic ray induced vacuum decay indicates that the region of parameter space in which the vacuum is unstable but the transition would not have occurred is very small, and will be neglected in this section. We now discuss the equivalent bounds in multi-doublet models. First, suppose one only considers the question of stability along the ray from the origin through the minimum of the potential. Along this ray, the one-loop potential looks almost identical to that of the standard model; the only difference is the inclusion of scalar loop corrections. As a result, the entire analysis of section 4.2 carries over. The result is identical to region A of fig. 23, with two important differences. Because of the inclusion of scalar loops, the ordinate of fig. 23 is changed, 1/4



12m~—*(12m~—



~



M~)



(5.50)



,



where the sum is over all scalars. (Because the renormalization group equation is slightly different, the precise shape of the curve is altered very slightly — never more than 10 GeV.) This clearly weakens the bound. Also, the abscissa is changed; the “Higgs mass” refers to the curvature along the ray, which is not, in general, a mass eigenstate. The abscissa is given, in the two-doublet model, by [rn~ocos2(a



—



2(a



/3) + m~



— /3)]112



-



(5.51)



0sin



Thus, this bound is considerably less useful. Note, however, that this bound is necessary, but not sufficient, since an instability might arise in another direction. In order to determine whether the potential is free from instabilities in all directions, the renormalization group analysis discussed earlier must be done. By looking at very large scales, one determines the potential on a sphere in field space. Algebraically minimizing the potential on the sphere, and requiring that this minimum be positive, gives constraints on the couplings at a given value of t. Requiring stability for all t up to the unification scale turns out, as discussed in section 5.3, to be the same as requiring that the conditions (i)—(v) of section 5.2 be valid for all t up to the unification scale. The procedure is simple: one considers a set of parameters (A, (i = 1—5), gy, v 1/v2) at the weak scale, plugs them into the renormalization group equations and runs them up to the unification scale. The requirement that they neither diverge nor violate conditions (i)—(v) will give bounds on the allowed region of parameter space. These bounds will translate into bounds on particle masses. The requirement that the couplings not diverge will correspond to the line to the right of region A in fig. 23; the



requirement that conditions (i)—(v) not be violated will correspond to the line above region A. Let us first consider the situation in which the top quark is not too heavy, and thus the Yukawa



coupling can be neglected (i.e., m~s 50GeV). The four scalar masses depend on the five A, and on the ratio v21v1. The procedure will be the following: The six-dimensional parameter space will be scanned. For each point in the space, the four scalar masses can be found. The renormalization group equations can then be integrated up to the unification scale. If no coupling diverges, then these values of the



scalar masses are deemed acceptable. Scanning the six-dimensional parameter space will then yield a
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surface in the four-dimensional scalar mass space, corresponding to the upper bounds to these masses. This calculation was first done by Komatsu [295],and was done in more detail in ref. [281]. The resulting surface is hard to visualize, even harder to draw and not possible to summarize in an analytic formula. However, slices of this surface can be taken in order to give an idea of the size of the bounds. One such slice is shown in fig. 26. For given neutral scalar masses, there is both an upper bound (caused by the requirement that the couplings not diverge) and a lower bound (caused by the vacuum stability requirement) to the charged scalar mass. Note that, unlike the minimal model, vacuum stability can be a problem even without a heavy top quark, since the scalar loop contributions to the beta functions can be negative. Another slice is shown in fig. 2 of ref. [281].*) It does turn out that the entire outer surface (upper limit) can be enclosed in a hypersphere, and thus one can state that 1/4



( ~



m”)



~260GeV.



(5.52)



scalars



The actual bound is somewhat tighter than this, and there is a complicated inner surface, as well. This bound, of course, assumes that no new physics enters until the grand unification scale. Another bound can be obtained which is similar to the triviality bound of Beg et al. [214], in which it is assumed that the scalar self-couplings divided by the U(1) gauge coupling is bounded for all scales (see section 4.2). This is considerably tighter, and gives upper bounds of order 100 GeV [296, 297], but, as discussed in section 4.2, such bounds assume the standard model is valid even beyond the Planck scale. Langacker and Weldon [298] considered the extension to multi-scalar models of the upper bound to the scalar mass in the standard model caused by the requirement of perturbative unification or of triviality (as in, for example, the Dashen—Neuberger bound). They showed that a numerically similar



bound will apply to the lightest neutral scalar. It is easy to see how this bound arises by considering the basis in which only one field acquires a vacuum expectation value, a-. In that case, the curvature along the direction from the origin to the minimum is O(Aa-2), where A is the self-coupling of the field. Since A will be bounded by perturbative unification or triviality arguments, the curvature will be bounded, and thus a diagonal element of the mass matrix will be bounded. Since one eigenvalue must be smaller than any diagonal element, one scalar mass must be bounded. *



Thus, one can visualize the region of masses allowed by perturbative unification and by vacuum stability as being bounded by both a three-dimensional outer surface and a three-dimensional inner surface in the four-dimensional mass parameter space. The outer surface is enclosed in the hypersphere with radius 260 GeV. The inner surface does allow very small masses (as in the lower left corner of the first slice in fig. 26), and cannot easily be described. Should a single scalar be discovered, then it will be a simple matter to plot the remaining allowed region (if any), of course. Now suppose there are heavy fermions. For a given top quark mass, there is a region similar to the



above, with a different shape, of course. To illustrate the effects of the top quark, we have plotted, in fig. 27, the figure in fig. 26, with m



4o and m~oboth very small, for different top quark masses. The region rapidly gets smaller as the top quark mass increases above 100 GeV. In the case illustrated, the allowed region disappears entirely for top quark masses above 130 GeV. Examining the entire allowed region (for other neutral scalar masses, etc.) one can show that the allowed region will vanish *) The reader is cautioned that fig. 2 of ref. [281]is given by the requirement that the couplings not diverge; the vacuumstability bound was not considered. The actual allowed figure will thus be considerably smaller. **) The Langacker—Weldon argument also considered fields with different quantum numbers than that of doublets, and is thus somewhat more general.
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Fig. 26. An example of a slice through the surface of allowed scalar masses in the two-doublet model. The allowed region of the charged scalar and pseudoscalar masses is given for various values of the neutral scalar masses. The lower curve, which isvery insensitive to the neutral scalar masses, comes from the requirement of vacuum stability, while the upper curves come from the requirement of perturbative unification.
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Fig. 27. The m5 = m~= 0 line of fig. 26, for different values of the top quark mass.



completely for top quark masses around 200 GeV (and fine tuning is needed to have top quark masses above about 150 GeV). It is easy to see why it must disappear entirely. In the minimal model, the Yukawa coupling blows up before the unification scale for top quark masses above about 240 GeV. In 2/v the two-doublet model, the Yukawa coupling is larger by a factor of (v~+ v~)~ ‘ 1. Thus, it will diverge for even smaller top quark masses than in the standard model. This is discussed clearly in ref. [299]. It should be noted that the necessary (but not sufficient) bound obtained above by considering the ray from the origin to the minimum is simply another slice in this multi-dimensional space. With a fourth generation, the size of the allowed region gets even smaller.



An alternate approach to determining the allowed region is the fixed point approach. With this method, one assumes values of the parameters at the unification scale and deduces the values at the



weak scale. This approach will obviously give the same allowed region, and is used to argue that the region near the boundary covers a larger region of parameter space at the unification scale than the region well inside the boundary. There is one potential advantage and one potential difficulty with this technique, however. It may be that the set of coupled differential equations is unstable in one direction, i.e., very small changes in the initial values at one scale result in large changes in the final values at the other scale. In the minimal model discussed in chapter 4, this does occur for values of the Yukawa coupling (at the weak scale) near its fixed point; and thus the fixed point approach more easily gives the allowed region. The fixed point approach in the two-doublet model was discussed in great detail by Hill, Leung and Rao [282]. They showed that in the three-generation case, the opposite instability occurs; that small changes at the unification scale result in large changes at the weak scale. Thus, the fixed point approach is not particularly useful in determining the boundary in the three-generation case.
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However, it is quite useful in the four-generation case. Hill, Leung and Rao classify all possible



couplings of the fourth generation to the scalars, and consider the bounds in each case. In some schemes, they obtain explicit bounds on the individual scalar masses, which are generally around



200 GeV, but are occasionally much lower (m4o is often required to be lower than about 100 GeV). An important result of their work is their demonstration that the couplings, regardless of their values at the unification scale, tend to be driven to the region in which the vacuum expectation values of the two



doublets align in such a manner as to preserve charge invariance. This seems to provide a more natural explanation for the half of parameter space in which U( 1 )em is unbroken. *) See ref. [282] for details. We have seen that the region corresponding to region A in fig. 23, the region in which the vacuum is stable and the couplings are perturbative, is much more complicated than in the minimal model. It corresponds to a region in the five-dimensional mass parameter space of the scalars and top quark.



Some general statements can be made: the top quark must be4, below about 200definite GeV, the sum of the etc., but more statements are scalar masses to the fourth explicitly power must be lessslices than of(260 difficult to make (without showing theGeV) five-dimensional space. Of course, vacuum stability is not a firm requirement, but the analysis of cosmic ray induced vacuum decay from section 4.2 implies that the only additional allowed region will be very small. * *) If there is a fourth generation, the fixed point analysis of Hill et al. [282]may give useful bounds, depending on the relative masses of the particles in the fourth generation. Note that if the top quark and a single scalar field are found, then the remaining three-dimensional region will be quite easy to draw, but detailed attempts to describe the five-dimensional region are probably premature. In multi-scalar models, there is one other type of bound that has no analog in the minimal model. This bound was first discovered by Georgi, Manohar and Moore [292] and will be discussed in the next section. 5.6. The Georgi—Manohar—Moore bound Consider a two-doublet model in which the vacuum expectation values of the neutral scalars are



and v



Suppose that the top quark (or the heaviest fermion) couples to ~. In the case in which v2, a new type of bound, originally due to Georgi, Manohar and Moore (GMM) [292],can be obtained. The possibility that the vacuum expectation value of the field that couples to the heaviest fermion is much smaller than the vacuum expectation value of the other field has been of great experimental interest twice in recent years. Several yearsthat ago, a resonance in preferentially radiative decays was seen at 2.2). The fact it seems to decay into strange final[300] states 2.



~



-~



tji



2.2 GeV; itthat wasitcalled indicated couldthe be x( a Higgs boson. However, the branching ratio observed for the radiative 4i



decay was too large. The Yukawa coupling to the charmed quark had to be increased by a factor of 4, indicating a model in which the ratio of vacuum expectation values v The Higgs 2.2) is now considered highly unlikely, since it is not seen2/v1 in the4. K~—K or interpretation K~—K~ decay of the x( Later, a state was seen in the radiative decay of the Y(9.46) at 8.3 GeV, by the Crystal Ball channel. collaboration [301], and called the ~(8.3). Again, the branching ratio was too large, and required a ratio



It should be pointed Out that the authors ofref. [282]incorrectly assumed that
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of vacuum expectation values greater than 10. (It is not certain that the heaviest fermion will have an enhanced coupling; it will either be enhanced or suppressed by that factor, depending on the model.) The GMM calculation was directed at the ~(8.3), which has since disappeared, yet the bound will apply to any model in which the top quark Yukawa coupling is significantly enhanced (the GMM bound will be much stronger than other bounds from, say, the KL—Ks mass difference [276, 286]). The GMM bound was generalized to other masses by Cvetic et al. [302].It should be noted that the observation of a scalar in radiative decays by no means shows that a Higgs boson has been discovered. One can always add a scalar which has nothing to do with symmetry breaking to the model and give it appropriate couplings. Nonetheless, the works discussed here assumed that the particle in question was a neutral scalar of a two-doublet model (and in the qualitative discussion below, the distinction between weak



and mass eigenstates will be ignored). The GMM bound arises as follows. Since v1 ~ v2, one can consider the effective theory below v2, by integrating out the heavy degrees of freedom. Since, as we will see, only one scalar has a mass of 0(v1), that scalar is the only scalar in the low-energy theory. Since the Yukawa coupling of the top quark is enhanced over the standard model by the ratio v21v1, it is very large and can thus2 destabilize < v~, then the



potential of the light will scalar low-energy If will this be instability occurs forThus, q if the ratio is effective field theory stillinbethe valid, and the theory. instability a fatal problem. too big, the instability arises. The GMM bound is an upper bound on the allowed enhancement of the



Yukawa coupling as a function of the scalar mass. Let us consider the



v



1/v2 —*0 limit of the scalar masses of the two-doublet model. The masses are given in section 5.2; taking the v11v2—*0 limit gives =



—~(A4+ A5)v~, rn’;o



=



—A5v~, m~o=2A2v~, ~



=



[2A1— (A3 + A4



+



(5.53)



and we have one light scalar and2/4A four heavy scalars. Integrating out the heavy degrees of freedom and



(A3 + A4 + A5) 2, the potential for 43° is 2— v~)2, (5.54) V(4)°)= ~A(4)° which is identical to the standard model potential. This potential can be renormalization group improved by replacing A with A(t). Strictly speaking, this ignores the scale dependence of p.2 (or equivalently v~)and the anomalous dimension. Including these will have a very small effect on the results; they will be ignored for simplicity. The beta function for A is given by defining A



=



A1



—



16ir2 dA/dt = 24A2



+



(12g~.— 9g2



—



3g’2)A



—



6g~+ ~g4 + ~g2g’2+ ~g’4,



(5.55)



where gy is the Yukawa coupling of the top quark, given by gy = m~Iv 1.By requiring that A(t) be 2 v~,so that the vacuum at v positive at q 1 is stable, one gets a lower bound on A(v1), which translates into a lower bound on m4o. Thus, for a given value of v1, one obtains a lower bound on the light scalar mass. The result is plotted in fig. 28 for various values of the top quark mass (GMM only considered



=



top quark masses up to 40 GeV). We see that the upper bound to the enhancement is extremely tight (~2for scalar masses below about 20 GeV for m~ 100 GeV). This is the GMM bound. It is easy to see why the bound is so tight. Consider the case of v21v1 = 5, for example. Then
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Fig. 28. The upper bound to the ratio of vaq~umexpectation values in the two-doublet model as a function of the Higgs mass, m,o, plotted for several values of the top quark mass. If this bound is not satisfied, an instability in the potential develops between v, and v2.



= 50 GeV. The resulting potential is identical to that of the standard model, with the mass scale scaled down by a factor of 5. Thus, a 100 GeV top quark has the same effect on the potential as a 500 GeV top quark in the standard model. The latter clearly causes a rapid instability.



There are many questions which arise regarding this bound. The above analysis implied a mass independent renormalization scheme. It might more reasonable to removeItthe vector top quark 2 lessbethan their masses-squared. might be and reasonable to contributions to the beta functions for q remove them for q2 


What about the effects of the additional scalars? These are easy to include by using the full renormalization group equations. The effects of the scalars turns out to be very small [302]. Consider the pseudoscalar, for example. If A 5 iswlarge, and there is no effect 2 ~ m~o, hich isthen nearthe thepseudoscalar cutoff at q2 =mass v~.Iisf large, A on the beta functions until q 5 is small, then there is no large effect on the beta functions since A5 is small. Thus, no value of A5 will have a major effect on the results. Reference [302]shows that the same is true for A2 and A4. The same is not true for the effects of A3, however. This is because it is possible for A3 to be large and all scalar masses to be small (although this necessitates fine tuning). Thus A3 will contribute to the beta functions for all values of t and, if it is large, can affect the result. The effect turns out to be small for positive A3, but potentially large for negative A3. Although the effective field theory approximation would seem to be questionable if v21v1 -~2, the inclusion of the effects mentioned above will account for most of the 0(v~/v~) corrections; thus the result should still be reliable. Cvetic et al. concluded that the GMM bound of fig. 28 is unaffected by the heavy fields [masses of 0(v2)] and additional scalar couplings unless A3 is large and negative (the effect is still negligible unless A3 ~ —1). If one requires perturbation theory to be valid up to the unification scale, then A3 cannot be large enough to affect the bound. See ref. [302]for a detailed discussion of the bound.
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6. The Higgs potential in supersymmetric models 6.1. Motivation and review of supersyrnmetry 6.1.1. Motivation for supersymmetry Seldom in the history of physics has a theory (or class of theories) for which there is not a shred of experimental evidence received as much interest and attention as supersymmetric theories. In supersymmetric theories, the particle spectrum is doubled: for each bosonic state, there is a fermionic state, and vice versa. The supersymmetric partners of the gauge bosons have spin one-half and are referred to as the photino, wino, zino and gluino; the partners of the Higgs boson(s) have spin one-half and are



referred to as Higgsinos; and the spin zero partners of the quarks and leptons are referred to as squarks and sleptons, beginning with the selectron and finishing, appropriately, with the stop. *) None of these supersymmetric partners has been observed. Since supersymmetry forces particles and their supersymmetric partners to have degenerate masses, and since there certainly does not exist a scalar with the mass of an electron, supersymmetry must be broken. Why would one wish to introduce a symmetry



which must be badly broken and which doubles the number of particles? The primary motivation for the intense study of supersymmetry over the past decade has been its role in solving the gauge hierarchy problem. Suppose one calculates radiative corrections to the mass of the Higgs boson, including the diagrams in fig. 29. If the momentum integral is cut off at a scale A, then the correction will vary at A2, thus the corrected Higgs mass is given by m~=m~+Cg2A2,



(6.1)



where m~is the bare mass terms, g is a typical coupling and C is a constant which, in general, is of order unity. For an explicit example, see the discussion of the one-loop potential [viz. eq. (2.65)]. The cutoff, A, is the scale beyond which the standard model is no longer valid. This quadratic divergence does not affect the low-energy theory, since it can be subtracted off. This is familiar from QED. There, the corrections to the fermion mass diverge as a ln(AImf), and are subtracted off in mass renormalization.



There is one big difference between the two cases, however. In QED, even if the cutoff were the Planck scale (and we know that QED cannot be the full theory beyond the Planck scale), the correction is still smaller than the fermion mass, since a ln(A/mf) s 1. In the Higgs mass correction, however, the divergence is quadratic. If the standard model were valid up to, say, the unification scale, then A would be of order 1015 GeV. Since the corrected Higgs mass must be 0(1) TeV, one must arrange a cancellation between the bare mass and the correction of at least 24 orders of magnitude. This cancellation must be maintained through many orders of perturbation theory. This is the first part of the hierarchy problem [303—308].How can the large disparity in mass scales



-~--Q-L-+



HQH



Fig. 29. First-order loop corrections to the mass of a Higgs boson. The particle in the loop can be any particle which couples to the Higgs, including one of the ultraheavy particles of a grand unified theory. *)



Actually, the scalar partners of the quarks are usually called “down squark”, “top squark~’.etc., since it is difficult to put an “s” in front of



the strange. charm and bottom quarks.
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present in any grand unified theory be maintained if one includes radiative corrections? The second part of the hierarchy problem can be stated very simply: How can the large disparity in mass scales arise in the first place [309—313]? The mere existence of two widely disparate mass scales does not necessarily mean that fine tuning is required; in grand unified theories, for example, the QCD scale arises naturally from the evolution of the strong coupling down from the unification scale. In the case of the electroweak scale, however, as discussed clearly in ref. [309], the parameters of the scalar potential must be adjusted by over 24 orders of magnitude.



There have been several attempts to deal with this problem. One promising approach is technicolor [314—317].These models eliminate fundamental scalars altogether, amd make the Higgs boson a



composite object made of fundamental fermions (technicolor is to the standard Higgs model as BCS theory is to Landau—Ginzberg superconductivity). Thus, in these models, the cutoff A is small, of 0(1) TeV, and the hierarchy problem disappears. Unfortunately, it seems to be very difficult to make a satisfactory model. One could also have the fermions and gauge bosons to be composite objects, although no compelling model exists. Another approach is supersymmetry. In a supersymmetric theory, every particle going around the



loop in fig. 29 is accompanied by its supersymmetric partner. Since fermionic loops have a factor of —1, the two contributions will cancel; in a supersymmetric theory, the coefficient C vanishes. In fact, the contributions will cancel to all orders in perturbation theory. This last statement is an example of one of the most remarkable features of supersymmetric theories: the nonrenormalization theorem [318—327].The theorem states that all mass and coupling constant renormalizations in a supersymmetric theory are given entirely by the wave function renormalization, to all orders in perturbation theory. The fact that C vanishes in the above expression in a supersymmetric



theory is just a special case of this theorem; the mass renormalization in this case vanishes. An example of a coupling constant renormalization can easily be seen from the expression for the one-loop potential. The coefficient of the 434 ln(4)2) term in the one-loop potential is ~ (—1 )FM~,where the sum



is over all spin states and F is the fermion number. In a supersymmetric theory, the bosons and fermions of a supersymmetnc representation have the same mass and the same number of degrees of freedom, thus this coefficient vanishes. As a result, the renormalization of A vanishes. In general, the



theorem ensures that terms which are not initially present in the theory will not be generated by radiative corrections. Of course, supersymmetry must be broken. If it is broken, then the effective cutoff is given by 2



A



2



—



2



mB—mF



.



(6.2)



To avoid the necessity of fine tuning, the value of A should be of the same order as the electroweak scale. This implies that the scale of supersymmetry breaking should be the electroweak scale, and thus



the supersymmetric partners should be observable in forthcoming experiments. There are other motivations for considering supersymmetric theories. Consider an operator, Q, in a supersymmetric theory which transforms a boson field to a fermion field, QB = F. Then, since bosons have dimension one and fermions have dimension three-halves, Q must have dimension one-half. Applying Q2 to a boson field must (since Q is spin one-half) result in a boson field, but Q 2B has dimension two. Thus, applying a supersymmetric operator twice to a boson field must give an object with dimension one times the boson field. The only Lorentz-invariant object of dimension one is the four-momentum. Thus, two supersymmetric transformations give a translation! This is, in fact, howone



defines a supersymmetry algebra,
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~ [Q~,P~]=0, [Pa,Pp]=0, (6.3) where the subscript is a Dirac index and the superscript labels the number of generators. P,~is the four-momentum. Thus, supersymmetric transformations are very closely related to space—time transformations (some say that a supersymmetric transformation is the square root of a space—time transformation, in the same sense that the Dirac equation is the square root of the Schrödinger equation). Since general relativity arises from considering local space—time translations, it is not surprising that locally supersymmetric theories contain general relativity. Thus, local supersymmetry is called supergravity. Supersymmetric theories provide a framework for unifying gravity with internal symmetries, and the powerful nonrenormalization theorem indicates that the divergences which plague quantum gravity might be ameliorated (or even eliminated). The possibility that supersymmetric theories might lead to unification of gravity with internal symmetries and, possibly, a finite theory of quantum gravity would be reason enough to study such theories in detail, even if the supersymmetry were broken at a scale beyond reach of accelerators. Given additional motivation from the fact that supersymmetric models may solve the hierarchy



problem,*) one can understand the intense study such theories have received in the past decade. In this chapter, we will focus on the constraints placed by supersymmetry on the Higgs potential. In the next two subsections, we will briefly review globally supersymmetric models, discussing the Higgs potential in such models and the methods of supersymmetry breaking, then turn to locally supersymmetric models. In the next section, the tree-level potential in the most general broken supersymmetric models will be considered. Because of the existence of scalar quarks and scalar leptons in these models, one must beware of generating vacuum expectation values for these fields; the constraints that this places on the models will be discussed in section 6.3. We will then turn to the most promising models, those in which the electroweak scale can be naturally generated, which are called dimensional transmutation models and no-scale models, and discuss the effects of radiative corrections to the Higgs potential in each. There are many, many reviews and several Physics Reports dealing with supersymmetric theories. Rather than list them all, those that are relevant for the subjects considered in this chapter will be discussed. A very clear introduction to model building in supersymmetry is given, along with numerous references, by the review of Nilles [328]. A workshop entitled “Supersymmetry versus Experiment”, which had many different approaches to the introduction of supersymmetry, was summarized by Nanopoulos and Savoy-Navarro [329]. A detailed discussion of the phenomenology of supersymmetric models was given by Haber and Kane [330], and the most recent article, which discusses dimensional transmutation models, no-scale models and superstring models, is the comprehensive review article of Lahanas and Nanopoulos [331].All of these review articles are very clear and contain exhaustive lists of references. 6.1.2. Globally supersymmetric models Let us first consider unbroken, global supersymmetry. If the defining relation of the supersymmetry algebra, eq. (6.3), is multiplied by y~and the trace over Dirac indices is taken, the result gives the



Hamiltonian H=



*)



~ Q~Q’~’(no sum on i).



(6.4)



The above argument only shows that supersymmetry solves the first hierarchy problem. We will see later that it may solve the second as well.
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Since the Q’s annihilate the vacuum, one can immediately see that the supersymmetnc vacuum will have vanishing energy and the energy of a nonsupersymmetric vacuum is positive 13191. From the nonrenormalization theorem, this statement is true to all orders in perturbation theory. Thus, unlike standard gauge theories, globally supersymmetric theories do set the zero of energy. It is also easy to see whether a given vacuum is supersymmetric: if its energy is nonzero, supersymmetry must be broken, if it is zero, then supersymmetry is not broken. Since each generator changes the spin by ~, for N = 1 (where N labels the number of generators Q,) the supermultiplets have components with helicities (0, ~),(~,1),.. . , while for N = 2, they have helicities (— ~, 0, ~), (0, ~, 1),.. , etc. All theories with vector bosons have those vectors in the adjoint representation; one can thus see that only N = 1 supersymmetry can give a theory which is nonvectorlike. As a result, only N = 1 supersymmetry is generally considered in constructing supersymmetric models. Could the Higgs bosons of the standard model be the supersymmetric partners of one of the lepton doublets? After all, the SU(2) x U(1) quantum numbers are the same. The answer is no. Fayet [332] unsuccessfully attempted to construct such a model. The problem is that the Higgs field would have to be the supersymmetric partner of a neutrino (or else charge would be broken), but this means the Higgs field would carry lepton number. Thus, lepton number would be spontaneously broken. The limits on the allowed violation of lepton number [333]are severe enough to eliminate this possibility. As will be noted shortly, there are also other, fatal difficulties with attempting to identify the Higgs scalar as the .



supersymmetric partner of a lepton doublet. All of the particles of the standard model must therefore



have supersymmetric partners. In order to discuss the manner in which supersymmetry is broken, we now discuss the Higgs potential in N = 1 globally supersymmetric models. In the general supersymmetric model, one has a gauge group with gauge bosons A~and their



fermionic partners A~.Left-handed fermions, ~/4,can be put into a supersymmetric multiplet with their scalar partners, 43’. The 43’ are complex scalar bosons; note that both the scalar and the fermion have two degrees of freedom. The right-handed fermions and their partners are the complex conjugates of the left-handed fennions and the 4)’, respectively. In order to calculate the Higgs potential and the various Yukawa interactions, one must introduce the superpotential. *) The superpotential, W, is a function of the 4)’ but is not a function of the 4)’ ~ W is only restricted by gauge invariance. The Yukawa interactions are given by =



(a2WIo4)’ ~4)’)~4~’L.



(6.5)



There is also a contribution to the scalar potential from W, VF



=



~ aWh943 2. 11



(6.6)



An additional contribution to the scalar potential comes from the gauge interactions, VD



=



~ (g~4)~~G4)j)~,



(6.7)



where the sum runs over all generators and g~is the coupling constant associated with T°.In the *)



The results of this and the next paragraph are derived in most of the reviews noted in the last section.
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particular case of a U( 1) generator, this formula is not quite adequate. The general contribution of a U(1) generator is VD=~



~g2(4)~y4).+~



(6.8)



where ~ is an arbitrary parameter called the Fayet—Iliopoulos term [334]. In many models, this parameter is forced to be small [335], but it can, in general, exist. The procedure for determining the scalar potential and the Yukawa couplings is straightforward. One writes the most general superpotential allowed by gauge invariance, and plugs into eqs. (6.6) and (6.7) [or (6.8)] to get the scalar potential, and into eq. (6.5) to get the Yukawa couplings. Note that one can set, arbitrarily, any coefficient of the superpotential to be zero, and the nonrenormalization theorem ensures that the term which has been eliminated will not arise in higher order. One can see immediately that an additional Higgs doublet is needed. Masses for the charge 2/3 quarks are obtained in the standard model by coupling the quarks to the conjugate of the Higgs field. However, conjugates of fields are not allowed in the superpotential, thus mass cannot be generated for these quarks. An additional scalar doublet must be added (it should be noted that this new doublet does not have the same quantum numbers as the lepton doublet, thus it certainly cannot be the supersymmetric partner of the lepton doublet). Thus, the minimal supersymmetric model must contain at least two doublets. Note also that the requirement that the scalar potential be at most quartic (to avoid having a nonrenormalizable theory) forces the superpotential to be at most cubic in the fields. We can now construct a globally supersymmetric model. In addition to needing to ensure that SU(2) x U(1) is broken, one also must be sure that supersymmetry is broken. There are three ways in which supersymmetry can be broken: dynamical, spontaneous and soft. We now discuss each of these



possibilities in turn, concentrating on spontaneous supersymmetry breaking, which has drawn the most attention (as far as global supersymmetry is concerned). In an extremely clear and well-written paper, *) Witten showed [306], in a simple quantum mechanics example of N = 2 supersymmetry, that nonperturbative effects could cause the energy of the ground state to shift from zero, thereby breaking supersymmetry. Several models of dynamical supersymmetry breaking were proposed [336—338].However, in his index theorem, Witten showed [339, 340] (using very general arguments) that nonperturbative effects could not, in most realistic cases, break supersymmetry. Also, no nonperturbative mechanism for dynamical supersymmetry breaking in four space—time dimensions is known. As a result, interest in dynamical supersymmetry breaking has faded. The mechanism of supersymmetry breaking which has, in globally supersymmetric models, attracted the most attention is spontaneous supersymmetry breaking. As discussed above, the scalar potential is given by V=VF+VD,



(6.9)



where VF =



~



(6.10)



‘~This paper was so readable to those with no prior experience in supersymmetric models that it is partly responsible for the explosion of interest in supersymmetric model building in the early 1980s.
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is the “F-term”, W is the most general cubic polynomial in the fields, and VD=~



(6.11)



~



is the “D-term”. Here, the ~ term only exists if a labels a U(1) generator. This potential must be positive or zero.



If the potential is strictly positive, then the ground state energy is nonzero and thus the ground state breaks supersymmetry. This can happen if either the D-term is nonzero or the F-term is nonzero (or both). The F-term can be made nonzero (this is called O’Raifertaigh-type breaking [341])by judicious choice of superpotential. In order to avoid the F-term vanishing for zero values for the fields, there must be a term linear in one of the fields. This can only happen if there is a gauge singlet in the model. As an example, a superpotential of the form W= gAY + AX(A2 M2), where A, V and X are fields and M is a constant, yields a potential —



V= g2~A~2 + A2~A2 M2~2+ gY+ 2AAXI2, —



(6.12)



which can never be zero. Thus supersymmetry is broken. To make the D-term nonzero (this is called Fayet—Iliopoulos-type breaking [342, 343]) one must have a nonzero value for a ~ parameter (or else



the D-term vanishes at zero field). Thus, only the D-term corresponding to a U(1) group can be nonzero. With any mechanism of spontaneous supersymmetry breaking, however, there is a potentially serious



difficulty. Ferrara, Girardello and Palumbo showed [344]that a mass formula holds at tree level in any model of spontaneously broken supersymmetry, ~ (—1)21(2J + 1)M~= ~ 5~aTr(Ya),



(6.13)



where the sum on the left is over all the spin states in a supermultiplet and the sum on the right extends over all possible U(1)~groups with non-vanishing ~‘s(if the supersymmetry is broken via F-terms, then the right-hand side is zero). In the standard SU(3) x SU(2) x U( 1) model, the trace of the hypercharge operator vanishes and the right-hand side will vanish. This is fatal, since it would say that the average mass of the bosons in a multiplet must equal the fermion mass, i.e., a charged scalar must be lighter than the electron. This is phenomenologically unacceptable.



There are two potential solutions to this problem. Fayet considered models [345—349] with an extra U( 1), so that the trace of the hypercharge operator did not have to vanish. The construction of these models has several difficulties (see ref. [328] for a clear discussion), the most serious of which is the



presence of anomalies. In order to cancel the triangle anomalies, many additional fields must be introduced [350—353]. These additional fields, once the D-term acquires a vacuum expectation value, tend to develop negative mass-squared terms, which then, since many ofthem are colored, break QCD. Even more fields can be introduced to attempt to cure this. The simplest model which claims to be



anomaly free, break supersymmetry and not break QCD has thirteen singlet fields and very bizarre hypercharge quantum numbers (such as VTI) [354].It is not clear whether any realistic model can be constructed. The other solution to the problem posed by the Ferrara—Girardello—Palumbo mass formula is to



require that all known particles be massless at tree level; the mass formula is then trivially satisfied. The
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particle masses can then be generated via radiative corrections [353,355, 356]. In all of these models, one sector of the superpotential (called the hidden sector) contains multiplets which have not been observed (yet); the other sector (called the observable sector) contains the known particles. In the hidden sector, supersymmetry is spontaneously broken. The mass formula poses no problem since these fields have not been observed. The mass splittings in the observable sector arise through loop diagrams. A major disadvantage to these models is that the supersymmetry breaking scale and the electroweak breaking scale arise from different terms in the superpotential. Since one of the motivations of supersymmetry is the relationship between the two, this is not aesthetically appealing.



A similar class of models has been proposed which does connect the two scales [357—359]. These models also have a hidden sector in which supersymmetry is spontaneously broken. Here, however, the supersymmetry is broken at a large scale, X, and the weak scale is generated by radiative corrections. One would think that breaking supersymmetry at an enormous scale would destroy the solution to the hierarchy problem. However, in such models the Higgs field can only communicate with the hidden sector via several loops; the Higgs mass then acquires a value of A~MX,where n gives the number of loops. If there are enough loops with small enough couplings, the hierarchy problem is solved. The advantage of these models is that the Lagrangian only contains the unification scale; the electroweak scale is then generated. The disadvantage of all models of spontaneous supersymmetry breaking is that the superpotential is quite contrived. The last model of spontaneous supersymmetry breaking to be discussed is the inverse hierarchy model of Witten [360].In this model, the electroweak scale is taken to be fundamental and the unification or Planck scale is generated. Consider a superpotential W(A, X, Y)= ATrA2Y+gX(TrA2



—



(6.14)



M2),



where A and V are in the adjoint representation of SU(5) and X is a singlet. This superpotential leads to broken supersymmetry and a vacuum expectation value for A of gM(A + 30g2)~2 diag(2, 2, 2, —3, —3), which breaks SU(5) to the standard model. The important point is that the vacuum value of X is undetermined at tree level (given (X), the vacuum value of V is known). This is a general feature of spontaneously broken supersymmetry models. Since (X) is undetermined, it can only be determined through radiative corrections. Witten showed that the one-loop correction to V(X) is V(X)



=



A2 +30g2 (i



+



30g2(29A2—50g2) ln



(X2/p.2)).



(6.15)



If 29A2 


chapter 4 for heavy fermions. In that case, the one-loop contribution is negative, destabilizing the
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potential, but the potential turns around at very large scales. However, it was argued at the end of chapter 4 that this case is the same as Coleman—Weinberg symmetry breaking (with a very small bare mass term). This may be puzzling, since the latter is definitely fine tuned, but the inverse hierarchy model appeared not to be. The puzzle was resolved by Einhorn and Jones [88],who showed that the large scale X is generated even in the limit M —*0. It is therefore not correct to say that the large scale, in inverse hierarchy models, is generated by the small scale. The correct statement is that the large scale is generated by dimensional transmutation, as is the scale in Coleman—Weinberg models, and the small scale is just an additional scale in the model. The inverse hierarchy model thus does not avoid fine tuning (although the supersymmetry ensures that the fine tuning is stable). See a detailed discussion in ref. [362]. This concludes ou~survey of spontaneously broken global supersymmetry. No model is particularly compelling, and all require many additional fields as well as a contrived superpotential. The remaining option is to break the supersymmetry explicitly. Of course, including the most general explicit supersymmetry breaking terms will eliminate any effects of supersymmetry; rather, one introduces soft supersymmetry breaking terms, i.e. those that break the supersymmetry in a way as to preserve the nonrenormalization theorem [363].These terms include a mass term for each of the scalar fields in the theory, a term proportional to each of the cubic terms in the superpotential, a term proportional to each of the quadratic terms in the superpotential, a term proportional to each of the linear terms in the superpotential, and a mass term for each gauge fermion. Several early papers [364—366] simply added such terms to the model. At first, such schemes seem extremely ugly, arbitrary and seem to give no hope of understanding the origin of the weak scale. In addition, soft supersymmetry breaking generally gives large FCNC [367], and thus the parameters must be chosen to avoid such currents. However, virtually all builders of supersymmetric models now use softly broken supersymmetry. The reason is that these soft breaking terms seem to arise naturally from spontaneously broken supergravity models (and they seem to naturally give relationships between the parameters which eliminate FCNC); and the size of these parameters can even be understood. Shortly after the inverse hierarchy model appeared, it was realized [368]that the effective theory at the electroweak scale would be one of softly broken supersymmetry, and shortly afterwards it was found that spontaneously broken supergravity also gave such breaking in the effective low-energy theory [369].Since spontaneously broken supergravity is the basis of most of today’s models (as well as the low-energy limit of superstring theory), most low-energy supersymmetry models have softly broken supersymmetry (although, as we will see, there are relationships between the various mass terms). Finally, it should be noted that all models of global supersymmetry breaking have one additional



problem. They all must be wrong. The reason is simply that the vacuum energy of a broken globally supersymmetric model must be positive (and of the order of the electroweak scale). The vacuum energy today is observed to be zero. In local supersymmetry (supergravity), however, an additional term arises



which can make the vacuum energy vanish. We now turn to supergravity models. 6.1.3. Supergravity models



Since supergravity models provide a framework for unification of gravity with the nongravitational forces, allow for a vanishing vacuum energy, provide a solution of both hierarchy problems and appear to be the low-energy limit ofsuperstring theories, it is not surprising that most of the models considered in recent years have been supergravity models. Supergravity is a very complex subject; it is reviewed in the Report of van Nieuwenhuizen [370] and in books of Wess and Bagger [371] and of Gates et al.
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[372]. In this chapter, we are only concerned with the aspects of supergravity models which affect the electroweak scalar potential, and thus the discussion can be greatly simplified. In most supergravity models, the superpotential is broken into two sectors — a hidden sector and an observable sector (which contains the known fields). Unlike the case of globally supersymmetric models, however, it is assumed that there are no terms coupling the two sectors. As a result, they can



only communicate via gravitational interactions. Supersymmetry is broken spontaneously in the hidden sector. Since the only way that this breaking can be communicated to the observable sector is through gravitational interactions, the loop diagrams which split the supermultiplets of the observable sector must contain at least one power of 1 / M~1.On dimensional grounds, the mass splitting in a supermulti1IM~.Since this mass_splitting is of the order of the electroweak scale, the scale of plet must be ~ breaking is 0(VM~M~ supersymmetry 1) 10~° GeV, for the most common case of N = 1. Since supergravity models contain gravity, they must have a gravitino. It can be shown that when the model is fine tuned to eliminate the cosmological constant, then the gravitino mass turns out to be of the same



order as the electroweak scale [373]. In order to determine the effective low-energy theory at the electroweak scale, the ~



—*



~ limit of



spontaneously broken supergravity must be taken. In this limit, the low-energy theory has global supersymmetry, which is broken by soft supersymmetry breaking terms of the order of the gravitino mass. The models fall into two categories. In one case, the soft supersymmetry breaking terms also break SU(2) X U(1), i.e., a negative mass-squared term for a Higgs field is one of the soft supersymmetry



breaking terms [374—379]. These models often have difficulty in that the choice of parameters needed to break SU(2) x U(1) tends to cause also additional minima which break charge and/or color, and which are deeper than the desired minimum. There may be a small part of parameter space in which this difficulty might be circumvented.



In the other case, which has attracted much more interest, the soft supersymmetry breaking scalar mass-squared terms are all positive, and thus SU(2) x U(1) is not broken [380—398].If all of the mass-squared parameters are positive, it would seem to be difficult to have the required SU(2) x U( 1) breaking. However, the mass-squared parameters are scale dependent, and they only need be positive



at the Planck scale. To find their values at the electroweak scale, one must use the renormalization group equations. Something remarkable now happens. The mass-squared parameters of all scalars (Higgs, squark, slepton, etc.) vary with the scale, and yet one generally finds that the mass-squared parameter of one of the Higgs scalars varies most rapidly. As a result, the value of the Higgs mass-squared is driven negative by the electroweak scale, while the value of the squark and slepton masses-squared remain positive. Thus, SU(2) x U(1) is broken, while charge and color are not. In most of these models, a heavy top quark is used to drive the Higgs mass-squared, although this is not strictly necessary [399,400].



These models, which include the dimensional transmutation models, provide a very natural explanation of the correct symmetry breaking pattern and of the generation of the gauge hierarchy (without the contrived nature of the O’Raifeartaigh models discussed in the last section). These models do not necessarily explain the entire hierarchy problem, however, since the soft supersymmetry breaking terms



are of the order of the gravitino mass, and the fact that this mass is ofthe order of the electroweak scale (in most models) is not explained. In “no-scale” models [394],a noncompact symmetry is used to make



the gravitino massless at tree level; radiative corrections generate a small mass. These are the only models which may completely explain the hierarchy problem. Even more appealing is the possibility



that these models arise from the low-energy limit of superstring theory. These models will be discussed in a bit more detail in section 6.4.
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Let us now see the nature of the soft supersymmetry breaking terms in the effective low-energy theory. We follow the work of Soni and Weldon [4011,which is nicely summarized by Quiros et al. [402]. In a theory with N = 1 supergravity, one can define a “Kähler potential”, given by G=



çb~4)’ +



ln(f) + ln(ft),



(6.16)



where f is the superpotential. The scalar potential is given (in minimal supergravity) by V= eG(G~G,—3)



(6.17)



+ VD,



where VD is the same D-term as in global supersymmetry, G, = dGh94)’ and G’ = ~GId43~. The scalar fields are put into two sectors: a hidden sector with fields MC’ and an observable sector with fields y’4. Here, M is the Planck scale. We wish the fields of the hidden sector to acquire vacuum values of 0(M), while those of the observable sector get vacuum values 40(M). The most general M dependence of the superpotential consistent with this is [402] W(C’, ya)



=



M2f 2(C’)



+f(C’



(6.18)



ya)



Plugging this superpotential into eqs. (6.17) and (6.16) yields (to leading order in M) 2V~(~) + V~(C,y’~)+ VD + O(1IM),



(6.19)



V= M



where



V 2



=



e’~’(~Df2~ 3~f2) —



tf[(Df =



Vy~ya+ e~



2)t(Dfo) +f~(y0



and where Df~= of~h9C+



df~/ôYa— 3f0) + h.c.]



+2



+



e~l~( f0/~y~



(6.20)



f



2~y~ya),



~



Now, in the limit as M ~, the low-energy theory is found by expanding V00( ~, ya) about C~’which is the minimum of V~[V~ (Ce) = 0]. Note that the expression for V2 has both positive and negative terms, thus the cosmological constant can be made to vanish by choosing Df2( C~)= V’~f2(C0). This is a major —*



advantage of supergravity over global supersymmetry. Defining e’~’°f0(C, y°)= W(y”),



(6.21)



we have a superpotential, W, involving only observable fields. In the M—* ~ limit, we can write eq. (6.20) as 5) = 9W/oy°~2 + VD + m~ 5 + h.c.], (6.22) VLE(y 12y~y” + m312[(V~C0 3)W + ya 9Wh9y where m 2= e’l’0f 3/2 = ec~ 2( C0) + O(1/M) is the gravitino mass. Decomposing the superpotential into trilinear, W3, and quadratic, W2, terms (ignoring singlet fields for now), this can be rewritten in the final —



form 2+ VD + m~ VLE = JoW/oy~ 12y~ya + m3/2[AW3(y”) where A=\/~ and B=A—1.



1) +



BW2(y’



+



h.c.],



(6.23)
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This gives the form of the low-energy potential. It is quite general and does not depend much on the details of the hidden sector. Note that all scalar fields acquire a common mass equal to the gravitino mass (at the unification scale), and that any term which appears directly in the superpotential can also be added, although the cubic terms appear with the same coefficient, A, and the quadratic terms appear with the coefficient A — 1. This potential is extremely restrictive; only two free parameters characterize the soft supersymmetry breaking terms (in the scalar sector; the gaugino masses will have another parameter characterizing their masses). Many of the papers discussed above have analyzed the low-energy theory resulting from these soft terms (they will be discussed further in section 6.4). Quiros, Kane and Haber [402] have emphasized, however, that this is not the most general form of the soft terms. They argue that one can add a term to the right-hand side of eq. (6.21), w(C)h(y”), where h is another superpotential and w( C0) = 0. This term satisfies all of the required minimum conditions, etc., and cannot, in general, be excluded. This adds a term to the low-energy potential given 7~w’(C by m3/2Ch(y”), where C = \ 0). Since h(y”) is completely general, this means that any term which can appear in the superpotential can be added with arbitrary coefficient (the supersymmetric terms in VLE only involve W). Thus, although most models do take C = 0 and are thus very restrictive, the possibility of nonzero C should be kept in mind.



We thus see that all of the scalar fields acquire a common mass at the unification scale. Consider, as a simple example, a superpotential with a single term A~HQT,where H is the Higgs field, Q is the top/bottom quark doublet and T is the right-handed top quark singlet. This term does dominate in many realistic models. The renormalization group equations for the scalar mass-squared terms give (see any of the review articles mentioned above) 2)(m~ + m~+ m~.), dm~./dt= 2(A~/81T2)(m~+ m~+ m~.), dm~/dt= 3(A~/8ir (6.24) dm~/dt= (A~/8i~2)(m~ + m~+ The 3 in the first equation is due to the fact that the loop correction to m~has a Q and a T in it, and there are three colors; the 2 in the second is due to the fact that the loop correction to m~has a Q and an H in it, and there are two isospin states. We see that the beta function for m~is larger than for m~ or m~..As a result, since they start at the unification scale with the same value, m~will go negative before the other masses-squared. These models thus explain very clearly why the mass parameter for a Higgs boson is negative at low energies, while the mass parameters for the quark fields are positive. (In fact, they may be the first explanation in any theory for why the mass-squared parameter of the Higgs field must be negative). One does have to be very cautious in assuming that the electroweak symmetry will break at the point where the mass-squared parameter crosses zero (it generally is not broken at that point); this will be discussed in more detail in section 6.4. It should be noted that we still have not explained why the electroweak scale must have the value that it has, since m 3/2 is of the order of the electroweak scale and is in the unification scale Lagrangian. No-scale models solve this problem. It is clear from the above discussion that analysis of the models in which the electroweak scale is radiatively generated requires consideration of one-loop corrections to the scalar potential. This even will beif 2) term will vanish very different in supersymmetric models (the coefficient of the 4)4 ln(4) supersymmetry is softly broken) than in nonsupersymmetric models. In the next sectiOn, we will ignore radiative corrections entirely and treat the scalar mass-squared parameters as free parameters. If one wishes to relate them at some unification scale, or if one wishes to derive the electroweak scale in terms of the unification scale, then it would be necessary to consider the full renormalization group equations.
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If we treat these parameters as completely free parameters, however, the neglect of radiative corrections will be very small (they will, as usual, affect light scalar masses). Thus, in the next section, the tree-level potential will be considered with completely arbitrary soft supersymmetry breaking terms. In section 6.3, the question of the constraints necessary to avoid charge and color breaking will be discussed. Then, in section 6.4, we will consider the renormalization group analysis and radiative corrections in much more detail. 6.2. The tree-level potential in supersymmetric models 6.2.1. SU(3) x SU(2) x U(1) models with doublets In this section, we will consider the most general tree-level potential with arbitrary soft supersymmetry breaking terms. Since the soft supersymmetry breaking terms are completely arbitrary, one does not expect radiative corrections to significantly affect the results, since the primary effects of radiative corrections are to change the effective soft supersymmetry breaking terms. The results will also include



models in which supersymmetry is spontaneously broken, since one can consider the limit in which the soft terms vanish. Thus, the results presented in this section are extremely general. Many of the results in this section have been reviewed (and in many cases derived), and extensive phenomenological



analyses have been done in the papers of Gunion and Haber [280,403, 404]. One might think that a model with completely arbitrary mass parameters for the scalars would give completely arbitrary scalar masses. A remarkable fact about softly broken supersymmetric models is that very restrictive relations can be found in spite of the arbitrariness of the soft terms. In this section, it will be assumed that the vacuum expectation values of the scalar quarks and leptons are zero, and thus squark and slepton fields will not be included in the potential. Let us begin by considering the minimal supersymmetric model: an SU(3) x SU(2) x U(1) model with two scalar doublets, H1 and H2, with hypercharges —1 and + 1, respectively. This model was considered first in refs. [405,281], and discussed later in refs. [406—408]. Since no gauge-invariant cubic term can be constructed out of doublets, the only term in the superpotential is quadratic,*) W= m4H1H2.



(6.25)



The most general soft supersymmetry breaking terms which can be added to the scalar potential are quadratic masses for2+the scalar —fields and a term proportional to the term in the superpotential, m~JJ 2m~(H = m~IH1I 2~ 1H2+ h.c.), (6.26) where m~= Bm4m312. Here, all three mass parameters are completely arbitrary. The supersymmetric part of the potential is given, in general, by (6.27)



2], +



~[D~D~ + (D’)



where F, =



9WIdA~, D~=~gA~a-, 1A1, D’



~ By



H,H,,



we mean that the SU(2) indices are



~g’y~A7A,,



(6.28)
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and A denote all of the scalar fields in the theory. It has been assumed here that the Fayet—Iliopoulos 4 term is not present in the U(1) D-term; it will not arise if the theory is embedded in a grand unified or string theory. In the model under consideration, the F-terms in eq. (6.27) give terms identical to the m~ and m~terms in eq. (6.26). Since the latter are already completely arbitrary, these can be neglected. The final result for the most general potential in the minimal supersymmetric model is then given by V= m~Hj2+ m~H1~—2m~(H1H2+ h.c.) m~is chosen



2 E HkH +



~g



+ 2 kg’2(~Hj2—



1



+



H~H2~



(6.29)



to be positive by a phase convention.



Note that, in the notation of the last chapter, the p.~coefficient and the p.~coefficients are equal, and thus the potential automatically conserves CP. The mass parameters in eq. (6.29) are arbitrary, but mass relations will still be found. The reason is simple: the potential has three arbitrary parameters from which five masses (the W, charged scalar, pseudoscalar and two neutral scalars) are found. The requirement that the origin of field space not be a minimum (so that spontaneous SU(2) X U(1) breaking can occur) is the same as the requirement that the determinant of the curvature matrix at the origin be negative, i.e., that m~m~ < m~.Also, if one calls the neutral weak scalar eigenstates H? and H?, and looks along the direction H? = H?, then the quartic terms in the potential vanish along that direction. The quadratic terms must be positive along that direction to avoid an instability at very large fields. This implies that m~+ m~> 2m~.With these conditions, SU(2) x U(1) is spontaneously broken down to U(1). The vacuum expectation values of H? and H? are labelled v 1 and v2. We can now calculate the masses of the scalars. The mass matrix for the charged scalars is given by 2v (m~v2Iv1+ 2v + kg 1v2 ~ ~6 30 2v~’) ‘ 5’ \ m~+~g 1v2 m~v1/v2+~g and for the pseudoscalars it is (m~v2/v1



2



)



(6.31)



m 3



m3v1/v1



Each of these matrices has a zero eigenvalue, corresponding to the Goldstone bosons which give mass to the weak vector bosons. The physical scalar masses are m~o= m~(v1/v2+ v,/v1),



(6.32)



m~± = m~o+ ~



(6.33)



This latter equation is the first constraint. It says that the mass of the charged scalar must be greater than the mass of the W-boson. Discovery of a lighter charged scalar would rule out the minimal supersymmetric model. Note that the pseudoscalar mass vanishes if m~—+0. This is expected since, in that case, the potential would have a global U(1) Peccei—Quinn symmetry; the pseudoscalar would be the axion. An even stronger, and more important, constraint can be found by considering the neutral scalar
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mass matrix, given by 2



—22



(m3v2/v1+g v1 2v



~‘



where



—m~— g 1v7 ~2



+



~



2



—2



634



—m3—g v1v2 2v~ m~v1/v2+ ~



g’2). The eigenvalues of this matrix are given by



m~ = ~[m~ + m~o±~(m~ +



cos22/3],



(6.35)



m~o)2— 4m~m’o



where tan f3 an v 21v1. The mixing angle which diagonalizes this matrix is given by tan 2a



=



tan 2f3 [(m~ + m~)/(m~o — m~)].



(6.36)



It is easy to see that the smallest eigenvalue of this matrix must be smaller than m~and also smaller than m~o.*)This means that the lightest scalar must be lighter than the Z boson, and it is therefore experimentally accessible in the near future. In fact, the scalar must have a mass less than m~~cos 2f3 As we will see, all softly broken supersymmetric models have a similar upper bound to the lightest scalar mass. (Failure to discover a scalar boson below a couple of hundred GeV might be the quickest way to rule out low-energy supersymmetry.) The largest eigenvalue must be larger than m~and larger than m~o.We see that the order of the scalar masses is virtually fixed. One can also note the mass relation 2



+



2



m~=



2 m~o+



2



(6.37)



mz.



We thus see that the minimal softly broken supersymmetric model has stringent mass relations, including the requirement that a neutral scalar be lighter than the Z and that the charged scalar be heavier than the W. Note that a two-doublet model cannot have spontaneous supersymmetry breaking (the m~= m~= m~= 0 limit has a minimum with zero vacuum energy, thus it is supersymmetric). One might wonder about the fate of these relations in models with more scalar doublets. In fact, the geometric hierarchy model of Dimopoulos and Raby [359] contains four doublets, and it has been argued [409] that four doublets are needed to generate sufficient baryon number in the early Universe. We now consider the mass matrices in models with N scalar doublets. Since the number of arbitrary mass parameters grows as ~ N(N + 1), while the number of masses grows as~3N — 2, one might expect that models with large numbers of doublets would have no constraints at all. However, as we shall see, some constraints (including the upper bound of M~to the lightest scalar mass) are valid for any number of doublets. With N doublets, the arbitrary mass terms are m~for each doublet and m,~for the soft superpotential terms. The charged scalar mass matrix can be shown to be [281] 2 ~ (—1)’’~’v~ , M~(i~j) = m,~ kg2v~v = ~ m~.v1/v,+ ~g 1(—1)’~ (6.38) —
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j~4i



2



—~



0. It is easy to see that



The pseudoscalar mass matrix is the same with g *)



The most transparent way to see this is to look at the determinant of the scalar mass matrix minus m~times the identity. This determinant is



negative.
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Tr(M~±) = M~+ Tr(M~ 0).



(6.39)



This is the generalization of the previous mass relation. Since the mass matrices are identical as g—*0 (or if the masses are all much greater than the W), there are many other relations which could be found. The four-doublet model has recently been extensively studied by Drees [410].He shows that one of the charged scalars must be heavier than the W, but that the others can be lighter. ~ The neutral scalar mass matrix can also be found, and it can be shown that 2 = M~+ Tr(M~ Tr M 0) (6.40) 2 is the neutral scalar mass matrix). Of more importance is is the generalization of lightest eq. (6.37) (here, M In ref. [281],it was shown that there must still be a neutral the upper bound to the scalar mass. scalar lighter than the Z. The proof was quite complicated (see appendix C of ref. [281]), and it was later pointed out that a trivial proof can be found [411]. The trivial proof goes as follows: Suppose one goes to a basis in which only two fields (one of each hypercharge) get vacuum values; call them H 1 and H2. Then the neutral scalar mass matrix has a 2 x 2 block in the upper left corner which is identical to that of the minimal model. The rest of the matrix is, in general, a mess. Now perform another rotation which diagonalizes that 2 x 2 block. As discussed above, this will mean that one of the diagonal elements will be smaller than m~.Since the smallest eigenvalue of a Hermitean matrix must be smaller than any diagonal element (this is the variational principle of quantum mechanics), there must be an eigenvalue less than m ~, thus there must be a scalar lighter than the Z. We thus conclude that in any supersymmetric model with gauge symmetry SU(3) x SU(2) x U(1) and scalar doublets, there must be a scalar lighter than the Z. In Drees’ recent extensive analysis of this model [410],he also shows that the lightest neutral scalar is lighter than the Z and that the heaviest is heavier than the Z, using the same argument as above.



However, he also examines the differences between the charged and neutral scalar masses. Since the difference between the charged and pseudoscalar masses are O(M~),and between the pseudoscalar and scalar masses are O(M~),he finds that many of the possible decays of the form H~ H1 + V, where V = W, Z, are kinematically forbidden. In this model, in fact, 44 of the possible 66 decays are not allowed. See ref. [410] for a complete discussion. Although very tightly constrained, the minimal supersymmetric model has one severe shortcoming. No-scale models, as we will note later, can perhaps explain the value of the gravitino mass, m311, and thus the size of the soft supersymmetry breaking parameters. However, in the minimal supersymmetric model, an additional, dimensionful parameter, m4, appears in the superpotential. It is difficult to find a model which can explain why both m312 and m4 are of the electroweak scale, since they appear to be unrelated. A simple way out of this problem is to introduce an SU(2) singlet field, N. Such singlets appear quite naturally in the context of superstring theories and, as we will see, even allow for spontaneous supersymmetry violation at tree level. With a singlet field, the superpotential has a term AH1 H2N. There will then be a soft term given by AAH1H2N, and, if N gets a vacuum expectation value, this will lead to an m~term, with m~= AA(N). Of course, an H1H2 term might also appear in the superpotential, but in many models, such as superstring-inspired or “flipped SU(5)” models, such a term is naturally absent.**) —*



*)



In ref. 12811, it was noted that eq. (6.39) does not force a charged scalar to be heavier than the W. This is true, but Drees’ more extensive



analysis shows that one must, in fact, be heavier. This is the case for N doublets as well. **) It has been noted (see ref. [328])that the introduction of an SU(2) singlet might destabilize the hierarchy; however, this does not appear to be a problem in a large class of models. See refs. [412,413] for a discussion.
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With this in mind, we now turn to models with gauge singlets, and examine the potential and mass relations in such cases. 6.2.2. SU(3) x SU(2) x U(1) models with doublets and singlets We first consider a model with the standard model gauge group, two scalar doublets and a scalar singlet. This model was analyzed in great detail in ref. [280], and an alternate version was discussed in refs. [412, 413]. The most general gauge-invariant superpotential is (6.41) W hH1H2N + m4H1N2 — rN + ~MN2 + kAN3. For the soft terms, one has masses for all of the scalar fields as well as a term for each superpotential term, ~oft



=



m~H



+2m~H



+ 2m~IN~2 — m~(H



2~



2+ h.c.) 1H2+ h.c.) + (m~N



3 + h.c.) (6.42) 6(hA1H1H2N + kAA2N The full scalar potential is listed in ref. [280].There, it is shown that, unlike the two-doublet case, one can have spontaneously broken supersymmetry; if T/soft = 0, the potential will still have, in general, nonzero vacuum energy. In general, the mass eigenvalues can only be calculated numerically. However, there are several special cases which explicitly appear in various models; these will now be discussed. The first case to consider is the case in which m 4 = A1 = (N) = 0. The case m4 = 0 does naturally occur in many models; and if A1 vanishes then it would be more difficult for N to acquire a vacuum expectation value. The advantage of this case is that there is no mixing between the scalar doublets and the singlet, and thus we can consider the doublet sector only. The only difference between this case and that of the previous subsection (if we only consider the doublet part of the potential) is that there is now an F-term. The hH1H2N term in the superpotential leads to a h 2 H1 H2 2 term in the potential. This will change the mass relations. The expressions from the h = 0 model discussed earlier become +
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Note that these reduce to the previous case when h —*0. In this case, it is no longer necessary that the charged scalar be heavier than the W, and it is no longer necessary that the lightest neutral scalar be lighter than the Z. The mass relation m~+ m~= m~+ m~o



(6.44)



still holds, however. Recently, Drees [410] has analyzed the general SU(3) x SU(2) x U(1) model with a singlet, without choosing special cases of the parameters. He shows that one can still find an upper bound to the lightest
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Higgs since h cannot be too large; this bound is typically of 0(150) GeV (it will be discussed in the next subsection). He also shows that the heaviest neutral scalar must have a mass greater than M~/V~. As in the four-doublet model discussed above, differences in the masses lead to some kinematically forbidden decays; these are discussed in detail in ref. [410]. Without considering special cases, however, more precise bounds are difficult to obtain. Another interesting case to consider is the case in which the entire superpotential is (6.45) hH1H2N+ kAN3. This case has several attractive features. In particular, it has no dimensionful parameters in the superpotential, which may avoid the naturalness problem discussed above. Also, it naturally occurs in the low-energy limit of a four-dimensional superstring-inspired model based on the gauge group of “flipped SU(5)”, SU(5) x U(1). This grand unification group has many advantages [414,415]. It has no representation larger than the ten-dimensional representation of SU(5), whereas all other grand unified models require an adjoint for symmetry breaking (and thus cannot be derived from the fourdimensional heterotic string model [416]); it automatically splits the doublet from the triplet in the fundamental scalar representation, thus avoiding rapid proton decay; and it seems relatively easy to generate the large gauge hierarchy. This model has the superpotential of eq. (6.45) in its low-energy theory. This model was extensively discussed in refs. [412, 413]. The scalar potential is then V= m~H



+2m~H,~2 + m~N~2 — (hAhH
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(6.46) 2~ The potential has seven parameters (m~,m~,m~,h, A, A,,, Ah). There are seven particle masses; a charged scalar, two pseudoscalars, three neutral scalars and the W. Due to the large number of parameters, there is considerably more freedom than in the minimal model. Some relationships can be found (viz. eq. (17) of ref. [412]), but there is no simple relationship or mass sum rule. Note that A must be nonzero or the potential possesses a global symmetry, leading to a massless pseudoscalar. A full analysis, including renormalization group evolution from the unification scale, was done in ref. [413].Their results have the following features: (a) The charged scalar can have a niass smaller than the W, but only for a narrow region of parameter space; it is generally much heavier. (b) When one includes the experimental bounds on squark, slepton and Higgsino masses, one finds that the parameters are quite restricted, and this restricted range of parameters break SU(2) x U(1) in the correct way, without breaking charge or color. (c) The lightest neutral scalar is generally quite light. There is a narrow region of parameter space in which it can be heavier than the Z (up to about 140 GeV), but for most of parameter space it is much, much lighter than the Z. In another analysis of this model, it was shown [417] that similar bounds to the lightest scalar mass (as well as bounds to the top quark mass) can be obtained by considering high-energy unitarity constraints at the unification scale and extrapolating to low energies. At this point, we would like to warn the supersymmetry model builder about an assumption that is often made in analyzing the Higgs structure of a supersymmetric model. In many models, especially E 6-based models arising from the superstring, there are three generations of Higgs fields, just as there are three generations of fermions. Generally, a basis in which only H~and H~(often called +
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“third-generation Higgs fields”) acquire vacuum expectation values is chosen; the other two H~,2) fields and the other two H~2) fields do not acquire vacuum expectation values. It is certainly true that such a basis can be chosen. However, in general, this basis will not eliminate all mixing between the fields that acquire vacuum expectation values and those that do not. This will lead to many, many additional terms which can be added to the superpotential. Of course, the requirement that the fields which get no



vacuum expectation value (often called “unHiggses”) actually have no vacuum expectation value will constrain these extra terms, but in general it will not eliminate them. Ellis et al. [418]have argued that it is natural for these extra terms to vanish. We agree, but it is, nonetheless, an assumption, and the



possibility that it may not be true should be kept in mind. It should also be noted that the flipped SU(5) x U(1) model does only have a single pair of Higgs fields. We see that models with gauge singlets do allow considerably more freedom in scalar masses than models without them. The most general model with a singlet has too many parameters to form meaningful conclusions, however explicit models do restrict the range considerably. The main constraints of the minimal model (the charged scalar is heavier than the W and a neutral scalar is lighter than the Z) can be relaxed somewhat in models with singlets, but they cannot be relaxed too much and the constraints are generally violated only for a very narrow region of parameter space. 6.2.3. Extended gauge models



One of the most promising superstring models is the ten-dimensional heterotic string [419,420]. When the six dimensions are compactified on a Ricci-flat manifold of SU(3) holonomy (which leads to low-energy N = 1 supersymmetry), the resulting four-dimensional theory [421] must be a rank-five or rank-six subgroup of E6 with matter fields coming from 27’s or 27’s of E6. This has led to extensive study [422](see the sixth reference in ref. [423]for a list) of low-energy supersymmetric models based on gauge groups which are subgroups of and which have a larger gauge symmetry than SU(3) x £6



SU(2) x U( 1). In these models, only terms which would be allowed by the underlying E6 symmetry are allowed in the superpotential. The simplest extension, and the only rank-five group which may come from the heterotic string, is SU(3) x SU(2) x U(1) x U(1), where the quantum numbers of H1, H2 and N under the extra U(1) are ~and — ~, respectively. The first discussion of bounds on scalar masses in this model was that of ref.



[423],where the question of the upper bound to the lightest scalar (which is M~in the minimal model) is considered in all of the extended gauge models. In the rank-five model, the scalar potential is



2+ m~H 2+ m~IN~2 — AA(H V= m~lHj 2I 1H2N + h.c.) 2(lH 2~H 2+ Hj2IN~2+ H 2~NI2) + k(g2 + g’2)(~H —2 + A 1I 2I 2~ 1~ + ~g~(~H 2+ 41H 2 — 51N12)2 + (~g2— A2)IH~H 2, 1~ 21 2I



(6.47)



where g,~is the extra U(1) coupling constant. Note that an N3 term in the superpotential violates gauge invariance; this does not lead to a massless pseudoscalar as in the last subsection since this massless pseudoscalar is eaten by the additional Z. From this potential, the neutral scalar mass matrix is
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n is the vacuum expectation value of the singlet, which must be quite large since the mass of the extra Z boson is proportional to n. In ref. [423],the limit of large n was considered, and it was assumed that A was 0(v1, v2). In this limit (lowering n then only decreases the scalar mass), the smallest eigenvalue of



the matrix is 22/3 + A2(v~+ v~)[sin2213+ ~(cos2/3+ 4sin2/3)



—



72A2I25g~].



(6.50)



m~= m~cos



Although this mass does depend on the unknown parameter A, it does have a maximum value due to the negative A4 term. Maximizing as well as a function of /3, it can be seen that s M~+ ~g~(v~ + v~).



(6.51)



Since the extra U(1) coupling is, in all models, very close to the standard model U(1) coupling, this gives m~ 108 GeV. Of course, for most of parameter space, it is much smaller. It is shown in ref. [423] that including other possible scalar fields does not alter this conclusion significantly. Drees then pointed out [424] that the assumption that A = O(v 1, v2) is not necessarily justified, and calculated the smallest eigenvalue obtained if the assumption is relaxed. In this case, the smallest eigenvalue can be written 22f3 + (v~+ v~)[A2 sin22f3 + ~g~(4sin2/3 + cos2/3)] — y2n2, (6.52) = M~cos = 18(v~+ v~)[cos2/3(2A2 + ~g~) + sin2/3 (2A2 — ~ g~)— 2A sin 2/3 (A/n)]. (6.53) —



25g~n



If it is assumed that A 4 n, then the last term in eq. (6.53) is small, and the result reduces to the result of ref. [423].However, Drees points out that one could choose A such that ‘y vanishes. In that case, the negative A4 term is not present and the bound disappears. Admittedly, this does involve fine tuning the value of A [to an accuracy of (v 1, v2)/n]. In this case, one can s~tillbound A using the requirement of perturbative unification, and find that m5 S 170 GeV. A detailed analysis of the scalar spectrum in this model was later done by Gunion et al. [425,426]. They point out (as also noted in refs. [423, 424]) that the mass of the charged scalar is given by 2(v~+ v~)+ O(M~/M~)M~, (6.54) = m~c + M~ — A where Z’ is the additional Z. Thus, the charged scalar does not have to be heavier than the W, although the pseudoscalar mass cannot be small unless A is small, thus the bound of M~cannot be violated very



much. They plotted the extreme values of the scalar masses in fig. 2 of ref. [426].There, one can see that for most of parameter space, the charged scalar is heavier than the W and the lightest neutral scalar is lighter than the Z. Only in the case of very large A, which may cause problems with perturbative



unification, can these bounds be significantly violated.
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In ref. [423],the upper bound to the lightest scalar for all of the rank-six subgroups is considered. The mass matrices here are now 4 X 4. They find that the smallest eigenvalue is still always less than it is in the rank-five case, and thus the upper bound is smaller than in the rank-five case. A problem with rank-six models should be pointed out. To break a rank-six group, it is necessary that two singlets acquire vacuum expectation values. In E6 models, the only singlet (other than the N field) available has the quantum numbers of a right-handed scalar neutrino. Since it does not couple with large couplings in the superpotential, in general, it is impossible for the beta function for its mass-squared parameter to be very large, and thus its mass-squared, which is positive at the unification scale, must be positive at the electroweak scale. While a positive mass-squared does not preclude a vacuum expectation value (an instability in another direction could arise), it does make generation of a vacuum expectation value



extremely difficult, it not impossible. This is discussed in detail in ref. [427].The conclusion is that rank-six groups (at least in the context of E6 models) are probably ruled out by the inability to generate a vacuum value for the right-handed scalar neutrino.



Throughout this discussion, we have ignored the possibility that vacuum expectation values for the scalar quarks and scalar leptons might arise. Such vacuum expectation values would break color and charge, and are thus unacceptable. The requirement that these vacuum expectation values not appear constrains the parameters of the model. These constraints will be the subject of the next section.



6.3. Charge and color breaking minima



In analyzing scalar potentials in supersymmetric models, one has to be careful to avoid generating vacuum expectation values for squarks and sleptons. In the minimal model, for example, a H2QT term, where Q and T refer to a scalar quark SU(2) doublet and a scalar quark singlet, respectively, will occur in the superpotential. This will lead to Q and T dependent terms in the potential which might lead to vacuum expectation values for Q and T. The fact that avoidance of such vacuum expectation values will lead to constraints on the parameters of the scalar potential was first noticed by Frere et al. [428].Let us consider a term in the superpotential of the form AXYZ. Using the notation of ref. [400],the potential can be written as 2V= (x2y2 + x2z2 + y2z2) 2Axyz + m~x2+ m~y2+ m~z2+ (g~/A2)(D~)2, (6.55) A —



Db=



where x,



y



T~x2+T~y2—(T~+ T~)z2,



(6.56)



and z are defined by removing a common scale factor A,



x=AX,



y=AY,



z=AZ.



(6.57)



The value of T~and T~depend on the representation of the gauge group to which X and V belong. The phases of the fields can be chosen such that A and the vacuum expectation values of the fields are all nonnegative. Frere et al. [428]considered the case in which the term was a leptonic Yukawa coupling, AeLEH 1. They examined the direction L = E = H1. The local nonzero minimum in the x = y = z direction, can easily be found to be at 8p), p = (m~+ m~+ m~)I3A2. (6.58) x = kA(1 + \/1-
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The value of the potential at this minimum, A2V



—



~x2(Ax 3pA2),



(6.59)



—



is positive for p >



~,



i.e.,



A2 


(6.60)



Note that if p> k~then no solution exists and the x = y = z = 0 point is the global minimum. When applied to the AeLEH 1 term, since Ae is so small, the potential would be extremely deep (if it is negative) and thus the L = E = H1 minimum would be the ground state, violating charge invariance. Thus, the bound of eq. (6.60) must be satisfied. An identical bound will occur for other superpotential terms involving squark fields. This bound, eq. (6.60), has been repeatedly used in the literature to constrain supersymmetric models. However, it may not be the correct bound. It may be that the Yukawa coupling is not small, thus the color breaking minimum may not be the deepest. It clearly is not sufficient, since only one direction in field space was examined. It may break down if some of these fields appear elsewhere in the superpotential, etc. These issues were all discussed by Gunion et al. [429]in a comprehensive analysis. The results will be briefly sketched here. Use of the x = y = z direction in the above analysis was justified [400]by noting that if A 4g,,, then the coefficient in front of the D-term in eq. (6.55) is large, thus the minimum occurs for Db = 0. This is satisfied by x = y = z. However, in ref. [429] a counterexample is presented Db 0 does not 2,T? =in0 which and g~ = 1= are chosen. imply x = y = z. In this example, the parameters m~ = m, = 0, m~ = ~A The only nonzero minimum of this potential, independent of the size of A, is x = z = ~ y = kA. At this point V= —3A4/256A2. If one were to set x = y = z and then minimize, the extremum would be at x = y = z = kA and at this point V= A41256A2. This value of V is positive, thus the bound of eq. (6.60) is satisfied, but a charge and color breaking minimum still exists. This illustrates that eq. (6.60), while necessary, is certainly not sufficient to avoid unwanted vacua. We emphasize that even if Db = 0 does imply that x = y = z, then the bound will not be valid if the coupling is not much smaller than the gauge couplings. In the case of the H 2Q T top quark Yukawa coupling, the coupling is in fact bigger than the gauge couplings; this bound is clearly invalid in that case. Yet, the bound of eq. (6.60) is most often used for this case. The results of ref. [429]will now be sketched. First, consider the case in which m~,m~,m~>0. Then a generalization of eq. (6.60) to the case in which all directions in field space are examined can easily be found. The result is [429] 2 
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This result is independent of the size of A. The direction in field space is given by a = ylx, /3 = z Ix; thus the equal-field direction is given by a = /3 = 1. In that direction, F = 3, and we get the previous eq. (6.60). Also, in the case where A is very small, the minimum of the right-hand side is clearly given by



the case in which f(a, /3)



=



0. Although the equal-field direction satisfies this condition, other directions



might also satisfy it, as explicitly shown above. The minimization in eq. (6.61) is complicated if performed analytically, but very simple if performed numerically. This new bound is thus much more general than the bound of eq. (6.60). The bound did assume that the masses-squared of all of the scalar fields are positive. Although this is often the case, it may be that one of the mass-squared parameters is negative. The result of ref. [429]in this case (in particular, considering an H2QT superpotential term) is the following: (i) Suppose that A is small and that the only solution tof(a, /3) = 0 is a = /3 = 1 (this latter condition is true for the H2QT term). Then, if eq. (6.60) is not satisfied, a color breaking minimum develops. (ii) Suppose that eq. (6.60) is satisfied. Then one must examine the condition 4(a, f3)/f(a, /3)


If there is any a, /3 direction such that m2(a, /3) 


color breaking global minimum exists. Thus, when m2h. is negative, the bound in eq. (6.60) is necessary but not sufficient. The bound will be sufficient if the parameters satisfy the inequality of eq. (6.63). Note that this result is only valid for small A. Thus, in order to see if color and/or charge is broken for a given superpotential term, one first examines whether the mass-squared parameters of the given term are all positive. If they are, then eq.



(6.61) is the condition that must be satisfied to avoid color and/or charge breaking. If one parameter is negative, then the negative one is called m~,and one examines the conditions of the last paragraph to determine if a color and/or charge breaking minimum exists. Two assumptions have still been made. It has been assumed that only one relevant term in the superpotential exists and it has been assumed that the coupling is small. Neither of these is true for the H 2QT term, for example, since a H1H2N term may exist (or H1H2 if there is no N) and since the Yukawa coupling is larger than the SU(2) gauge coupling (for m, ~ 50 GeV) and almost as large as the



QCD coupling. An analysis of the effects of relaxing both of these assumptions is discussed in ref. [429]. The results are quite complicated (although some fairly general conditions can be given); for most (but



not all) cases, there seems to be no substitute for a full numerical analysis. We can see that the requirement that charge and/or color not be broken will impose severe restrictions on the parameters of a supersymmetric model. The conventional restriction used by most model builders, eq. (6.60), is derived under approximations which are generally not valid for the cases



usually considered. Equation (6.60) may give a very rough idea of the nature of the bound, but quantitative results which depend on it may be incorrect. Some more general conditions are given in ref. [429],although determination of the precise necessary and sufficient condition will generally entail a full numerical analysis of the minima of the potential (fortunately, minimization routines are relatively rapid). 6.4. Radiative breaking 6.4.1. Dimensional transmutation models



Recall that the primary purpose of the introduction of supersymmetry is the hope of explaining the
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large hierarchy of mass scales. In the discussion of the tree-level potential, it was assumed that soft supersymmetry breaking terms were arbitrary. However, although the underlying supersymmetry does protect these terms from radiative corrections which are of the order of the unification scale, there is no explanation of the origin of the weak scale in the first place. The explanation of this scale is the goal of dimensional transmutation and no-scale models. In dimensional transmutation models, the weak scale is generated via radiative corrections, but the scale of the soft supersymmetry breaking parameters is not fully explained. In no-scale models, the scale of the soft supersymmetry breaking parameters is fully explained. We begin by discussing dimensional transmutation models. A detailed discussion of these models can be found in the Report of Lahanas and Nanopoulos [331]. Let us write the tree-level potential of the minimal supersymmetric model in terms of the neutral components of the scalar doublets, which we call h1 and h,, 2(h~— h~)2, (6.64) V= ~ + ~ m~h1h2+ ~ where ~.2 an ~(g2 + g’2). We choose phases such that m~>0. As discussed in section 6.2, the —



requirement that the gauge symmetry breaks is m~m~—m~


(6.65)



and the requirement that the potential be bounded in the direction h 1 m~+m~>2m~.
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h2 gives (6.66)



The minimum of the potential is given by (h1)
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sin 2/3



(1/V~)ocos/3,
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(1 /V~)a’sin /3,



2m~I(m~ + m~).



The value of the potential at the minimum is 2)[m~ — m~— (m~+ m~)~cos2/3~]2. Vmjn = (—1I16j



(6.67) (6.68)



(6.69)



In dimensional transmutation models, one assumes that the theory at the Planck scale is a spontaneously broken supergravity model. As discussed in section 6.1, the effective theory just below the Planck mass is given by a softly broken supersymmetric theory with a common mass term for all scalars and a term proportional to the superpotential term. *) One must assume that the A parameter [see eq. (6.23)] is not too large, in order to avoid the dangerous vacua of the last section. In that case, if the potential is bounded, i.e. if eq. (6.66) is valid, then it is easy to show that m~m~ > m~at the Planck scale, thus SU(2) x U(1) is unbroken. In order to extract the value of the soft supersymmetry breaking parameters at low scales, one must use the renormalization group equations. These equations can be found in any of the reviews of ‘~This is true in the minimal supergravity model, but not in general. However, the qualitative features of the dimensional transmutation models and no-scale models will not be altered if the model is nonminimal (although quantitative features certainly could be). See ref. [402) for a discussion.
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dimensional transmutation or no-scale models, and will not be repeated here. As discussed in section 6.1, they tend to drive one of the scalar mass-squared parameters (typically, the one that couples to the top quark) negative. Note that with m~ 0, it is not necessary for one of the scalar mass-squared parameters to become negative in order to break the SU(2) X U( 1) symmetry. It should be noted that the condition m~m~ > m~at any scale automatically implies that m~+ m~>



2m~,and thus the behavior of both quantities follows the curves in fig. 30. We see that a scale is reached in which m~m~ — m~goes negative, allowing SU(2) x U(1) breaking. At a lower scale,



Q0,



m~+ m~— 2m~goes negative, implying the potential is unbounded in the h1 = h2 direction. There is a temptation, looking at fig. 30, to say that the potential does not break the gauge symmetry at large scales, does break it at smaller scales and is unbounded at still smaller scales. This is not strictly correct. There is only one potential, not “a different potential” for each scale. Also, one must be concerned with the meaning of t in the renormalization group equations. As discussed in chapter 5, renormalization group analysis will not enable one to sum all the leading logs in a two-field model; there will be terms of O(ln(h2/h1)) omitted. Other uncertainties in the calculation include two-loop effects and the effects of thresholds. Standard procedure is to stop running the mass-squared parameters at scales below the scalar masses; this procedure does lead to uncertainties. These uncertainties will be discussed in the last subsection of this chapter. The size of the mass-squared parameters is set by m~12,which is, at this stage, a free parameter. Models fall into two categories. In one category, studied in detail in refs. [391, 392], m312 is taken to lie



between Q0 and p.0 in fig. 30. Thus, the running of the mass-squared parameters is stopped somewhere in between these scales. These models are somewhat unattractive, since the electroweak scale must then be put in by hand. The second category includes the dimensional transmutation models [390, 395, 396]. In these models, the value of m312 is taken to be less than Q0, thus the running of the mass-squared parameters continues all the way down to Q0. We can now consider the potential in this case. Consider the direction h1 = h2. In that direction, the D-terms in the potential vanish. In any other direction, the D-terms are positive; the h1 h2 direction



—
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Fig. 30. m~m~ — m,~and m~ + m~— 2ns~as functions of the scale parameter, r. At the Planck scale, it is assumed that the A large.



parameter is not too
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should, if the mass-squared parameters are not too big, be the minimum. Suppose one looks at field values less than Q0. Then, since m~+ m~< 2mg, the potential is negative and gets steeper as the field increases. At some point the scale Q0 is reached, and then the potential becomes positive. Clearly, there must be a minimum at a scale near Q0. This is the electroweak scale. Thus, we see that in dimensional transmutation models, the electroweak scale is of 0(Q0). Since m312 is less than Q0 in these models, it is less than the electroweak scale; and since it sets the scale of squark and slepton masses, the masses of the superpartners tend to be fairly small in these models. Note also that the minimum will be very near the h1 = h2 direction, i.e., cos 2/3 —*0, which leads to a very light Higgs scalar. To quantify the above discussion, we must consider the potential in the h1 = h2 direction. Let us define 43(1/\/~)(h1+h2),



~=(1I\/~)(h1—h,).



(6.70)



As discussed in chapter 5, the standard formula for the one-loop potential is valid along a ray from the origin to the minimum, in this case along the 4) direction. Along that direction, the one-loop potential takes the form [395, 396] + 2(m~— m~)xcb+ 2j2(x4))2 + ~m~4)2 ln(4)2/Q~), (6.71) V= (m~+ m~)~ = (d/dt2)[m~(t) + m~(t)— 2m~(t)]~ 5.Q. (6.72) (This will be shown in a more familiar form in the next paragraph.) When the potential is minimized, a stable minimum appears at*)



(x)°,



(q5)—’Q0/V~.



(6.73)



The curvature at the minimum, along the ray from the origin, is just m~,which is typically small [0(10) GeV]. We thus see that the electroweak scale is related to the value of Q0, which is generated via renormalization group evolution from the Planck scale, and a light Higgs field exists. The factor of 4)2 ln(43 2~~ may seem puzzling. Recall that in a supersymmetric theory, the 4)4 ln 4,2



term vanishes, by the nonrenormalization theorem. If the theory is broken softly, then the supersymbreaking is in dimensionful parameters, which cannot affect the 4)4 ln 4,2 term, thus it is still absent in a softly broken supersymmetric theory. A 4)2 ln 4,2 term can certainly exist, however. To put this derivation in more familiar terms, consider the solution to the renormalization group equation for the potential along the ray h1 = h2 and using one-loop beta and gamma functions, 2(t)~2 + kA(t)4)4, (6.74) V= ~p. metry
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In this expression, e = 2.71828
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see ref. [430].



/34,
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(6.75)
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In the minimal supersymmetnc theory, the D-terms vanish along the direction under consideration, so there are no quartic terms and none generated by loops, i.e., A = /34 = 0. The quadratic term in this is direction is m~+ m~— 2m~,which is called p.2 here. Now, suppose y is taken to be zero and ~ taken to be a constant, called m~.Then eq. (6.75) can be trivially integrated and plugged into eq. (6.74) to obtain V= ~p.2(t



2+~m~432ln(432/t~). 0)43 Choosing the scale to be the point at which p.2 vanishes, calling the scale



(6.76)



Q



0,



gives the 2. 43-dependent



partThis of the potential. In fact, in eq. (6.72) is precisely the betatofunction for p. effects, etc., discussion makes clearm~ the assumptions made. Inhalfaddition the threshold



discussed earlier, one assumes that the anomalous dimension vanishes and that the beta function for p.2 is scale independent. The effects of these assumptions will be discussed later. Note the close similarity with the Coleman—Weinberg mechanism. There, it is assumed that p.2 = /3,L~= 0, that the anomalous dimension vanishes and that /34 is constant. The only difference here is that the quartic term is vanishing instead of the quadratic term (and the vanishing is derived, not assumed).*) Thus, dimensional transmutation models have been called supersymmetric Coleman—Weinberg models, and the name “dimensional transmutation” is appropriate in both cases. The parameters of the Higgs potential are more restricted than those of the most general softly broken potentials discussed in section 6.2. As a result, the various bounds are tighter. Majumbar and Roy [408, 431] have emphasized (see also ref. [432]) that one typically finds that a scalar must be considerably lighter than the Z, typically of 0(20) GeV. The bounds on scalar masses in these models were also discussed in refs. [407, 433, 434]. These works did not strictly consider dimensional transmutation models, but models in which the weak scale is put in by hand, as in refs. [391,392], but the bounds should apply to dimensional transmutation models as well. A detailed discussion of the predictions of these models, along with a comprehensive list of references, can be found in the Report of Lahanas and Nanopoulos [331]. Although these models can generate the electroweak scale, one unsatisfactory feature remains. The scale of the soft supersymmetry breaking parameters, m 312, is still put in by hand. The assumption of dimensional transmutation models is that it must be less than Q0, but phenomenology requires that it not be too far below the electroweak scale. The fact that it is required to be of the order of the electroweak scale is suggestive of a dynamical mechanism for generating it. This mechanism is that of no-scale models, to which we now turn. 6.4.2. No-scale models The scale of the soft supersymmetry breaking terms, m312, in dimensional transmutation models must be introduced by hand. In no-scale models, it is generated via electroweak radiative corrections [394, 399, 400]. The basic idea is as follows: a noncompact symmetry is used to ensure that the value of m312,



arising from the hidden sector of a supergravity model, is undetermined, i.e., the potential is flat. Its value is then determined by analyzing the electroweak potential as a function of m312, and minimizing



this potential. In this Report, we will not discuss the details of how the noncompact symmetry generates an undetermined m312 the reader is referred to ref. [331]for a review. The effect on the low-energy theory *) One must be cautious in applying results from conventional Coleman—Weinberg symmetry breaking to dimensional transmutation models; for example, the bound of ref. [293],which applies to conventional Coleman—Weinberg models, does not necessarily apply here.
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in such models is all that concerns us. In the original no-scale model [394], the only such effect is that the value of m31, is undetermined. The electroweak potential is then the same as in the last section,



with one major difference. The value of m312 is not assumed to be less than Q0, as before, but is completely arbitrary, and can be determined dynamically by minimizing the potential. To illustrate the mechanism of generating a value for m312, we consider the two-doublet model. A problem with such a model, as discussed earlier in this chapter, in the presence of a superpotential term, m4H1H7, which has a dimensionful parameter unrelated to m312. If a singlet is added, however, the superpotential may only contain a AH1HIN term, which generates mixing between the doublets (such mixing is required to avoid an axion). Thus, the most promising no-scale models do contain a singlet. Since we will not be discussing all of the various no-scale scenarios, but just illustrating the basic mechanism, we will ignore this problem, and consider the minimal supersymmetric model. As a further simplification, we set the mixing term to zero; including it introduces no new phenomena but does make the equations more complicated. In the Report of Lahanas and Nanopoulos, the m4 = 0 case is first presented, and then the m4 ~ 0 case is presented, with similar results. In the case m~= 0, the condition for SU(2) x U(1) breaking is simply that m~0; thus, from fig. 30, m~(Q0)+ m~(Q0)= 0. Also, from eqs. (6.68) and (6.69), one can see that the value of the potential at the minimum is 2, (6.77) Vmjn = —m~(t)I4j where we must have t < t, to have spontaneous symmetry breaking. Since the soft supersymmetry breaking mass-squared parameters are proportional to m~ m~12,would



be minimized as m312



—~



~.



12,we see that this potential, which varies as However, radiative corrections will change this conclusion.



For the calculation of radiative corrections, a supersymmetric dimensional regularization scheme [435] is used. In this scheme, the one-loop leading logarithm potential is V1



2~(2J+ 1)m~(43)[ln(m~(43)/M2)-



= —~--~ ~



(-1)



~],



(6.78)



where 4) denotes all the field variables and M is the renormalization point. The 4) are evaluated at their vacuum values. Except for the factor of 3 / 2, this is identical to the usual one-loop expression (and that factor can be absorbed into the renormalization point). In the conventional Coleman—Weinberg scheme, one chooses the renormalization scale to make the tree-level potential vanish. Here, the opposite is done; the renormalization scale is chosen to make the radiative corrections vanish. This renormalization scale is given by M2 = k 0m~12,



(6.79) 21(2J + 1)th~ln



ih~



k =expi(~(—1) 0 \ ~ (—1)~’(2J+ 1)th~



3 ——



Here, all masses are dimensionless: mj = th



2



.



6.80



4~(ç6)



1m312. This expression simply gives the renormalization scale such that the radiative corrections vanish; it has no more physical significance than the scale in the Coleman—Weinberg model such that A(M) = 0.
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Now that the radiative corrections vanish, one can minimize the tree-level potential, with all mass parameters evaluated at M. Note that the potential depends on m312 in two ways: explicitly through its dependence on m~and implicitly through the renormalization group dependence of the m~.The parameters in eq. (6.80), the iuz,, get a contribution of O(1)m31, from the soft supersymmetry breaking term and a contribution of 0(a) ~ 2 from coupling to the scalar fields. As discussed in ref. [331](and easily verified a posteriori), the second contribution will always be smaller [since m312 will be O(( 43))] and can be neglected. The field dependence of k0 can thus be neglected, and k0 is simply a number of 0(1). Now, let us consider the explicit m312 dependence of Vmjn. Define t’ by



2/p.~)= ln(k



an



ln(M’



0m~12/p.~) ,



(6.81)



where p.0 is the scale at which m~vanishes. Then we can rewrite Vmjn in terms of t’, 4



—2 2



~‘



Vmin = —(p.0/4g k0)[e f(t



,



)] 2 ,



f(t’) an th~(M)~M2=,~2et’ .



(6.82) (6.83)



This then gives the explicit dependence of Vmin on m312 through the et’ term, and the implicit dependence through the f(t’) term. Minimizing with respect to m312 is equivalent to minimizing with respect to t’ and yields f’(t’)



=



(6.84)



—f(t’).



Since we know that f’(t’) is 0(a) (from the renormalization group equation), this says that f(t’) is 0(a). Now, f(t’) vanishes at t’ 2,= 0, one that can linearize to get f(t’) = 0(a)t’, from which eq. (6.84) thisthus means yields t’ = 0(1). In terms of M = k 0m~12= 0(1)p.~. (6.85) Since k0 is of order unity, 2,this that m312 is determined to be of the order of p.0. Note that this as shows expected. result is independent of M To be more specific, we know that the renormalization group equation for th~is of the form dth~/dM= ~



a.c 1th~,



(6.86)



where the c, are some coefficients, and the sum is over fields that couple to H2. Since the above argument implies that M and p.0 are close to each other, one can linearize this expression and plug directly into eq. (6.84). The result [331] is 2/p.~)= —1, (6.87) ln(M which yields M2



=



k 0m~12= p.~Ie.



(6.88)
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This is the expression we have been looking for. It directly relates the value of



m312 to the value at



which m~goes through zero. The precise value of k0 depends, of course, on the particle spectrum. It turns out [331] that precisely the same expression as eq. (6.88) occurs in the m~ 0 case (although the value of k0 will be different). Thus, we see that the value of the soft supersymmetry breaking parameters in no-scale models is not arbitrary, as in the dimensional transmutation models (or any other models, for that matter), but is determined in terms of the scale at which a mass-squared parameter (or, in general, m~m~ — m~) reaches zero. It can thus be explicitly calculated in a given model. Note that the weak scale is related to the value of m~,and thus the value of m312 is dynamically related to the weak scale. If one does have m~~ 0, then there is still a scale put into the superpotential by hand; however, as discussed above, models with singlets can relate the size of this term to the electroweak scale as well. Thus, these models (with singlets to generate the m~term) do deserve the name “no-scale” models, since the electroweak scale is derived by renormalization group evolution (just as the QCD scale is derived in grand unified theories), and thus the only scale is the Planck scale. Note a difference between these models and dimensional transmutation models. In the latter; the electroweak scale is 0(Q0), and the value of m312 must be smaller, leading to fairly light squarks and sleptons. In these models, the electroweak scale is O(p.0), and the value of m312 is similar; thus the squarks and sleptons can be somewhat heavier. In generalizing the no-scale scenario to grand unified theories, it was found [436] that the noncompact symmetry, which provides an undetermined m312, is extended. The effect on the lowenergy theory is that the bare mass-squared soft supersymmetry breaking terms as well as the A parameters are all zero at the Planck scale. The only nonzero soft supersymmetry breaking terms are the gaugino masses, which are proportional to m312, which itself is undetermined since its potential is flat. One might be worried about having zero scalar mass-squared parameters at the Planck scale. However, the beta functions for those parameters, in the presence of nonzero gaugino masses, are negative. Thus, the mass-squared parameters start at zero (at M~1)and immediately become positive as the scale is lowered. As the low-energy regime is approached, the masses evolve just as in dimensional transmutation models (see fig. 30), and the above no-scale analysis carries through (with a very different value for k0). In the detailed analysis of the flipped SU(5) model in ref. [415], the grand unification scale is generated dynamically through radiative corrections to the Higgs potential. Since this Report is concerned with electroweak Higgs potentials, this analysis will not be reviewed here (see ref. [415] for details). The electroweak potential of these models is similar to the analysis of dimensional transmutation models (with a singlet). With the additional constraint on m312 provided by no-scale models, the bounds on the Higgs sector will be even more restrictive. These are discussed by Majumbar and Roy [437]. They found that no-scale models typically give v1 = v2, leading to a very light Higgs boson (nearly massless at tree level). As discussed above, the models considered did not contain singlets, and are thus strictly not no-scale models (since they have an arbitrary scale appearing in the H1H2 term in the superpotential); with singlets, the bounds will generally be somewhat weaker. It does turn out that a gravitino with a mass of the order of the weak scale has cosmological problems [438]. However, the only soft supersymmetry breaking parameters at the Planck scale in these models are the gaugino masses. They are proportional to m312, and thus the gravitino mass can be made very large (or small) with a very small (or large) proportionality constant, and the results will not be affected. Models with a very heavy gravitino [436] and a very light gravitino [439] have been constructed. The effects on the low-energy potential are not much different in this case. The reader is referred to the
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comprehensive review of Lahanas and Nanopoulos [331]for details on dimensional transmutation and no-scale models. Throughout this Report, the reader has been warned about using the conventional one-loop leading logarithm potential; many results have been significantly altered by using a renormalization group improved potential. We now discuss the uncertainties in dimensional transmutation and no-scale models which are caused by the failure to do a complete renormalization group analysis. 6.4.3. Renormalization group improvement In this Report, we have emphasized that use of the leading logarithm one-loop potential will introduce errors of order a ln(4)1/4)2), where 43~and 432 are the largest and smallest values of the scales



considered in the problem. Renormalization group improvement reduces the error by summing all of the leading logarithms; the error is then 0(a) (or smaller if higher-order beta and gamma functions are used). In evolving from the unification scale to the electroweak scale, the logarithm can be very large; in fact, a ln(M~/M~)is 0(1). It is essential to use renormalization group improvement in such a case. In the above analysis, the full coupled beta functions are used to evolve from M~to M~,and thus the 0(1) terms are all included. This is familiar from the standard evolution of the gauge couplings in grand unified theories. There, the renormalization group equations are used to evolve from M~to M~, resulting in an 0(1) change in the weak mixing angle (from 0.375 to 0.22). What about 0(a) corrections? The above analysis did noteffect use two-loop beta functions, this results in 2 1n(M~/M~)), which is 0(a). Another that is neglected is that of thresholds, corrections of 0(a both at M~and at M~.In using the beta functions to evolve from M~to M~,it was assumed that the beta functions “turn on” at M~,and “turn off” (in the dimensional transmutation models, for example) at Q 0. In fact, the behavior of the beta functions through particle thresholds is not a step function (nor are the thresholds precisely at M~and Q0); this results in nonlogarithmic corrections of 0(a). The fact that both of these 0(a) corrections have been neglected in no-scale analyses was pointed out by Kappen [440]. The effects of both of these corrections in the standard grand unification analyses is well known [13]. The two-loop beta functions were first included by Goldman and Ross [441] and threshold effects were first included by Ross [442]. Each of these effects changed the value of the weak mixing angle by about 3%, and each changed the logarithm of the proton lifetime by 4%. Thus, these are clearly both 0(a) effects. Kappen claimed to have a scheme which would include the threshold effects as well as summing the leading logarithms, but Drees [443] pointed out (and Kappen [444] agreed) that this scheme does not, in fact, sum the leading logarithms. Thus, although Kappen’s scheme may prove useful in eventually analyzing the 0(a) corrections, there is as yet no method of including the threshold effects in no-scale analyses. Drees [443]also pointed out that the threshold effects at M~ cannot be included since the theory is not well known there, and this will lead to 0(a) uncertainties that are, at present, unavoidable (although Kappen [444] did note that the thresholds at M~are probably more important than those at My). Are there 0(a) effects other than the two-loop beta function and threshold effects? In our discussion of dimensional transmutation models, it was noted that use of the leading logarithm one-loop potential is equivalent to ignoring the scale dependence of the beta function for the mass-squared parameter [see the discussion following eq. (6.74)] and anomalous dimensions. Both of these corrections will also be of 0(a), although the anomalous dimensions will generally be included in a proper analysis of threshold effects. Since one is dealing with a scalar potential of more than one field, the difficulties in using renormalization group equations, mentioned in detail in chapter 5, will make it very difficult to include all of the 0(a) corrections.
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How big an effect would such corrections have on predictions of dimensional transmutation and no-scale models? In the case of the predictions of grand unified models, both the two-loop and threshold corrections, each about 4%, were in the same direction, leading to a very large correction (which changed the proton lifetime prediction by several orders of magnitude). One might expect fairly large corrections here. Kappen [440]noted that the value of Q0 could be drastically changed, leading to potentially large uncertainties (as high as 50%) in the predicted scalar masses. Drees [443] argued that the values of the physical scalar masses are much less sensitive to the precise value of Q0, since the minimum of the potential is fixed by phenomenology and thus the input parameters to the renormalizalion group equations must be adjusted to compensate for changes in Q0. He estimates that the change in the scalar masses is less than 15%. If one were to include all of the 0(a) effects discussed in the previous paragraph, one might expect corrections which could be as large as 20% for some values of the parameters, and could be much smaller. It took several years for all of the 0(a) corrections to the predictions of grand unified models to be fully understood [13]. Because of the difficulties in implementing the renormalization group equations in models with several fields, and because of the uncertainties in thresholds at the unification scale, it may be longer before these corrections in no-scale models can be understood — and without phenomenological input, it may be premature to try.



7. Summary



The most elusive particle of the standard model is the Higgs boson. Experimental searches to date have only probed an extremely small portion of the allowed mass range, but much larger portions of the allowed range (of both the Higgs and top quark masses) will be examined in the very near future. In this Report, we considered the bounds on the Higgs mass and on fermion masses which arise by considering the effective potential and vacuum stability. The method of calculating the effective potential was discussed, and the one-loop potential in the standard model was found. We have emphasized throughout that renormalization group improvement is essential in determining the bounds, and have discussed the method of calculating the renormalization group improved potential in the standard model. After discussing the effects of finite temperature and the nature of phase transitions, the bounds on the Higgs and fermion masses in the standard model which arise by requiring vacuum stability were calculated, and the implications of living in an unstable vacuum were discussed. All of the results, in the standard model, were summarized in fig. 23. It should be noted that the excluded region G will be completely probed within a few months of the writing of this Report, and most of the allowed region A (as well as portions of the region R) will be probed within a year or so. There are very few theorists who believe that the Higgs sector of the standard model is the whole story. The simplest and most studied extension of the standard model is the two-doublet model. We generalized the standard model bounds to models with many scalars, concentrating on the two-doublet model. The parameter space here is much larger, and precise bounds are hard to find, but several definitive bounds in the two-doublet model do exist and were presented. The most popular extension of the standard model is supersymmetry. The Higgs potential in supersymmetric models is very different from the potential in nonsupersymmetric models. It was shown that, even though the mass-squared parameters in the potential are completely arbitrary, extremely stringent constraints on scalar masses can be found. Typically, one finds that at least one neutral scalar must be lighter than about 100 GeV. These constraints were discussed in the minimal supersymmetric
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model and its various extensions. We also analyzed constraints on the parameters arising from the



requirement that scalar quarks and scalar leptons not get vacuum expectation values. Finally, the most promising models, in which the electroweak scale arises naturally from the unification or Planck scale, were reviewed, and the effects of renormalization group improvement of the scalar potential were discussed.



It is quite likely that we will discover in the near future whether the standard model, multi-doublet models or supersymmetric models give the most accurate description of the scalar sector of the



electroweak interactions. It is also possible that, paraphrasing Coleman, the entire structure will be swept into the dustbin of history by a thunderbolt from Batavia, Palo Alto or Geneva. All we can do is wait and see.
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Appendix. The convexity problem In this Appendix, two related issues concerning the effective potential will be discussed the convexity “problem” and the presence of imaginary parts of the potential. The convexity problem can be stated very simply. The effective action is defined as the functional Legendre transform of the generating functional. A property of Legendre transforms is that they are convex, wherever defined. Thus the effective action is convex, and so the effective potential is a convex function of 43. This appears to fly in the face of everything done in this Report, since virtually all of the effective potentials considered here are not convex for all 43. In fact, a convex potential cannot lead to spontaneous symmetry breaking. Complex terms can certainly appear in the one-loop potential. The scalar loop contribution, with p.2 >0, in a theory which is spontaneously broken at tree level, is proportional to (—p.2 + 3A432 )2 ln(— p.2 + 3A432), which is clearly complex when 43 < p. /V~.What is the physical interpretation of this imaginary part? These two issues are clearly related. From eq. (2.65), we see that the imaginary part arises when U”(4)) 
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functional of 1PI Green’s functions. In fact, Veff is the double Legendre transform of V1~,1,which is the convex envelope of V1~,1. We will thus see that there appear to be two different potentials, and will then turn to the question of the physical interpretation of each. Let us summarize the result here (for a very clear discussion, see the recent work of E. Weinberg and Wu [455]), and then discuss these issues in more detail. Veff(43c) is the expectation value of the energy density in the state 4’) which minimizes (4’lH~i/i)subject to the condition (4iI43(x)~4’) = 4i~. This is the potential which is convex for all 4)~. If one imposes the additional restriction that the state be localized (i.e., that only configurations with 43(x) -~43~ are allowed), then the minimum energy density is V1~,1,which can be concave. In the calculations in this Report, the field is “localized” prior to a phase transition, thus V1~1(43~) is the relevant potential, and it need not be convex. Note that the restriction to localized configurations does not commute with the Hamiltonian, thus these configurations are unstable. The decay rate corresponds to the imaginary part of the potential, thus relating the two questions. Let us first discuss Legendre transforms. The Legendre transform of a function of one variable is defined as g(p)



=



LT(f(x))



=



max [xp — f(x)]



=



x0(p)p



—



f(x0(p)),



(A.1)



where x0(p) is subject to the constraints 2f/dx2~~, dfIdx~~...~=p, d 10.



(A.2)



A simple picture of the Legendre transform is as follows. For a given value of p, construct the line y = px. Find the point or points on f(x) which have the same slope as the line (and where the second derivative is positive); these points are the x0’s. If the function is convex everywhere, there will be only one value of x0 if it is not, there may be several. The Legendre transform at that value of p is the x0 which maximizes xp — f(x) (the difference 2.between the line For a given p, and the the valuefunction). of x As a simple example, consider f(x) = x 0 is of x0x= p, and thus the 2. Consider f(x) = — x2. Here, there is no value Legendre transform is g( p) = ~p 0 which satisfies eq. (A .2). The maximum value of xp — f(x), for a given p, is at x = ~ thus the Legendre transform is infinite everywhere. *) There are two crucial properties of Legendre transforms, which will be stated without proof, although an example will be given. The first property is that, if g(p) is the Legendre transform of f(x), then g( p) is convex, wherever it is defined. The second property is that the Legendre transform of g( p) [i.e. the double Legendre transform of f(x)] is the convex envelope of f(x); if f(x) is convex, then the double Legendre transform is just f(x). Note 2that the examples in the last paragraph satisfy these is x2). properties (since the Legendre transform of ~p For a more explicit example, consider the function f(x) = ~(x2 1)2, which is plotted in fig. 31a. First, the Legendre transform at p =0 is found by drawing the line y =0, and finding the points on f(x) where the slope is 0; these points are at x 0 = ±1, and the distance from the line to the function is zero, so g( p = 0) = 0. For very large p, there will only be one point on f(x) where the slope p, so there is 413.isFor p smaller, only of x0.on One easily thatisthe g(p) for very large p is jp thereone are value two points f(x)can where theseeslope p. value For p of = 0.1, for example, there will be one point just —



*)



One can define the Legendre transform for concave functions by replacing the maximum with a minimum.
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2— Fig. 31. (a) The functionf(x) = l (x double Legendre transform of f(x).
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(b) the Legendre transform off(x), viz. g(p);
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(c) the Legendre transform of g( p), viz. iz(x),
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C



which is the



to the right of x = —1 and another just to the right of x = +1. Since the latter will be closer to the line y = 0. lx, the point to the right of x = + 1 will maximize xp f(x). The algebra is straightforward: One finds the point x 3 — x = p [the point to the right (left) of x = + 1 (x = —1) 0 whichp satisfies the equation x maximizes xp — f(x)], and plugs into x for positive (negative) will be the point which 0p — f(x0). The result is plotted in fig. 31b. Note that the function g(p) is always convex. An important point about this transform is the discontinuity in the first derivative at the origin. For positive p, the value of x0 is more than +1, and it is easy to see that the slope of g(p) = x0p — f(x0) is more than +1. For negativep, the value of x0 is smaller than —1, and the slope of g(p) is less than —1. Thus, the only point of g( p) where the slope is between —1 and + 1 is at p = 0. Now, suppose one wants the Legendre transform of g( p). Since no points except p = 0 have a slope between —1 and + 1, the value of this transform between —1 and + 1 will be zero. The Legendre transform of g( p), which is the double Legendre transform of f(x), is plotted in fig. 31c. We see that the double Legendre transform is the convex envelope of f(x). We now return to the definition of the effective potential. In deriving the Feynman rules, one relates the generating functional for connected Green’s functions to the generating functional for 1PI Green’s functions through the expression [50, 54] —



exp{(i/h)[W(J)



+



0(h)])



=



f



4x J(x)4)~(x))].



(A.3)



NJ [d43~]exp[~ (1~~~(43~) + d



For small values of /1, the right-hand side can be evaluated using the stationary phase approximation to yield W(J)(Fipt(43c)+Jd~xJ(x)4)c(x))~ 811P1’



-



~‘~c



.



(A.4)



—J



Thus, we see that W(J) is the functional Legendre transform of .f~(43~),which is the generating functional of 1PI diagrams. The effective action, ~ defined in eqs. (2.45) and (2.46), is given by ~ff(4)C(x))= max



(J



d4x J(x)43(x) - W(J)),



(A.5)



where we have used eqs. (2.45) and (2.46), and the fact that W(J) is convex (since it is a Legendre transform of .17~).Thus, I~ff(43c) is the Legendre transform of W(J), which is itself a Legendre



406



M.



Sizer, Electroweak Higgs potentials and vacuum stability



transform of ~ Therefore, from the above discussion, ~ is the convex envelope of ~ Since the potential is given by 1= .f d4x (—v), we see that Vett(4)c) is the convex envelope of Vipi(43~).*) We see that the potential which is given by the one-particle irreducible diagrams, V 1~1,and which has been used throughout this report, is not the actual effective potential. The effective potential, Veii~is the convex envelope of I/1~,1.Which potential should be used? Let us first consider the physical definition of the effective potential, Veff~following Coleman [50] (see also Brandenberger [54]). Consider the quantum mechanics problem of finding a state a) such that (a~H~a) is stationary subject to the constraints (a~a)= 1 and (a~A~a) = A~for some Hermitean operator A. The constraints can be put into the variational equation using Lagrange multipliers E and J. The variational problem becomes —



E



—



JA)Ia) = 0.



(A.6)



Since H is Hermitean, the variational equation is



(A.7)



(H—E—JA)~a)=0,



which has some solution a) = a(E, J)). Using the normalization condition, one can determine E in terms of J. The other constraint, (aIA~a)= A~,will give J as a function of A~.Inserting these into eq. (A.7) gives [H — E(J) —



JA]Ia(J)) = 0,



(A.8)



where a(J)) is a normalized eigenstate of H JA. Taking the scalar product of eq. (A.8) with (a(J)~ and functionally differentiating with respect to J gives —



0= =



~



(a(J)RH— JA)~:(J))~~ — (a(J)~AIa(J))—



2(~akH— JA)~a)~-j —



-~-~—



A~.



Since the normalization condition, (a~a)= 1, implies that (~aI(H—JA)Ia) term of eq. (A.9) vanishes and thus



(A.9) =



E(~aIa)= 0, the first



(A.10) From eq. (A.8) this gives (a(J)IHla(J))



=



E(J) — J6E/~J.



(A.11)



Thus, we see that E(J) — J ~EI U is the energy of the ground state of H in the space of states satisfying the constraint (a(J)~Ala(J))= A~(J). *) we are in Minkowski space, so the integral is



(A.12) —VT; thus if F is convex, then V is convex.
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This can easily be translated into field theory. From the above, we have (using an obvious notation) that F(43~)=W(J)— J~W/&J,



~W/3J=



~



(A.13)



which are identical to eqs. (A. 10) and (A. 11). Now we know that — W(J) is the ground state action of the theory with a source J(x) 43(x), and therefore we conclude from analogy with the above that — ~(43~) is the ground state action of the theory without a source in the space of states satisfying (a 431 a) = 43. We conclude that the physical meaning of the effective potential is that Veti(43c)=



(al~’la)



(A.14)



for the lowest-energy state in the space of states satisfying (ala)=1



(A.15)



(aI43la) 43~.



(A.16)



=



This is the physical meaning of the effective potential, and since it is a Legendre transform, it must be convex. To elucidate the difference between this potential and the “tree-level” potential (or V1~1), which need not be convex, consider the case of a theory of a single scalar field with Lagrangian density 2—V(43),where V(43) has the form V(43)= .~p.2432+~A434.In other words, V(43) is not a ~(9,L43)function. This function has minima at ±a-. Let us consider the classical analog (we follow convex E. Weinberg and Wu [455]) of (a 43(x) Ia) to be the spatial average of 43, denoted 43. The effective potential, V~ffis the minimum value of the energy density among all states with a given value of 43. Suppose 1431 > a-. Then the energy density is clearly minimized by a static homogeneous configuration with 43(x) = 43 everywhere, and V~is identical to V(43). However, now suppose that 1431 < a. Then the energy density is minimized by an inhomogeneous mixed state in which 43(x) = a- in a fraction of space f = (43 + a) /(2a) and 43(x) = — a- elsewhere. Since, in the infinite volume limit, surface energy between the regions_can be neglected, the_energy density everywhere is V(a) = V(— cr). Let us repeat this point. If — a- < 43 < a-, then clearly v(43)> V( ±a-). However, the energy density can still be V(a) everywhere if one uses an mnhornogeneous state such that 43 = a- in some regions and 43 = a- in others, as long as the average value is 43. Changing 43 will change_the fraction of space at a- versus that at a-, but the energy density will not change, as long as — a- < 43 < a-. The effective potential will thus be flat between —a- and a-, and, in fact, is the convex envelope of V(43). We thus see that the effective potential is, in fact, convex, and does give the energy density of the state which minimizes the energy density subject to the constraint that its average value is 43~.However, this state will be a mixture of states localized about each_minimum. If we were interested only in homogeneous states, then Veff would not be relevant when 1431 


—
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“localized” about ±a-. If one is interested only in homogeneous states, i.e. states in which the field is concentrated about a specific value, then the effective potential is not the appropriate quantity. A clear discussion of this point is given by Stevenson [456]. This, then, is the resolution of the convexity problem. The effective potential is the expectation value of the energy density in the state a) which minimizes (aIHIa) subject to the condition that (a143(x)Ia) = 43~. This object is convex; in the standard double-well potential, the condition that (a143(x)la) = 43~is satisfied by a quantum superposition of a state at 43 = a- and a state at 43 = —a, and the energy density is constant for all I 43~I < a- (the coefficients of the superposition will depend on the precise value of 43~’but the energy density will not). If one adds the further restriction that the wave functional for a) be concentrated on configurations with 43(x) —~43~, then, to leading order, the minimum energy density is V(43~),which need not be convex. What about the imaginary part of the potential? The restriction to configurations with 43(x) —~43~is a restriction which does not commute with the Hamiltonian. Thus, these states are unstable for I43~I< a-. The decay rates can be interpreted as imaginary contributions to the energy. Langer [148, 149] has noted that V1~,1is the analytic continuation of l7~to the region I43~l
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Note added in proof The reader is cautioned about the use of the expression given in eq. (2.136) for the renormalization group improved effective potential in the standard model. The renormalization group can best be used when the problem has a single scale; in Coleman—Weinberg symmetry breaking, for example, the only dimensionful scale is 43, thus the couplings can depend on M only through t = ln(431M). In the massive theory, however, there is an additional scale, ~2, and the result of eq. (2.136) will not sum all of the leading logarithms (see the discussion in chapter 5). There are two situations in which eq. (2.136) may be used. If scalar loops are negligible, then ~2 will not appear, and there is effectively only a single scale. Also, if one is interested in 432 ~ ~2 then there is also effectively a single scale. In the calculations of chapter 4, at least one of these conditions is always met. For light Higgs bosons, scalar loops are negligible, while for heavy Higgs bosons, the vacuum instability occurs only for very large 43. The results of chapter 4 are thus reliable. The CDF at Fermilab has recently announced that the lower bound on the top quark mass is now
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well in excess of 60 GeV. Should this bound reach 90 GeV, then the requirement of vacuum stability will (see fig. 19) lead to a stringent lower bound on the Higgs mass. Lindner, et al. [460] have recently calculated the vacuum stability bound much more precisely than previous calculations. They use two-loop beta functions and the two-loop anomalous dimension, as well as one-loop boundary conditions. Their curve (corresponding to the line between regions A and R in figs. 19, 20 and 23) crosses the m~= 0 axis at m50~= 86 GeV. They conclude that the requirement of vacuum stability implies that failure to discover the top quark at Fermilab will mean that the Higgs boson cannot be discovered at CUSB, SLC or LEP. It was argued in ref. [205] (chapter 4) that cosmic rays would have induced the decay of our vacuum if our vacuum was unstable (except for a very narrow region of parameter space). In a recent preprint [461],Arnold has disagreed4.with analysis. Hispotential argument can best in be chapter summarized by limit considering Thistheir is similar to the considered 4 in the in whicha potential given by V= —A43 the barrier height vanishes. He asks whether a cosmic ray could cause the transition from the unstable 43 = 0 point to occur (on a time scale short relative to the “rollover” time). The analysis of ref. [205] would imply that the cosmic ray would cause the transition to occur (since its energy exceeds the barrier height). However, Arnold argues as follows. Suppose a region of space is created in which 43 ~ 0. Although the volume energy inside this region is negative, the surface energy, caused by kinetic terms in the Lagrangian, is not, and the net energy of the configuration is positive. As a result, an effective energy barrier exists. If the cosmic ray is given more energy, in order to have sufficient energy to overcome the barrier, then the interaction region is even smaller, thus the kinetic energy (surface) terms are even larger and thus the effective energy barrier is even larger. And so it goes. Arnold shows that if a single Higgs quantum is created, then the effective barrier height will always exceed the cosmic ray energy. By only considering the free energy barrier (and ignoring effective energy barriers due to kinetic terms), ref. [205]missed this effect. Arnold does show that the cosmic ray energy will exceed the effective barrier height if a number of quanta Nq = 0(B 0), where B0 is the bounce action, is produced. However, this will be suppressed by a factor of O(a1, ln(E/m~))”~. As a result, he concludes that much of the region excluded in ref. [205](region R of fig. 23) may be allowed. A precise analysis is difficult, since the number of quanta needed has not been determined (and it appears in an exponent), but it does appear that much of region R in fig. 23 can not be necessarily excluded due to cosmic ray interactions. Although it thus appears that cosmic rays may not have induced the decay of our vacuum, one might wonder about other astrophysical sources. Hiscock [462] considered the possibility that black holes might nucleate the transition; the work was extended to other cosmological objects by Hiscock and Mendell [463]. It was shown that black holes can lower the action by a factor of roughly two, leading to potentially very rapid vacuum decay. The thin-wall approximation was explicitly used in these works, but one expects the qualitative features to survive in the more realistic thick-wall problem. As a result, the existence of black holes will reduce the allowed region of parameter space in the standard model. A full analysis should include the effect considered by Arnold (it should be noted that the highest energy cosmic rays may be produced in the vicinity of black holes) as well as extending Hiscock’s work to the thick-wall case. Until such an analysis is done, the fate of our vacuum, if we live in region R of fig. 23, is not clear. Of course, should the resolution of the cosmological constant problem be similar to that discussed in ref. [185], then our vacuum would have to be absolutely stable. If that is the case, then the bound in ref. [460] gives the allowed region in the standard model. Haber has pointed out [463]that it might be possible to evade the lower bound on Higgs masses in the two-doublet model which was given in section 5.4. As stated there, this bound is saturated by the
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Coleman—Weinberg value. However, the bound is obtained by only requiring that the potential along the direction to the minimum be of the Coleman—Weinberg form. Although it may be more natural for this to imply that the entire potential be of the Coleman—Weinberg form, it is not necessary; bare mass terms in other directions might exist. In that case, the bound is modified, since the form of the one-loop potential is modified by bare mass terms (see the last footnote of section 5.3.1). Numerically, the differences are not great, and, as noted in section 5.4, the bound itself is not very useful. Finally, in an interesting model of Simmons [464], the Higgs doublet only has diagonal couplings to fermions, and flavor symmetry breaking occurs through mixing with heavy singlet fermions. Although she generates this mixing (and the singlet masses) through bare mass terms, they could also be generated via introduction of Higgs singlets (thereby eliminating many dimensionful parameters). The phenomenology of these singlets, as well as the effects on the Higgs potential, has yet to be investigated. References [460] M. Lindner, M. Sher and H.W. Zaglauer, Fermilab preprint 88/206T. [461]PB. Arnold, Phys. Rev. D (1989), in press. [462]W.A. Hiseock, Phys. Rev. D 35 (1987) 1161. [463]WA. Hiscock and G. Mendell, Phys. Rev. D 39 (1989) 1537. [464]H.E. Haber, private communication. [465]E.H. Simmons, Mud. Phys. B (1989), in press.
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