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Department of Physics, University of Ottawa, Ottawa, ON, Canada, and Department of Cellular and Molecular Medicine, University of Ottawa, Ottawa, ON, Canada ABSTRACT



We present a biologically plausible mechanism to cancel simple redundant signals, i.e. sinusoidal waves, in neural circuits. Our mechanism involves the presence of: 1) stimulus-driven feedback to the neurons acting as detectors, 2) a large variety of temporal delays in the pathways transmitting such feedback, and 3) burst-induced longterm plasticity, all these factors being present in a wide set of neural systems. As an example, we consider the electrosensory lateral-line lobe of the weakly electric fish, which has been recently reported to employ this mechanism for the cancellation of redundant information in vivo. The cancellation is shown to be maintained for signals with different strengths of amplitude modulations. 1. INTRODUCTION Prediction and cancellation of redundant information is one of the most important features that neural systems must have in order to efficiently code external signals. While processing sensory input, for instance, it is of vital importance to be able to discriminate a novel stimulus from the background of redundant, unimportant signals. Neural mechanisms responsible for cancellation of redundant information could be an efficient way to achieve such discrimination. In addition, these mechanisms may be highly relevant to understand how neural systems solve other nontrivial tasks, such as the so called “cocktail party problem” to identify a certain signal in an environment constituted by multiple stimuli [1]. However, the concrete mechanisms that the brain may employ to cancel redundant information are presently unknown. A network able to perform this cancellation is thought to exist in the electroreceptor lateral line lobe of weakly electric fish [2]. This fish emits a high-frequency (6001000 Hz) sinusoidal electric organ discharge (EOD) into its environment to sense its surroundings and communicate to conspecifics. Small objects such as prey create spatially localized amplitude modulations (AMs) of the EOD, whereas tailbending or communication signals (for instance, low frequency sinusoidal AMs arise from the beating between the EODs of two electric fishes if both frequencies are relatively close) induce spatially global AMs [3, 4, 5]. These AMs are detected by electroreceptors that densely cover the body of the fish [6], and provide Thanks to CIHR and NSERC agencies for funding.
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feedforward input to pyramidal cells in the electrosensory lateral line (ELL). It has been found that a subpopulation of such pyramidal cells, specifically the superficial pyramidal (SP) cells, remove low-frequency predictable global signals (i.e. tailbending) from their input to maximize detection of novel local stimuli (i.e. prey) [2]. This is presumably achieved using a feedback pathway composed of delay lines segregated into frequency channels to destructively interfere with the global stimulus. Recently, the synaptic plasticity that shapes the feedback was found to be a novel burst timing-dependent learning rule [7]. Following and summarizing a previous study [8], in this work we consider the cancellation of low-frequency simple redundant signals, i.e. sine waves, in the ELL of the weakly electric fish. To do that, we model the neural network responsible for signal cancellation in the brain of the fish, and compare our predictions with electrophysiology data recorded in vivo [8]. In the model, we assume the presence of: 1) stimulus-driven feedback to the neurons acting as detectors, 2) a large variety of temporal delays in the pathways transmitting such feedback, and 3) burst-induced long-term plasticity. We show that the modeled network is able to efficiently cancel global redundant signal, allowing the fish to easily detect local stimuli (i.e. prey signals). Such cancellation is shown to be maintained for signals with different AM strengths. The mechanism is frequency-specific, and the model reproduces results from in vivo recordings showing a strong cancellation for frequencies up to 16 Hz approximately. The work is organized as follows: in Section 2, we introduce the descriptions used to model the neuron, the dendritic after potential mechanism, and the plasticity of the parallel fibers. In Section 3, we analyze the activity of SP cells for local and global stimulation. To do that, we study the effect of global stimuli on the strength of parallel fibers, and we compare the resulting firing rates for local and global signals. We pay special attention to the effect of the signal contrast on the dynamics of the system. In Section 4 we discuss our results and some additional aspects of interest, and we present our conclusions in Section 5.



2. MODEL A scheme of the network modeled is showed in Fig. 1. We first consider the firing rate dynamics of a SP cell receiv-



770



Parallel fibers EGp (feedback pathway)



w2



w3 w4



w1



V(t)



Deep cells



Superficial cells



Output



In



Sensory input



Inhibition



Sensory input



Fig. 1. Scheme of the network considered. Parallel fibers (only four of them are shown here for simplicity) projects directly to SP cells and to inhibitory neurons, which also project to SP cells. ing a sinusoidal local stimulus (due to the presence of a prey). The local stimulus also drives the response of deep pyramidal (DP) cells, but the feedback pathway is not activated. We then model the same response assuming that the signal is global (caused, for instance, by periodic tailbending). Apart from stimulating SP and DP cells, the global signal also activates a feedback pathway (driven by the DP cells) which involves the granule cell layer, a cerebellarlike structure known as the EGp. Granule cells connect to SP cells through parallel fibers (PFs), which are known to be plastic [7], and thus closing the feedback loop. If the signal is local, the feedback loop is not activated and SP cells only respond to the feedforward sensory input. We consider that the firing activity of each superficial pyramidal (SP) neuron evolves according to a leaky integrate-and-fire (LIF) formalism, that is,



τm



constant of the neuron. Values for the standard parameters of the neuron model and input are Vth = 1, Vr = 0, τr = 0.7 ms, τm = 7 ms, I0 = 0.576, σ = 0.759, fcut = 500 Hz, A0 = 1, κ(f ) = 0.04f + 0.23 for f < 4 Hz and κ(f ) = 0.39 for f > 4 Hz. The term DAP (t) in Eq. (1) represents the depolarizing after-potential (DAP), an injection of current into the soma of the neuron after an action potential is fired due to presence of active channels in the dendrites [10]. This DAP causes repetitive firings following an initial firing, resulting in bursts (or clusters) of spikes. After the cell fires (V = Vth ), and assuming the previous firing time is not too recent, the cell will receive a DAP, i.e. a small current injection a short time later. This extra stimulation is modeled as a difference in alpha functions s(x) ≡ x e−x , one generated by the soma and the other by the dendrites. If, however, the interval between this spike time and the previous spike time is less than the refractory period of the dendrite, rd , then the DAP is inactive for the current spike. Such refractory period rd is modeled as a dynamic variable that changes according to a secondary variable, b, which also controls the width of dendritic alpha function. All spikes generated by the neuron are recorded, the most recent of which was at time tn , and b updates whenever the neuron fires a spike. Here, t+ n refers to the time just after the most recent spike was fired. The equation governing the DAP [11] is      t − tn t − tn − s DAP (t) = α s γ βb(t+ n)



for t − tn > τr and tn − tn−1 > rd (t+ n ), and DAP (t) = 0 otherwise. The dendritic refractory period is given by rd (t) = D + Eb(t), and b(t) evolves according to X db = −b/τ + A + Bb2 δ(t − tn ). dt n



dV = −V + I(t) + DAP (t) + Λ (ws − gV ) . (1) dt



When the membrane potential, V , reaches the threshold Vth , a spike is recorded and V is reset to Vr . After that, V is maintained at Vr for an absolute refractory period, τr , after which V continues to evolve according to Eq. (1). Input from electroreceptors is given by I(t) = [I0 + σξL (t) + κ(f )A0 sin(2πf t)]+ ,



(2)



where I0 is a bias current, ξL (t) is a low-pass filtered Gaussian noise, and the sinusoidal AM modulation of frequency f and strength A0 is modeled as κ(f )A0 sin(2πf t). The dependence of the signal amplitude with frequency takes into account that electroreceptors adapt (i.e. have a diminished steady state response) for AM s < 4 Hz [9]. Since electroreceptor input is strictly excitatory, a rectification function [· · · ]+ is applied to the input ([x]+ = x if x > 0, and [x]+ = 0 otherwise). A fourth-order Butterworth filter was employed to generate the low-pass filtered Gaussian noise with cutoff frequency fcut and the variance σ 2 . The parameter τm is the membrane time



(3)



(4)



Parameters for the DAP model are α = 20, β = 2.45 ms, γ = 1.4 ms, A = 0.6, B = 2, D = 0.7 ms, E = 24.5 ms, and τ = 7 ms. The last term in the r. h. s. of Eq. (1) corresponds to the feedback current arriving to the SP cells from the EGp. Granule cells in the EGp are also driven by the external signal via the deep cells (see Fig. 1), and we assume that they respond in phase with the signal by emitting one burst per cycle, as occurs with granule cells in mammals [12]. Because each particular PF has its own length, two bursts emitted at EGp at the same time will arrive to SP cells at different times. Due to the massive number of granule cells and the multiple delays involved, we assume that the feedback input to the SP cells is continuous in time. The feedback cycle is then discretized into segments of ∼ 2.5 ms, where each segment, labeled as s, corresponds to a given PF of strength ws . Therefore, each PF has a stable phase relationship with the sinusoidal input, and because this relationship (as well as the exact number of PF participating in the cancellation) would change for different input frequencies, the mechanism we propose here is
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where η is the strength of a learning event. We will take into account that pairs of small (2-spikes) bursts are able to modify PF weights, as well as pairs of large (4-spikes) bursts, but the type of burst has to be the same on the presynaptic and postsynaptic levels to cause plasticity [7]. The learning due to each type of event (bursts of 2 or 4 spikes) is characterized by the parameters ηi and Li , with i = 2, 4. In addition to this event-based rule, we consider a simple, continuously operating, non-associative homeostatic potentiating rule given by τw dws /dt = wmax − ws ,



(6)
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where τw is the learning time constant and wmax is the maximum synaptic strength. Parameter values for the feedback pathway and the learning rules are g = 1.44, τw = 980 s, wmax = 1.5, η2 = 0.0018, η4 = 0.0036, L2 = 10 ms and L4 = 100 ms.
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Fig. 2. Model response for local and global signals. Sinusoidal input (top panel) arrives from the electroreceptors. When such stimulus is local, it causes a strong response in SP cells, which closely follow the signal (middle panel). If the stimulus is global, however, the feedback pathway is activated, and the signal impact on SP firing rate is severely reduced (bottom panel).
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frequency-specific. The global strength of the feedback is given by Λ (set to unity for global stimuli and zero for local), and the term −gV in Eq. (1) resembles the disynaptic inhibition of PFs, which compensates for the extra input to SP cells from feedback. Following in vitro observations, we consider that the PF-SP cell synapse displays a burst-driven long-term depression rule [7]. Concretely, if a PF burst and a SP cell burst occur and they are separated by a temporal length ∆t < L, where L is the learning time window, the PF weight ws is modified in the following way
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Fig. 3. (Left) Impact of the learning rule after 100 pairs of presynaptic-postsynaptic bursts, for small and large bursts. Model (lines) has been fit to reproduce in vitro observations (points). (Right) Steady-state of the PF weights after learning, which generate a negative image of the signal which allows a proper cancellation. 3. RESULTS Before studying in detail the origin of the cancellation, we first illustrate the firing rate given by our model for local and global signals, which agree with in vivo experimental findings [8]. Let us consider a local sinusoidal signal arriving to the network. In this situation, both SP and DP cells will respond to the signal with modulations of their firing rate, but the signal will not trigger the activation of the feedback pathway. We can see in Fig. 2 a typical response of a modeled SP cell (middle panel) to a 2 Hz local signal (top panel). When the signal is considered global (i.e. tailbending or communication with conspecific) the DP cells are able to drive the activity of the EGp cells and the feedback pathway becomes active. As a consequence of the feedback, the modulation of the activity of SP cells due to the signal becomes smaller, leading to a partial cancellation of the global signal and allowing the network to easily detect other (local) stimuli. In order to understand the origin of the cancellation, we have to consider the effect of the bursting learning rules (Eq. (5)) in our system. As we mentioned before, the wide distribution of delays in PFs (together with delays in other parts of the network) allows us to model the strength of PFs as weights that span the stimulus period. Therefore, for all PFs having the same strength, SP cells would receive a constant extra current from the feedback pathway. Also, because the excitatory input from PFs also feeds inhibitory neurons (which in turn project on SP cells), such extra excitatory current would be mostly neglected and the SP firing rate would be approximately the same as for local signals. When the plasticity rule selectively modifies the strength of certain groups of PFs due to bursting activity, however, we observe a different behavior. The left panel of Fig. 3 shows the relative change in PF strength for a trial of 100 pairs of presynaptic-postsynaptic bursts, considering either small or large bursts, as a function of the timing between bursts. We can see that this depressing, anti-Hebbian learning rule found in vitro [7] decreases the strength of a PF whose bursts are close in time with the SP cell bursts. Since SP cell bursting is driven by the feedforward signal, this mechanism will naturally modify the PF weights so that the PFs that have an effec-
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Fig. 4. Firing rate of a SP cell for a local stimulus with different input frequencies, as a function of stimulus phase. The predictions of the model (black lines) agree with experimental observations (gray lines).



tively weaker effect (due to depressed weights) are those that try to burst at the crest of the external sinusoid signal (as measured in the SP cell), and stronger PFs correspond to the ones bursting at the trough of the signal –see right panel of Fig. 3. Therefore, the feedback input will induce a negative image of the signal which can approximately cancel the original global stimulus in the SP cells. The large burst rule is mainly responsible for the strong levels of PF modulation (especially for very low frequencies), while the small burst rule allows for a better timing of the negative image with the stimulus. The disynaptic inhibition helps to compensate for the excess of excitatory input so that the SP firing rate remains within physiological values. An important factor that we must take into account here is the fact that, at least in granule cells in mammals, the number of spikes per burst drops off with increasing input frequency, and for large enough frequency, the cells fail to burst once per cycle [12]. In order to model this, we assume that the overall effective strength of PFs, namely Λ in Eq. (1), decays as a function of frequency as Λ = 0.05 + exp(1.6 − 0.2f ) for f > 8 Hz to fit experimental observations [8]. Other fittings, such as the one used in [8], or even linear ones, are also possible. We can observe the response of SP cells for different input frequencies in Fig. 4 (for local stimuli) and Fig. 5A (for global stimuli). As the figures show, the feedback is able to efficiently cancel global signals for low-frequency inputs, as firing rate modulations are much stronger for local stimuli (different panels in Fig. 4) than for global stimuli (different panels in Fig. 5A). We can also note the good agreement between the predictions of our model (black lines) and the experimental data obtained in vivo (gray lines). Due to the progressive decay of the typical number of spikes per burst with input frequency, the feed-
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Fig. 5. (A) Firing rate of a SP cell for a global stimulus with different input frequencies, as a function of stimulus phase. (B) Level of signal cancellation as a function of stimulus frequency. The cancellation stars to decay approximately around f ∼ 16 Hz, although significant levels of cancellation still remain up to 20 ∼ 25 Hz. In both panels, the predictions of the model (black lines) agree with experimental observations (gray lines). back strength becomes weaker at high frequencies and the high-frequency global stimuli are not canceled, as occurs in experiments. In order to better quantify the level of cancellation occurring for a given stimulus frequency, we define   AG %Cancellation = 1 − · 100, (7) AL with AG , AL being the amplitude of the firing rate modulation for global and local stimuli, respectively. Such amplitudes are defined as the amplitude of a sine wave fitted to the PSTH of the model data (to obtain the model prediction) or experimental data (to obtain the experimental curve). As we can see in Fig. 5B, the cancellation is strong (about 80%) for stimuli of low frequencies, and it starts decaying after ∼ 16 Hz. Finally, we address the impact of AM strength on the cancellation of global stimulus employing our model, as a prediction for future experimental studies. To do that, we compare the cancellation for different values of A0 at the same frequency. As one may see in Fig. 6, the cancellation mechanism is robust to changes in amplitude of
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Fig. 6. Left: Firing rate of a SP cell for a global stimulus with different AM strengths and f = 8 Hz, as a function of stimulus phase. Right: Level of signal cancellation as a function of AM strength for the same frequency, and also for 16 Hz. Note that, although the global firing rate increases substantially with A0 , the same is also true for the local firing rate, and therefore the level of cancellation is maintained approximately constant. the AMs as these changes have little effect on the cancellation. Such robustness is highly desirable since natural signals would have different AM strengths depending, for instance, on the distance between the fish and the origin of the EOD perturbation. 4. DISCUSSION In this work, we have shown that superficial pyramidal (SP) neurons in the weakly electric fish are able to cancel low-frequency spatially-redundant information, and in particular sinusoidal signals (AMs) with frequencies < 16 Hz. It is important to take into account that spatially localized AMs produced by prey (which correspond to local stimuli) are within this frequency range [3], as well as the spatially global AMs self-generated by tail movements or by the presence of same sex conspecifics. Therefore, this mechanism allows the fish to cancel redundant signals, enabling a clearer background above which to detect relevant non-repetitive signals such as prey (and thus to better capture it). Our model agrees with previous work which established DP-driven EGp cells as the key to the cancellation mechanism [13], and is based on three main assumptions: 1) stimulus-driven feedback to SP neurons, 2) a large variety of temporal delays in the pathways transmitting the feedback, and especially in the PFs, and 3) anti-Hebbian burst-induced long-term plasticity, all factors being present in a wide set of neural systems. As illustrated, the mechanism is able to efficiently cancel signals with different AM strengths, with the level of cancellation being approximately independent of AM strength. Further research in this direction, considering for instance more complicated forms of AM (such as non-sinusoidal), will be carried out in future studies. It is of much importance to highlight the frequencydependent nature of our cancellation mechanism. From anatomical data, the wide variety of axonal lengths (as well as the different subpopulations involved) provide a large set of different temporal delays from DP cells to SP cells [14]. However, this also implies that a delay associated with a particular phase for one frequency may be at a
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different phase for another frequency. That is, a PF whose delay is associated, for instance, with the peak of a 4 Hz AM will be associated with the trough of a 12 Hz AM. In order to keep our description consistent, we have to assume that the PFs used to cancel signals at one frequency are independent of the PFs cancelling another frequency. This is equivalent to considering independent frequency channels, which is a reasonable condition since the number of EGp cells and PFs largely surpass the number of SP cells and implies a massive input for these latter cells [13], thus allowing such segregation into independently tuned channels. Indeed, the existence of frequency channels for signal cancellation in the electric fish has been recently demonstrated in vivo [8], supporting the results discussed here. The origin of such frequency tuning, however, is still unclear. Recording of electrosensory afferent input to the EGp has revealed input tuned to high frequency AMs but none to the frequency range important for cancellation [15, 16]. A plausible hypothesis that we can do, but not the only one, is that frequency tuning is generated within the EGp network itself. Although dynamics of granule cell activity in the weakly electric fish has not been measured yet, it is known that the intrinsic dynamics of mammalian granule cells induce resonance in the theta range 3−12 Hz [12] and the local Golgi cell inhibitory network is also associated with low frequency oscillatory activity of granule cells [17]. In addition, it has been suggested that long-term plasticity in the cerebellar granule cell layer can induce temporal matching appropriate to the timing function of granule cells [18, 12, 19]. These findings indicate that the potential intrinsic dynamics and temporal matching properties of EGp could be responsible for the origin of the frequency channels observed in vivo. 5. CONCLUSION The results presented in this work show that the cancellation of redundant information in the electric fish’s brain may be achieved via a biologically plausible mechanism which relies on the presence of: 1) stimulus-driven feedback to the neurons acting as detectors, 2) a large variety of temporal delays in the pathways transmitting such feedback, and 3) burst-induced long-term plasticity, all these factors being present in a wide set of neural systems. Therefore, we argue that similar mechanisms could be present in other sensory systems as well. 6. REFERENCES [1] S Haykin and Z Chen, “The cocktail party problem,” Neural Comp, vol. 17, pp. 1875–1902, 2005. [2] N B Sawtell and A Williams, “Transformations of electrosensory encoding associated with an adaptive filter.,” J Neurosci, vol. 28, no. 7, pp. 1598–1612, Feb. 2008. [3] M E Nelson and M A Maciver, “Prey capture in the weakly electric fish Apteronotus albifrons: sen-
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