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Simplified Damage Growth Models Can Still Yield Accurate Prognosis Alexandra Coppe*, Matthew J. Pais†, Raphael T. Haftka‡, Nam H. Kim§ ABSTRACT The remaining useful life of a system can be assessed from available data and/or numerical models and is commonly known as prognosis. The remaining useful life (RUL) (e.g. the number of cycles to failure) of a system experiencing damage by fatigue crack growth is predicted through the use of synthetic data and a fatigue crack growth model by the identification of model parameters related to fatigue. Fatigue crack growth models assume the stress intensity factor being the dominant driving force behind crack growth. Analytical expressions for the stress intensity factor are available for simple geometries, for more complex geometries, a numerical method such as the finite element method could be used, but this additional complexity and cost are unappealing in the prognosis framework. This paper shows that a simple model, such as the Paris model with an assumed analytical stress intensity factor, can be used for complex geometries by compensating for the error in the assumed stress intensity factor by adjusting model parameters. The adjustment is done automatically by a process of Bayesian identification. True damage growth is simulated using the extended finite element method to model the effects of crack location and geometry on the relationship between crack size and stress intensity factor. The detection process of crack size using structural health monitoring systems is modeled by adding random noise and a deterministic bias to the simulated damage growth. Equivalent model parameters are then identified using the least-squarefiltered Bayesian method, from which the remaining useful life is estimated. Using three examples of damage geometries, it is shown that the RUL estimates are accurate even with the use of an assumed analytical stress intensity factor is used. Keywords: Prognosis, Structural Health Monitoring, Bayesian Inference, Remaining Useful Life 1. INTRODUCTION For last two decades, the structural health monitoring (SHM) technology has been significantly developed such that it is feasible to not only detect damage but also to characterize the significance of damage [1, 2]. In the case of structural damage due to cracks, SHM systems can now continuously monitor the growth of cracks during the lifecycle of an aircraft. When the *
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monitoring results are incorporated with crack growth models, it is possible to predict the future behavior of cracks, which is called model-based prognosis [3, 4]. This is very valuable information in terms of providing safety of aircraft and estimating appropriate maintenance schedules. Although the model-based prognosis can be a powerful technology, it has a drawback that many physical models are limited to simple conditions. For example, the original Paris model [5] describes the rate of crack growth as a function of stress intensity factor. However, in its simplified version it is limited to a constant amplitude mode I loading condition. The stress intensity factor is a complicated function of applied loading, boundary conditions, crack position, and geometry. These effects can be included in the model but this implies the addition of a correction factor to account for it. There is an analytical equation available for the stress intensity factor for an infinite plate with a through-the-thickness center crack, and correction factors for taking into account for finite plate size or edge cracks [6, 7]. These analytical equations are typically not available for complex geometries. Often numerical techniques, such as finite element analysis, are used to calculate accurate stress intensity factor [8]. This can cause a significant computational difficulty because the statistical nature of prognosis requires evaluations of stress intensity factor for numerous damage sizes. The objective of this paper is to demonstrate that in model-based prognosis, one can use simple models to predict the remaining useful life even if the model has substantial errors. This is accomplished through the identification of an equivalent damage growth parameter that compensates for the difference between the simple model and the true stress intensity factor. An important question that is explored in this paper is if a simple, analytical stress intensity factor can be used for arbitrary crack geometries for the purpose of prognosis. The key concept in this paper is that the original Paris model can be considered as an extrapolation tool. Thus, even if the actual crack growth behavior is different from the one obtained with the analytical stress intensity factor, Bayesian inference can identify equivalent damage growth parameters, different from the true ones, such that the model accurately predicts future damage growth behavior. The damage growth is simulated using the extended finite element method (XFEM) for calculating ―true‖ stress intensity factors, and the Paris model is used to grow the crack. XFEM [9] allows for discontinuities to be modeled independently of the finite element mesh, which avoids costly remeshing as the crack grows. The stress intensity factors which are the driving force for crack growth are calculated within the XFEM framework using the domain form of the contour integrals [10]. In practice, the actual damage sizes are measured using SHM systems in which on-board sensors and actuators are used to detect damage location and size. In this paper, instead of using actual measurement data, synthetic data are generated using random noise and deterministic bias. First, true values of the Paris model parameters are assumed. Then, the true crack will grow according to the given model parameters, prescribed operating, and loading conditions by XFEM simulations. Thus, the true crack size at every measurement time is known. With the true crack size, the remaining useful life is defined when the crack size reaches the critical crack size,
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which is a function of material, operating, and loading conditions. It is assumed that the measurement instruments may have a deterministic bias and random noise. These bias and noise are added to the true crack sizes, which are denoted as synthetic measured crack sizes. Then, these data are used to predict the equivalent damage growth parameters and thus the remaining useful life. In this way, it is possible to evaluate the accuracy of prognosis method. Of the many methods available for parameter identification, the least-square-filtered Bayesian method (LSFB) [11] is used to identify damage growth parameters. This method applies nonlinear least-square method to the measurement data, so that the magnitude of noise can be reduced, followed by Bayesian inference [12] to identify a probability distribution for model parameters. The identified distribution of damage growth parameters can then be used to predict the distribution of RUL. The paper is organized into the following sections. In Section 2, the crack growth model is introduced along with the notion of equivalent model parameter. In Section 3, the model for measurement uncertainty that is used in this paper is explained. The least-square-filtered Bayesian method is summarized in Section 4. Three numerical examples with increasing difference between the simple and true stress intensity factor models are presented in Section 5, followed by concluding remarks and future work in Section 6. 2. CRACK GROWTH MODEL A crack in a plate can grow due to repeated application of stress. For example, a crack in a fuselage panel of aircraft can grow due to repeated pressurizations. In this paper, the original Paris model [5] is used to predict the crack growth in a plate. In this model, the range of stress intensity factor K is the main factor driving the crack growth with two parameters, C and m , as
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where a is the characteristic crack size and N is the number of fatigue loading cycles. The range of stress intensity factor is calculated by the difference between maximum and minimum stress intensity factors; i.e., K K max K min . Although the number of cycles is an integer, it is considered a real number as the crack grows over a great number of cycles. The two parameters, C and m , are usually estimated from experiments. When a log-log scale plot is made for the growth rate versus the stress intensity factor, the slope corresponds to m , while the y-intercept at K 1 corresponds to C . The simplified original Paris model is known to be valid for a through-the-thickness center crack in an infinite plate under constant amplitude mode I fatigue loading condition. A correction factor can be added to account for more complex geometries, but this makes evaluation of RUL more costly and unpractical for online SHM. In the simplified case, the stress intensity factor can be calculated as K
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where is the range of applied nominal stress; i.e., stress far from the crack tip. By substituting Eq. (2) into Eq. (1), the differential equation can be solved for the crack size as a function of the number of cycles N i as
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where a 0 is the initial crack size. Note that the initial crack size does not have to be the size of initial micro-crack in the pristine plate. When a structural health monitoring (SHM) system is used, a 0 can be the size of crack that is initially detected. Then, Eq. (3) can be used to predict the crack size a i after N i cycles starting from a crack with size a 0 , assuming that the parameters, C and m , are known. Considering Eq. (3) can calculate crack size for a given cycle number, it is also possible to calculate the required number of cycles for a crack to grow to a certain size. Especially, it is important to estimate how many cycles remain before failure. In general, a critical crack size, aC , is defined in which the crack grows rapidly and becomes unstable. Then, starting from the current crack size (let us say that it is a i ), the remaining cycles until the crack grows to the critical crack size can be calculated by 1
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In SHM, Eq. (4) can be used to predict the remaining useful life (RUL) before the crack needs to be repaired. Again, the prediction process requires the two Paris parameters. In general, the accuracy of Eq. (2) depends on geometrical effects, boundary conditions, crack shape, and crack location. A more general expression (Murakami, 1987; Tada et al, 1987) of the range of stress intensity factor can be written as K
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where Y is the correction factor, given as the ratio of the true stress intensity factor to the value predicted by Eq. (2). The correction factor depends on geometry of crack and plate and the loading conditions. Examples of the dependence of the correction factor on the crack size are shown in Figure 1 for a center crack in an infinite plate, a center crack in a finite plate, and an edge crack in a finite plate [6, 7]. Many advanced models are also available that can consider the effect of crack tip plasticity as well as the effect of crack closure [13, 14, 15]. The advanced models normally come with more parameters that need to be identified.
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Figure 1: Comparison of correction factors for several plate geometries and crack sizes for a plate width of 200 mm.



By comparing Eqs. (1), (2), and (5), an interesting, but critically important observation can be made. For example, it is possible to use the range of stress intensity factor in Eq. (2) instead of the one in Eq. (5) for the crack in a finite plate; i.e., it is possible to move the correction factor into the two Paris parameters. In such a case, the crack growth model in Eq. (1) can be modified as
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where C and m are ‗equivalent‘ Paris parameters for using the stress intensity factor in Eq. (2) . Of course, the above relation is not valid for all possible ranges of stress intensity factor, but it is a good approximation when the variation of stress intensity factor is not significant. In the viewpoint of Eq. (6), it is possible to interpret the two Paris parameters as curve-fitting parameters, not material properties. This observation is consistent with the fact that the Paris parameters become different when the road ratio R K min / K max varies even if K is same [16]. The critical advantage of this viewpoint is that instead of making more advanced models for crack growth for SHM prognosis, the simple model in Eq. (6) can be used as long as the equivalent parameters can be identified. In the numerical example section, this aspect will be tested using various examples. For complex geometries with combined loadings, analytical expressions as given in Eqs. (2) and (5) may not be sufficient. For example, when a crack growth changes its path, the analytical growth rate equations cannot predict the correct path and growth of the crack. In such a case, a numerical method can be used to calculate the stress intensity factor as well as the direction of crack growth. In this paper, the extended finite element method (XFEM) is used to calculate the
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stress intensity factor K for complex geometry and loadings, and Eq. (6) is used to numerically integrate the crack size as a function of the number of cycles, which is explained in Appendix A. 3. MEASUREMENT UNCERTAINTY MODEL The crack growth model in the previous section can be a powerful tool in providing safety of the system and predicting maintenance schedules. However, the usefulness of the method depends on the accuracy of the parameters. For example, a 10% error in the exponent, m , can cause more than 100% difference in the predicted RUL from Eq. (4). Therefore, it is critical to accurately estimate these parameters. However, challenges exist when these parameters are measured from laboratory experiments. Firstly, the variability in different batches of materials is too large to make useful predictions. Secondly, different loading and boundary conditions of practical panels affect these parameters. The premise of SHM is that frequently measured crack sizes can be used to identify ‗panel-specific‘ damage growth parameters under given loading and boundary conditions, which is the main purpose of this paper. Then, these parameters can be used to predict the RUL before which the crack should be repaired. Since no airplanes are equipped with SHM systems yet, synthetic data are used in this paper; i.e., crack sizes are simulated and assumed to have been measured by SHM. In general, the crack sizes measured from SHM systems include the effect of bias and noise of sensor signals. The former is deterministic and represents a systematic departure caused by calibration error, while the latter is random and represents a noise in the signal. The synthetic measurement data are generated by (a) assuming that the true parameters, mtrue and Ctrue , are known, (b) calculating the true crack growth, aitrue , using the crack growth model in the previous section for a given N i , and (3) adding a deterministic bias and random noise. Let aitrue be the true half crack size at cycle N i , b the bias, and v the noise. The measured half crack size aimeas is then generated from
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For subsequent measurements the bias b remains constant, while the noise v is assumed to vary uniformly between V and V ; i.e., v U[ V ; V ] where U represents a uniform distribution between lower and upper bounds. It is noted that the current assumption on bias and noise is for convenience. In general, it is possible that the bias can vary as a function of time, and the noise can have different distribution types. Under the given models of bias and noise, the measured half crack sizes are uniformly distributed as
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Once the synthetic measurement data are generated, the true half crack size aNtrue is not used any further, nor are the true values of parameters, mtrue and Ctrue . The questions that need to be addressed are (a) if it is possible to accurately estimate the two parameters using the synthetic
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data that have bias and noise, and (b) what would happen if different geometry or boundary conditions are used for the actual panel. Figure 2 shows the measured crack sizes at every 100 cycles with a deterministic bias of b 2.0 mm and a random, uniformly distributed noise of amplitude V 2.0mm , which is used in the numerical examples in Section 5. Note that due to the bias, the trend of data is shifted from the true crack growth curve. 140
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Figure 2: Measured crack size at every 100 cycles with noise and bias
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LEAST SQUARE FILTERED BAYESIAN (LSFB) METHOD



The least square method (e.g., Bretscher [17]) and Bayesian inference (e.g., Gelman et al. [18]) are often used for identifying unknown model parameters from data. The former minimizes errors between data and model predictions, while the latter progressively improves the knowledge on the parameters using data, starting from the initial knowledge. It is generally observed that the least square method is powerful in identifying deterministic parameters and also has a capability of reducing noise in the data. On the other hand, the Bayesian inference is customized to incorporate the initial knowledge of the parameters and statistically identifies model parameters. In this section, the advantages from both methods will be utilized to identify model parameters using SHM data. In estimating the RUL, the statistical information of parameters is important because a conservative estimate is required for the maintenance schedule. Coppe et al. [4] used Bayesian inference to estimate the distribution of Paris model parameters, from which the distribution of the RUL is estimated. It was shown that the Bayesian inference was sensitive to the level of noise—the convergence of model parameters was slow when the measured crack size data have large noises. Therefore, the main contribution of this paper is to reduce the noise in the data 7



using the least square method, followed by Bayesian inference to statistically identify model parameters. In the mean time, some deterministic parameters, such as bias and initial crack size can also be identified from the least square method. This proposed method is thus named the ‗least-square-filtered‘ Bayesian (LSFB) method. 4.1



Filtering data using least square method



For the convenience of explanation, it is assume that the true value of parameter C C true is known with its true value, while the exponent m is unknown and needs to be identified. For the case that both parameters are unknown, readers are referred to Coppe et al. [19]. Therefore, unknown variables are the Paris model exponent m , bias b , and initial crack size a 0 . As mentioned before, a 0 is the true crack size at the cycle at which it is detected for the first time. Due to noise and bias, the true value of a 0 is also unknown. The LSFB method processes information collected at every cycle using the least square method in order to reduce the noise, and identify the bias b and initial crack size a 0 . The least square problem is expressed as a
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where aimeas are the synthetic measured crack sizes with bias and noise model to simulate measurement data. Since the SHM process is time-dependent, the above least square method should use measured data up to the current time. Therefore, initially the identified results may not be accurate because only a limited number of data are used, but the accuracy will be improved as more data are available in the later time. In addition, the initial data may not provide valuable information because the crack growth rate is very small at this stage. As the crack starts growing fast, the process will identify parameters more accurately. In this paper, the LSFB method utilized K calculated from Eq. (2), and an equivalent value of m is identified resulting in the same solution to Eq. (1) as if the true K were used. The values of a 0 , m and b identified from Eq. (9) are then used to generate a new estimate of the damage size at the current cycle using Eq. (3); they are referred to as filtered data. These filtered data are then used in Bayesian inference in order to narrow down the distribution of m and obtain a more accurate prediction. The identified a 0 and b are considered to be deterministic. Only uncertainty in m is considered in the Bayesian inference. 4.2



Bayesian inference for parameter identification



Bayesian inference is based on the Bayes‘ theorem on conditional probability [20]. It is used to obtain the updated (also called posterior) probability of a random variable by using new information. In this paper, it is used to improve the statistical distribution of unknown parameter m using SHM measured crack size a (indeed, this is the same as aNmeas in Eq. (8)). Therefore, the Bayes' theorem is extended to the continuous probability distribution with probability density function (PDF), which is more appropriate for the purpose of the present paper. Let fX (m) be a 8



PDF of Paris model parameter X m . The measured crack size Y a is also random due to the noise, whose PDF is denoted by fY (a ) . Then, the joint PDF of X and Y can be written in terms of fX and fY , as
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When X and Y are independent, the joint PDF can be written as fXY (m, a ) fX (m) fY (a ) and Bayesian inference cannot be used to improve fX (m) . Using the above identity, the original Bayes' theorem can be extended to the PDF form as [21, 22]
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Since the integral of fX (m | Y a ) should be one, the denominator in Eq. (11) can be considered as a normalizing constant. In Eq. (11), fX (m | Y a ) is the posterior PDF of Paris model parameter given measured crack size Y a , and fY (a | X m) is the likelihood function or the PDF value of obtaining the measured crack size a for a given parameter value of X m. When the analytical expressions of the likelihood function, fY (a | X m) , and the prior PDF, fX (m) , are available, the posterior PDF in Eq. (11) can be obtained through simple calculation. The likelihood function is designed to integrate the information obtained from SHM measurement to the knowledge about the distribution of m . Instead of assuming an analytical form of the likelihood function, uncertainty in measured crack sizes is propagated and estimated using the Monte Carlo simulation (MCS). Although this process is computationally expensive, it will provide accurate information for the posterior distribution. The derivation of the likelihood function can be found in Appendix B. When multiple, independent measurements are available, Bayesian inference can be applied either iteratively or all at once. When K number of measured data are available; i.e., a {a1, a2, , aK } , the Bayes' theorem in Eq. (11) can be modified to
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where V is a normalizing constant to satisfy the PDF property. In the above expression, it is possible that the likelihood functions of individual measurements are multiplied together to build the total likelihood function, which is then multiplied by the prior PDF followed by normalization to yield the posterior PDF. On the other hand, the one-by-one update formula for Bayes' theorem can be written in the recursive form as fX(i )(m | Y
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where Vi is a normalizing constant at i-th update and fX(i 1)(m) is the PDF of m , updated using up to (i1)th measurements. In the above update formula, fX(0)(m) is the initial prior PDF, and the posterior PDF becomes a prior PDF for the next update. An important advantage of Bayes' theorem over other parameter identification methods, such as the least square method and maximum likelihood estimate, is its capability to estimate the uncertainty structure of the identified parameters. These uncertainty structures depend on that of the prior distribution and likelihood function. Accordingly, the accuracy of posterior distribution is directly related to that of likelihood and prior distribution. Thus, the uncertainty in posterior distribution must be interpreted in that context. Although the least square process uses all data that are measured at every cycle, the Bayesian inference uses data only every 100 cycles. This is partly because the Bayesian inference process is computationally expensive, and the method works better when the crack grows fast. 4.3



Conservative prediction of remaining useful life



Once the distribution of m is identified at a given cycle N i , it can be used to calculate the distribution of RUL N f using Eq. (4). The distribution of RUL represents the possibility of remaining cycles before the crack size becomes the critical one. In this paper, the critical crack size is defined as when the half crack size become aC 24 mm . This is different from the conventional definition of critical crack size, which depends on the fracture toughness. Rather, it is a threshold of crack size that an airline company may want to repair. Therefore, the threshold should be less than the critical crack size. Since the updated distribution of m does not follow any analytical distribution, MCS is used to estimate the distribution of RUL. In addition, the measured crack size is also randomly distributed according to Eq. (8). From the RUL distribution, the 5th percentile is used as a conservative estimate of RUL. Therefore, the estimated RUL will be less than the true RUL with a 95% confidence. An important advantage of using synthetic data is that it allows predicting the statistical characteristic of predicted results. In this paper, random noises are added to the true crack sizes. Due to this randomness, different RUL distributions are expected if another set of synthetic data are used. The same will happen during actual experiments. Therefore, in order to cover actual experimental variability, the process of identifying damage parameters and predicting the conservative RUL is repeated 100 times with different sets of synthetic data. In the numerical examples, 68% confidence interval of 5th percentiles is plotted, which corresponds to mean ± one standard deviation. 5. NUMERICAL EXAMPLES In this section, three numerical examples are presented in the order of increasing difference between the true and assumed stress intensity factor model. For all examples, an aluminum 7075 square plate with dimension of 0.2m×0.2m and thickness of 2.48mm is used with Young‘s 0.33 , and Paris model parameters modulus E 71.7 GPa , Poisson‘s ratio
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C true 1.5 10 10 and mtrue 3.8 . Mode I fatigue loading is applied to the plate with the range of stress 78.6 MPa ( max 78.6, min 0) , which corresponds to the case of fuselage pressurization loading. The relatively large initial crack size a0 10 mm is chosen because many SHM sensors cannot detect small cracks. In addition, there is no significant crack growth when the size is small. This size of crack is still too small to threaten the safety of aircraft. ‗True‘ crack growth data were calculated using XFEM simulations, which were performed on a structured mesh of square linear quadrilateral elements with characteristic length of 1 mm. Each cycle of fatigue crack growth was modeled until the half crack size reaches a threshold size of 24.0mm; i.e., the crack will be repaired beyond this size. Synthetic measurement data are then generated by adding a deterministic bias and random noise to the true crack size according to Eq. (8). The crack size at each iteration was then used to identify the equivalent Paris model exponent through the use of the least-square-filtered Bayesian (LSFB) method with the simplified stress intensity formula in Eq. (2). Lastly, the RUL is estimated as the number of remaining cycles that the current crack size reaches the threshold one. 5.1 Center crack in a finite plate The first example considered is that of a center crack in a finite plate as shown in Figure 3(a). Only the right half of the plate was modeled with XFEM through the use of symmetry. The corresponding curve of the correction factor Y for the center crack in a finite plate is given in Figure 3(b). The accuracy of the correction factor calculated from XFEM is presented in Appendix A. In this example, it is clear that the effect of the correction factor is less than 5%. Therefore, it is expected that the identification of damage growth parameter will be close to the true one.
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Figure 3: The center crack in a finite plate model and the correction factor. (a) Initial crack geometry and loading condition. (b) Correction factor as a function of crack size.
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The crack growth went up to 1,600 cycles, and the crack size at 1,700 cycles becomes larger than the threshold size. Figure 4(a) shows the updated distribution of m using LSFB at 1,600 cycles. The initial distribution was assumed to be uniformly distributed; i.e., m U[3.3;4.3] . The standard deviation at the final update turns out to be about 0.014, which is significantly reduced from the initial value of 0.29. For comparison, the true value, m true , is also shown as a vertical dashed line. Although the true crack grows according to the range of stress intensity factor in Eq. (5), the LSFB assumes that it is given in Eq. (2). The maximum likelihood value, 3.82, is slightly overestimates the true one in order to compensate for the error in K . This is expected because the correction factor is slightly larger than one, which makes the crack to grow faster than it would if it was in an infinite plate. Figure 4(b) shows the 68% confidence interval of crack size obtained using the identified parameter m . The 68% confidence interval of m (e.g. 3.80 and 3.86 in Figure 4(a)) is used as an input into Eq. (3) to calculate the confidence interval of crack lengths to the cycle of the last LSFB analysis. For comparison, the true crack sizes calculated from XFEM is plotted with a solid curve. It is noted that the true crack sizes (black line) fall within the bounds of the LSFB identification (gray region). 50
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Figure 4: Comparison of XFEM crack growth data with crack growth predicted from LSFB analysis for center crack in a finite plate. (a) Updated PDF of parameter m at cycle 2,100. (b) Distribution of identified crack size (68% confidence interval)



Figure 5(a) shows the 5th-percentile conservative estimates of RUL. The black solid line represents the true RUL—it starts with 1,600 because the crack will grow to the threshold size after 1,600 cycles from the first detection. The true RUL is calculated using the range of stress intensity factor in Eq. (5). In the same plot, the dashed line is the estimated RUL when the correction factor is assumed to be Y 1 ; i.e., the range of stress intensity factor is calculated using Eq. (2). Due to the slight underestimate of correction factor, the dashed RUL is also slightly higher than the true one, which is an unconservative estimate. However, both RULs eventually meet toward the end of life. Both lines use the information of true parameter m true . The gray area in Figure 5(a) represents the 68% confidence interval (mean ± standard deviation)
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of the estimated RUL using LSFB method. It can be observed that the estimate of RUL converges to the true RUL from the conservative side. It is note that even if Eq. (2) is used, the error in the stress intensity factor is compensated by identifying equivalent parameter m that is slightly larger than the true one. Figure 5(b) shows the error between the maximum likelihood estimation of the estimated RUL distribution, N fmax , and the true RUL, N ftrue defined as error
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The positive error means an unconservative estimate. It can be observed that the estimate is very conservative at the beginning (because the distribution of m is initially wide), and it then becomes unconservative but with a smaller amplitude. Therefore, the maximum likelihood is consistently unconservative, but the 5th-percentile is always conservative. It is also noted that the maximum error in the unconservative side is less than 100 cycles, which is the inspection interval. 2000
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Figure 5: Estimated RUL and error for a center crack in a finite plate. (a) 68% confidence interval of 5th-percentile conservative RUL estimates. (b) 68% confidence interval of error between the true RUL and the maximum likelihood of the estimated RUL distribution.



5.2 Edge crack in a finite plate Next, an edge crack in a finite plate is considered as shown in Figure 6(a). For this case the boundary conditions were fixing the lower right hand corner and allowing the top right corner to only move in the vertical direction. It was found that the threshold crack size was reached at 955 cycles. Therefore, the LSFB was applied only 9 times (one at every 100 cycles). The correction factor corresponding to the finite effect which this edge crack represented is given in Figure 6(b). In this case, the correction factor can contribute up to 35% to the stress intensity factor. Therefore, it is expected that the equivalent damage growth parameter m will overestimate the true one in proportion.
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Figure 6: The edge crack in a finite plate model and the correction factor. (a) Initial crack geometry. (b) Correction factor as a function of crack size.



Figure 7(a) shows the updated distribution of m using LSFB at 900 cycles after the first detection. As expected, it compensates for the error in ΔK by overestimating m by 5.5%. It can be observed that the larger the error in ΔK compared to the center crack case increases the overestimation of m to compensate for it. The effect of correction factor is moved to the damage growth parameter. The standard deviation of the final distribution of m is about 0.012, which is wider than the case of a center crack in an infinite plate. This is probably caused by the increased difference between the actual and assumed models for the stress intensity factor. As the LSFB analysis results in a final distribution of m , the predicted crack sizes with this distribution are plotted and compared directly to the XFEM data in Figure 7(b). The XFEM data fall within the bounds of the LSFB identification. 30 25
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Figure 7: Comparison of XFEM crack growth data with crack growth predicted from LSFB analysis for edge crack. (a) Updated PDF of parameter m at cycle 900. (b) Distribution of identified crack size (68% confidence interval)
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Table 1: Progressive variation of the mean of Paris parameter m at different cycles



Cycle Mean of m



200 3.67



400 3.82



600 3.98



800 4.00



900 4.02



Table 1 shows the mean value of Paris model parameter m as a function of the number of cycles. As the size of crack increased, the correction factor also increases. It can be seen that the Bayesian process can compensate for the increase in the correction factor by gradually increasing the Paris model parameter. In that sense, the Paris model parameters are not considered as material properties. Rather, they are extrapolation parameters to match the crack growth trend. Figure 8(a) shows the 5th-percentile conservative estimates of RUL, similar to Figure 5(a). In this case, there was a large difference between the true RUL and the RUL with Y 1 assumption. The error of up to 35% in the correction factor leads to an overestimation in the RUL of almost 100%. However, both RULs eventually managed to meet toward the end of life. Even if the RUL with Y 1 leads to a large overestimation, the 68% confidence interval of the conservative estimated RUL using LSFB method (gray area) stays in the conservative side and converges to the true RUL. Again, the large error in the correction factor has successfully been compensated by identifying equivalent parameter m that is about 5.5% larger than the true one. Figure 8(b) shows the error between the maximum likelihood of the estimated distribution of the RUL and the true RUL. As observed previously, LSFB leads to a somewhat unconservative estimate of the RUL if the maximum likelihood data is used, but it converges to the true value fairly accurately. 2000
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Figure 8: Estimated RUL and error for an edge crack in a finite plate. (a) 68% confidence interval of 5th-percentile conservative RUL estimates. (b) 68% confidence interval of error between the true RUL and the maximum likelihood of the estimated RUL distribution.
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5.3 Center crack in a plate with holes The final example considers differences between the actual and predicted model that may be caused by localized stress concentrations in the plate. Four holes are inserted into the plate as shown in Figure 9(a). Only the right half of the plate was modeled with XFEM through the use of symmetry. Different from the two previous examples, there is no analytical expression of the correction factor; therefore it is obtained from XFEM is shown in Figure 9(b). The effect of holes is converted into 30 – 39% error in the stress intensity factor. Due to such a large stress intensity factor, the crack grew fast and reached the threshold size at 625 cycles. Therefore, only six updates were available for the LSFB method.
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Figure 9: The center crack in a finite plate with holes and the correction factor. (a) Initial crack geometry. (b) Correction factor as a function of crack size.



Figure 10(a) shows the updated distribution of m using LSFB at cycle 600. As expected it compensates for the error in K by over estimating m by 8.7%. The same conclusion can be drawn as previously, the larger the error in K the more m is overestimated to compensate for it. Due to this error, the standard deviation of m becomes about 0.0216, which is still a significant reduction from the initial standard deviation of 0.29. As the LSFB analysis results in a final distribution of m , the predicted crack lengths for this distribution are plotted and compared directly to the XFEM data in Figure 10(b). The XFEM data fall within the bounds of the LSFB identification. The identified crack size distribution is wider than the previous two examples, which is because the model is increasingly far away from the center crack in an infinite plate mode. In addition, the fact that only six inspections have been performed before reaching the threshold may also contribute to the relatively wide distribution. Figure 11(a) shows the 5th-percentile conservative estimates of RUL, similar to Figure 5(a). Since there is no analytical approximation of correction factor is available, only the true RUL and the 68% confidence interval of the conservative estimated RUL using LSFB method (gray
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area) are plotted. Note that the predicted RUL stays close to the true one from the conservative side. Again, the large error in the correction factor has successfully been compensated by identifying equivalent parameter m that is about 8.7% larger than the true one. Figure 11(b) shows the error between the maximum likelihood of the estimated distribution of the RUL and the true RUL. As observed previously, despite the fact that a simplistic model is used in which the range of stress intensity factor does not account for the complexity of the geometry, the LSFB method was able to estimate the RUL not only with accuracy but also fairly conservatively. 18
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Figure 10: Comparison of XFEM crack growth data with crack growth predicted from LSFB analysis for a plate with holes. (a) Updated PDF of parameter m at cycle 600. (b) Distribution of identified crack size (68% confidence interval).



120



2000



5th percentile of RUL



1600 1400 1200 1000 800 600



100



Error in RUL estimation



LSFB RUL RUL with Y = 1 True RUL



1800



80 60 40 20 0 -20



400



-40



200



-60



0 0



100



200 300 400 500 Number of cycles at inspection



(a)



600



-80 0



100



200



300



400



500



600



Number of cycles at inspection



(b)



Figure 11: Estimated RUL and error for a plate with holes. (a) 68% confidence interval of 5th-percentile conservative RUL estimates. (b) 68% confidence interval of error between the true RUL and the maximum likelihood of the estimated RUL distribution. 17



6. CONCLUDING REMARKS In this paper, equivalent damage growth parameters were identified, which can compensate for complex geometric effects for SHM prognosis. The error in stress intensity factor was moved to the equivalent damage growth parameter, such that the prediction of remaining useful life is accurate. Three numerical examples showed that the deviation of damage growth parameter is proportional to the error in stress intensity factor. All three examples, however, showed that the estimated conservative remaining useful life converges to the true one from the safe side. Therefore, it is concluded that a simple model can be used to predict the behavior of complex problems by calculating equivalent parameters. The least-square-filtered Baysian (LSFB) method was proposed in identifying unknown model parameters. This method took advantages from both least-square and Bayesian methods. The whole idea was to use the least-square method to reduce the level of noise and to identify deterministic parameters, and then Bayesian method is used to identify statistical parameters. In this way, it was possible to reduce the number of variables that need to be updated in the Bayesian method. The method is demonstrated here updating only one parameter m of Paris model the same idea can be applied to the parameters m and C together. This should allow for even more accurate results because it would allow for more flexibility in fitting the equivalent model. APPENDIX A: EXTENDED FINITE ELEMENT METHOD Modeling crack growth in a traditional finite element framework is a challenging task because the domain of interest is defined by the mesh that needs to be continuously modified. At each increment of crack growth, at least the domain surrounding the crack tip must be remeshed such that the updated crack geometry is accurately represented. If a large number of cycles are to be considered, this repeated remeshing can consume a large amount of the computational time for the analysis. The extended finite element method (XFEM) allows discontinuities to be represented independently of the finite element mesh [9]. Arbitrarily oriented discontinuities can be modeled by enriching all elements cut by a discontinuity using enrichment functions satisfying the discontinuous behavior and additional nodal degrees of freedom. For the case of a domain containing a crack and voids [23], the approximation takes the following form:
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where N I (x ) are the finite element shape function, V (x ) is the void enrichment function, H (x ) (x ) are the crack tip enrichment functions, and uI , a I , is the Heaviside enrichment function, and bI are the classical and enriched degrees-of-freedom (DOFs). Equation (15) is then used to build the stiffness matrix and solve for unknown DOFs. To decrease the computational time for
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the repeated solutions, an exact reanalysis algorithm [24] is used which takes advantage of the large constant portion of the global stiffness matrix that does not vary according to crack growth. The mixed-mode stress intensity factors K I and K II for the given cracked geometry were calculated using the domain form of the interaction integrals [10]. The direction of crack growth was calculated using the maximum circumferential stress criterion [25]. The effective stress intensity factor [26] given as
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was used to convert the mixed-mode stress intensity factors into a single value for used in the Paris model. The crack growth at each fatigue loading cycle is given as a
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This is equivalent to the forward Euler method to integrate the differential Eq. (1). Then the crack geometry is updated and the analysis moves on to the next loading cycle. The implementation of XFEM used here was verified using the center crack in a finite plate given in Section 3.1. For this problem the theoretical finite correction factor based on the equations of elasticity for a center crack in a finite plate [6, 7] is given as 2
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where a W , and a and W are the half crack size and half plate width. This model assumes that the plate is finite in the crack direction and infinite in the loading direction. A comparison of the crack lengths as a function of the number of cycles was first performed to ensure the accuracy of the XFEM data provided to the parameter identification routine. As there is no closed form solution for the crack size as a function of N due to the finite correction factor given in Eq. (5), the forward Euler method with 10,000 steps was used. This step size represents less than 0.1 percent change from 1,000 steps. A comparison of the results is shown in Figure 12 in which the correction factors are plotted with respect to a W and the number of cycles. Since the theoretical correction factor in Eq. (18) assumes that the plate is finite in the crack direction but infinitely long in the loading direction, the correction factor calculated from XFEM converges to the theoretical one when the height of plate increases.
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Figure 12: Theoretical and XFEM predictions of correction factor for the center crack of a finite plate with different plate heights



APPENDIX B: LIKELIHOOD CALCULATION FROM UNCERTAINTY PROPAGATION As discussed in Section 3, the likelihood is the most important information to determine the posterior distribution in Bayesian inference. The Gaussian function is often assumed for the likelihood function [27, 28]. In addition, the expression of this function remains unchanged throughout the entire process. In the case of crack growth, however, the likelihood function is different from the Gaussian function and it varies at different crack sizes. Since the uncertainty structure of the posterior distribution strongly depends on the likelihood function in Bayesian inference, the error in the likelihood calculation directly affects the accuracy of the posterior distribution. In this paper, instead of assuming a particular distribution for the likelihood, the uncertainty in inputs is propagated through the physics model. This way of calculating likelihood will represent the actual behavior of measured crack size variation. The likelihood calculation starts from comparing the crack size from measurements with that from simulation with a given parameter. From the definition of likelihood, it is necessary to estimate what is the probability that the measured crack size, aimeas , is the same with the size from simulation, aisim (m) , with given parameter value m . The difference between these two sizes is defined as
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The goal is to calculate the probability of the above difference being zero. If analytical expressions for the PDFs of aimeas and aisim are available, they can be used to obtain the PDF of d(m) , then the value of this PDF at d(m) 0 is the value of likelihood at given m , which rarely happens. Therefore, MCS will be used in this paper to calculate the likelihood. From the Bayes' theorem in Eq. (11), the value of likelihood fY (a | X m) at aimeas can be calculated as
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fY (aimeas | X



P(| d(m) |



m)



) (20)



2



where P( ) is a symbol for probability, and is a small constant. The above approximation becomes exact when approaches zero. For the complete calculation of the likelihood, Eq. (20) needs to be evaluated for all range of parameter m . In this paper, the entire range of the parameter is discretized by 100 intervals, and Eq. (20) is evaluated at each grid point. If the likelihood fY (aimeas | X m) is calculated purely by sampling aimeas and aisim (m) , then the tolerance needs to be large enough to include enough sample points to reduce the sampling error to acceptable levels. On the other hand, if is too large, errors will increase due to nonlinearity in the likelihood function. The analytical PDF of aisim (m) is not available, because it is obtained from uncertainty propagation through the nonlinear physics model; i.e., Eq. (3). The uncertainties in applied stress and initial crack size are applied to Eq. (3) to calculate the uncertainty of aisim (m) . On the other hand, the uncertainty in measured data is available from Eq. (8). In general, the measurement error that controls aimeas is independent of the modeling error that controls aisim (m) . In such a case, a separable sampling scheme can be used by comparing all possible combinations of two individual sets of samples [29]. In order to explain the process of separable sampling, the right-hand side of Eq. (20) is written in the following form:
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Using conditional expectation on the last term on the right-hand side the following expression can be obtained: P d
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where fsim ( ) is the PDF of aisim , and FY ( ) is the CDF of aimeas whose distribution is given in Eq. (8). The last relation is obtained from the definition of CDF; i.e., by considering aimeas as an only random variable, P aimeas aisim . Similarly, the remaining terms on FY aisim the right-hand side of Eq. (21) can be written as 1
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By combining Eqs. (22) and (23), the likelihood can be written as
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where the central finite difference approximation is used in the second relation, which becomes exact when 0 . The above expression is in particular convenient for separable MCS because the analytical expression of fY ( ) is given in Eq. (8), and fsim ( ) can be evaluated by propagating uncertainty through numerical simulation. Let M be the number of samples in MCS, the likelihood can then be calculated by
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Therefore, the process is first to generate M samples of of aisim according to Eq. (3) and then to evaluate PDF values of fY (aisim ) , which is a uniform distribution. The average of these samples will be the value of likelihood corresponding to m . The flowchart of calculating the likelihood is explained in Figure 13.
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End loop Figure 13: Flowcart of calculating likelihood function using Monte Carlo simulation
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GDP Growth Predictions through the Yield Spread ... - eabcn 

and 1964&2010 for the US. The contribution to the empirical literature is threefold. First, while most empirical studies either assume the relationship between future .... We first assume that the model coeffi cients in "&# "(# are time&varying. ... 
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Evaluation of Sapota genotypes for growth, yield and ... - CiteSeerX 

442 attributing traits, correlation and path analysis were done using GENRES package. Results and discussions. Development of high yielding varieties of crops.
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GDP Growth Predictions through the Yield Spread ... 

The attempt is to exclude remote information from the estimates ...... rd erro rs a re g iv en in p a ren th eses. Subsa mple. Subsa mple. 1 st. T able. 3a. Breakp oin.
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Growth, yield and nutritional responses of a sunflower ... 

the biomass production, LAI, and the % filled grains were higher than other treatments. Seed yield obtained under F2 fertilizer dose was significantly higher than other levels. Higher biomass production and larger canopy spread would have induced the
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Ensemble of Cubist models for soy yield prediction ... 

[12] Henderson Communications LLC â€œSyngenta Seeds Develops. First Ever Soybean ... Non-destructive opti- cal detection of pigment changes during leaf ...
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Effect of growth regulators on yield, nutrient uptake ... 

Table 2. Effect of genotypes and growth regulators on N,P,K and protein content and yield of seed and ... management factors and renewable energy sources.
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Nitrogen management on crop growth and yield of ... 

Abstract : Field experiments were conducted for two years (1998 - 2000) to study the effect of delayed basal dressing and split application of N in wet seeded rice (IR 20). The time of basal N application comprised of four treatments: basal N at the 
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Early embryos can yield stem cellsâ€¦ and survive - Nature 

extracted from an embryo that has developed into a hollow ball called a blastocyst. The proc- ess pulls the embryo apart and destroys it. This week's paper shows that stem-cell lines can be grown from less developed embryos. â€” balls of eight to ten
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Wheat grain yield forecasting models for food security ... 

on non-renewable inputs, producing large amounts of food but with negative .... Water resources availabilities in Morocco have been studied in term of institutional and .... SUR models are applied when different OLS models must be analyzed ...
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on the growth and yield of irrigated cotton 

Influence of intercropping systems and weed management practices .... W, Hand hoeing and weeding at 20 and 40 height of 5' infront of irrigation channel in ...


























×
Report Simplified Damage Growth Models can still yield ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















