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Abstract—Wireless sensor devices have continuously undergone the process of miniaturization. As a result, various applications with micro-sensors have emerged as a possibility. These new applications require an autonomous network structure that is efficient, reliable, and can provide specific quality of service to the users. One such architecture is ANSWER proposed by Dr. Olariu. In this paper, we present a simulation study with various scenarios designed to test the performance of ANSWER architecture. In addition, we implement the ANSWER architecture with rechargeable micro-sensors. The results show that ANSWER is a very reliable architecture in applications where the network is very dense. Furthermore, energy usage in the ANSWER architecture is relatively small, since only a subset of micro-sensor nodes is active at any given time.



I. I NTRODUCTION Major advances have been made in the fields of microelectro-mechanics and integrated digital circuits over the past several years. As a results, various devices have continually undergone a process of miniaturization. Through this process, a device called a micro-sensor has emerged. A micro-sensor is typically a generic sensor equipped with data processing and communication capabilities, which allow the device to perform in-network computing and remote sensing [7]. The sensing circuitry in a micro-sensor converts various environmental conditions, or observations, into an electrical signal. Then, the sensor processes this signal and forms its own perceptions regarding the surrounding environment. There are a few obvious advantages to using micro-sensors. One such advantage is lower manufacturing cost, which results from mass production and the use of fewer materials. Another advantage is that micro-sensors have lighter weight and thus are preferred in many cases to regular sensors. In addition, micro-sensors have a wider exploitation of IC technology, and thus they are more applicable when there is a need to form sensor arrays. All these advantages make micro-sensors a perfect choice for a variety of applications. For example, micro-sensors are already used in cars to provide safety features such as airbag control and Anti Locking Brakes. Many currently developed consumer electronics have micro-sensors inside them. In the field of medicine, micro-sensors are used to measure physical as well as chemical properties of blood. The development of micro-sensors has enabled an electrocardiograph instrument to



be reduced to a wearable size, which allows close monitoring of the heart in situations that were not previously possible [8]. In order to exploit the full potential of micro-sensors, they have to have the ability to form networks autonomously, without any human intervention. Olariu et al. propose an architecture for an autonomous sensor network in [7], which they call Autonomous Networked Sensor System, or ANSWER. In the ANSWER architecture, a large number of micro-sensors are deployed along with a few aggregation and forwarding nodes (AFNs). The AFNs have appropriate networking tools for data collection as well as special radio equipment for long range communications. The AFNs have the ability to organize the sensor nodes in their vicinity. A mobile node, or a vehicle, is then able to move safely around the network area by communicating with the AFNs and adjusting its objectives, which are based on the information collected by the sensors. ANSWER is very well suited for various military, rescue, and natural disaster situations. However, the micro-sensors are extremely limited by the amount of energy they can store. Thus, we propose an implementation of ANSWER with rechargeable micro-sensors. We assume that the micro-sensors are somehow able to replenish their energy in the environment. The ways to replenish energy may include converting solar energy, thermal energy, or even vibrations. In this paper, we present a simulation study performed in YAES, a modular simulator for mobile networks [1], of the ANSWER architecture implemented with rechargeable micro-sensors. A screen shot of ANSWER implementation using the YAES simulator can be seen in Figure 1. The simulation study consists of specific scenarios and measures the overall performance of the ANSWER architecture. II. R ELATED W ORK Recent advances in the field of microelectronics have made possible the development of various micro-sensors. [3] provides a detailed overview of some of the micro-sensor technologies available today. A lot of the research in microelectronics has led to miniaturization of sensor devices, and in turn opened up many new opportunities in various other fields, including wireless networking. Wireless micro-sensors can now be used in a variety of applications, ranging from military operations to simple monitoring of the environment.
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III. M ETHODOLOGY In order to quantitatively measure the performance of ANSWER, we performed a simulation study using YAES simulator. The simulations consisted of several scenarios, which were developed to test specific aspects of the network architecture. The scenarios considered various cases with both, stationary and mobile, threat nodes. Each scenario was executed multiple times and all the results were averaged together. The following sections provide a more detailed look at the ANSWER architecture as well as an in-depth description of each scenario. A. Network Overview



Fig. 1.



Screen capture of ANSWER implemented in YAES.



One possible architecture model for there micro-sensors is presented in [7]. Olariu et al. describe their ANSWER architecture in detail in [7]. The authors present a conceptual foundation of how such an autonomous network functions. It is assumed that the micro-sensor nodes in the ANSWER architecture all possess certain capabilities, including a pseudo-random number generator, initial set of seeds for the number generator, a set of tuples, a perfect hash function, and initially synchronized clock [7]. The authors also present a dynamic clustering system that is used by the AFNs to organize the micro-sensor nodes. ANSWER uses a unique clustering system to organize the micro-sensors. The clustering approach uses wedges and coronas to create a coordinate system and partition the area around each AFN into a number of clusters. The details of how such a coordinate system is established and how clusterheads are elected are presented in [5] and [6] respectively. Furthermore, Wadaa et al. show in [9] that once a coordinate system is established, it is possible to train the sensor network in order to minimize the cost of routing and data fusion. In [2] a utility-based decision-making process is introduced to maximize the lifespan, and in turn average utility, of a sensor network. This decision-making process enables the sensor nodes to change their roles over time and to dynamically adjust the routing paths in order to efficiently load balance the energy consumption in the network. Kar et al. introduce a dynamic node activation scheme in [4], which is specifically designed for networks with rechargeable sensors. At any given time, each rechargeable sensor node is in one of the following states: active (normal operation), passive (battery recharging), or ready (waiting for job assignment). The authors show that their dynamic activation scheme is distributed, requiring only local state information, and performs very close to the global optimum.



The network that employs the ANSWER architecture consists of a large collection of micro-sensors, which are able to communicate with each other and perform functions such as detection and environment monitoring. A micro-sensor is a small device that is able to detect and monitor various environmental aspects, which may include humidity, temperature, movement, and even sound. In addition to performing various sensing functions, micro-sensors also have low power data processing and short range wireless communication capabilities. We assume that the micro-sensors have the ability to collect energy from the environment by absorbing light, background radio energy, or energy from vibrations. This way, the microsensors will be able to maintain connectivity and functionality of the network for indefinite periods of time, provided that the environmental conditions are favorable. ANSWER allows for activation of select few nodes at a time, so that very little energy is wasted by the micro-sensor nodes that do not have to be involved in the sensing process. To accomplish this, the individual micro-sensors are activated based on a coloring scheme. In addition, ANSWER employs a unique coordinate system that allows for dynamic network reconfiguration and provides a simple and low-cost clustering scheme for organizing the micro-sensors. The coloring scheme also provides a means of securing individual micro-sensors from physical tampering by an intruder. Whenever a sensor node detects that it is being tempered with, it will immediately erase all of its memory. Also, since the training agent periodically sends out the coloring signal to confirm each sensor node’s distance, a sensor node will also wipe out its memory when it measures a change in its position based on the color value received. The simulations were implemented using agents. Each node in the network had a corresponding agent that constantly monitored the environment. Based on environmental perceptions, each agent updated the actions of its respective node. The sensor agents were relatively simple to implement, however the agents for the aggregation and forwarding nodes as well as for the mobile node were much more complex. B. Dynamic Coordinate System The dynamic coordinate system employed by the ANSWER architecture divides the surrounding area into coronas and wedges, as shown in Figure 2. Coronas are concentric circles of increasing radii that are centered at a particular node,
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Fig. 2.



Dynamic coordinate system of ANSWER.



Fig. 4.



Possible routing schemes in ANSWER.



The dynamic coordinate system also provides a means to perform clustering of the network at no additional cost. According to Olariu et al., a cluster is the locus of all sensors having the same coordinates [5]. This approach to clustering allows individual sensors to remain anonymous and unsynchronized. In addition, the clustering approach allows for centralized as well as distributed communication paths. In centralized communication, the data is routed from the source cluster to the training agent along the same wedge. However, in distributed communication the data is first routed to the destination cluster, which can have a different wedge coordinate, and then to the training agent. Figure 4 demonstrates the difference between the two routing schemes. C. Nodes and Agents Fig. 3.



Color sets within the dynamic coordinate system of ANSWER.



referred to as a training agent. The radius of each corona is determined by differential transmission power. All coronas have the same width, which is slightly less than the transmission range of the micro-sensors. Wedges are equiangular dividers that originate at the training agent and extend to its full transmission range. These wedges are obtained using directional transmission. This coordinate system is dynamic in nature because it can be easily re-established in order to accommodate the changes in the network. ANSWER also employs a coloring scheme in order to activate the nodes in small subsets. Using the signal strength readings obtained during the establishment of the coordinate system, each node is assigned a specific color. The result is that the corona segments are further subdivided into a number of color sets, as shown in 3. The color sets are numbered in the same order in each corona. Thus, the entire network is partitioned into a set of color graphs, such that all the sensors in any one graph are represented as vertices with the same color, and any two vertices within the transmission range are connected by an edge. Due to the width of the coronas and that fact that the micro-sensor network is expected to be very dense, the probability that the color graphs are connected is very high.



Since this simulation study employed the use of agents, the network consisted of several types of nodes. Specifically, the ANSWER architecture consists of micro-sensor nodes, aggregation and forwarding nodes (AFNs), threat nodes, and a single mobile node or vehicle. Each node has a specific agent with the ability to observe the surrounding environment and make appropriate decisions to achieve its goals. The micro-sensor nodes have a limited transmission range, thus they are grouped into sets of colored graphs to provide multi-hop communication. We assume that the micro-sensor devices have some means of collecting energy from the environment, and thus are able to recharge their batteries. The micro-sensor nodes employ a dynamic activation model similar to [4], where the nodes transition between three states depending on their energy level. Figure 5 shows a state diagram for the dynamic activation model. The micro-sensor agents have two simple goals: perform environment sensing according to the schedule set up by the AFN, and to route the data to the training agent using its respective color graph. The AFNs are stationary nodes that organize the microsensor nodes in their vicinity and collect data reported by the sensors. Each AFN acts as a training agent and sets up the coordinate system centered around itself. AFNs have special equipment for long range communication, and thus are able to transmit messages to the mobile node moving around in the network. The AFN agents are responsible for processing the information received from the micro-sensor nodes and for
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TABLE I S IMULATION PARAMETERS



Fig. 5.



State disgram for micro-sensor nodes.



transmitting the approximate locations of any possible threats to the mobile node in a timely manner. The threat nodes are basically search and destroy vehicles. The threat node agents all have a single goal, which is to locate and capture the mobile node. The threat nodes can move either in a predetermined pattern in the network, or they can use the random waypoint model. The threat nodes have no means of communicating with each other or with any other type of a node in the network. Once the mobile node is captured, it is destroyed and the mission is considered a failure. The mobile node is able to perform long range communication, similar to the AFNs. The agent of the mobile node has one major goal, which is to go safely from the starting position to the destination. The mobile node agent communicates with the AFN agents to check whether there are any threat nodes nearby. If there are threat nodes present and the micro-sensors reported this to the AFNs, then the AFNs will report the approximate position of each threat node to the mobile agent. Based on this information, the mobile agent may adjust the path of the mobile node. If the mobile node is able to reach its destination without encountering any threats, then the mission is considered a success, otherwise it is considered a failure.



Simulation Parameter area sensor transmission range sensor sensing range number of sensor nodes max node displacement number of AFNs number of coronas number of wedges simulation time units



Value 900x600 50 25 200 5 6 3 8 1000



Range



100-300 1.0-5.0



rithm 1 describes the steps performed during each simulation step. Algorithm 1 Simulation Steps 1: update energy 2: move mobile node 3: move threat nodes 4: for i = 0 to threat nodes do 5: for k = 0 to sensor nodes do 6: if threat node detected then 7: report to AFN 8: end if 9: if mobile node in danger then 10: update path 11: end if 12: if mobile node caught then 13: terminate 14: end if 15: end for 16: end for 17: paint network state



D. Scenarios For this simulation study, four distinct scenarios were developed, and their detailed descriptions are given below. For each scenario, the network are measured 600x900. Scenario 1: There is exactly one stationary threat node that is positioned directly in the path of the mobile node. The goal of the mobile node is to move from the top left corner of the network area to the bottom right corner undetected. Scenario 2: There are ten stationary threat nodes positioned randomly in the vicinity of the network. The goal of the mobile node is the same as in the Scenario 1. Scenario 3: There is one mobile threat node that is set to move from the top right corner of the network area to the bottom left corner. The goal of the mobile node is the same as the in Scenario 1, so that the paths of the mobile node and the threat node are intersecting. Scenario 4: There are ten mobile threat nodes in the vicinity of the network, all moving using the random waypoint model. The mobile node has the same goal as in Scenario 1. E. Simulation Algorithm Each scenario was run for a predefined period of time, where at each time step the network parameters were updated. Algo-



IV. S IMULATION R ESULTS To measure the performance of the ANSWER architecture, all four scenarios were executed multiple times. We varied the number of micro-sensor nodes as well as the mobility of both the mobile node and the threat nodes, and we measured the number of failures (mobile node is detected by a threat node) vs. number of nodes, number of failures vs. mobility, average energy consumption vs. number of nodes, and average energy consumption vs. mobility. All four scenarios shared some common simulation parameters which are outlined in Table I. The following is a detailed breakdown of the simulation results for each scenario. 1) Scenario 1: This scenario has a single stationary threat node that is positioned directly in the path of the mobile node. Figure 6 shows the results for the average number of failures versus the number of micro-sensor nodes. It is obvious that the number of failures is greatly reduced as the number of nodes increases. Thus, the ANSWER architecture is a preferred choice for applications that allow for very dense deployment of the micro-sensors.
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Fig. 6. Average number of failures versus the number of sensor nodes (Scenario 1).
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Fig. 8. Average energy consumption versus the number of sensor nodes (Scenario 1). 1
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Fig. 7.
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Average number of failures versus the mobility (Scenario 1).



Figure 7 shows the results for the average number of failures versus the mobility. It is important to note that we varied the mobility of both, the mobile node and the threat nodes. The simulation results clearly show that the number of failures increases in a linear fashion as mobility goes up. This is due to the fact that increased mobility decreases the approximation of the position of a threat node by the sensor nodes. Figure 8 shows the results for the average energy consumption by a single micro-sensor node versus the number of micro-sensor nodes. It is evident that the energy consumption decreases slightly as the number of micro-sensors is increased. As the number of micro-sensor nodes goes up, each node, on average, spends less time performing scheduled tasks because the number of tasks is usually fixed for the network, and all of the tasks are shared equally among all of the micro-sensor nodes.
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Average energy consumption versus the mobility (Scenario 1).



Figure 9 shows the results for the average energy consumption by a single micro-sensor node versus mobility. The energy consumption does not seem to vary with changes in mobility, which suggests that mobility has no significant effect on the energy consumption of individual micro-sensors. 2) Scenario 2: This scenario has multiple stationary threat nodes that are positioned randomly in the vicinity of the network. Figure 10 shows the results for the average number of failures versus the number of micro-sensor nodes for this scenario. Similarly to the first scenario, the number of failures decreases as the number of nodes increases. Figure 11 shows the results for the average number of failures versus the mobility. It is clear that the number of failures increases in a somewhat linear fashion as mobility goes up. This result is similar to the corresponding result in the first scenario. Figure 12 shows the results for the average energy con-
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Fig. 10. Average number of failures versus the number of sensor nodes (Scenario 2).
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Fig. 12. Average energy consumption versus the number of sensor nodes (Scenario 2). 1
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Fig. 11.
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sumption by a single micro-sensor node versus the number of micro-sensor nodes. It is shown that the energy consumption decreases slightly as the number of micro-sensors is increased. Figure 13 shows the results for the average energy consumption by a single micro-sensor node versus mobility. The energy consumption seems to stay relatively constant with varying mobility. 3) Scenario 3: This scenario has a single mobile threat node that is moving on a predetermined path. The path of the threat node is intentionaly set to intersect the path of the mobile node. Figure 14 shows the results for the average number of failures versus the number of micro-sensor nodes for this scenario. The number of failures is observed to decrease as the number of nodes increases. Figure 15 shows the results for the average number of failures versus the mobility for this scenario. The number of
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Fig. 13.



1.5



2



2.5



3 Mobility



3.5



4



4.5



5



Average energy consumption versus the mobility (Scenario 2).



failures tends to increase along with the mobility. This result is very similar to the corresponding result in the first scenario. Figure 16 shows the results for the average energy consumption by a single micro-sensor node versus the number of micro-sensor nodes. It is clear that the energy consumption decreases as the number of micro-sensors is increased. Figure 17 shows the results for the average energy consumption by a single micro-sensor node versus mobility. The energy consumption stays almost constant with varying mobility. 4) Scenario 4: This scenario has multiple mobile threat nodes that are moving in the vicinity of the network using the random waypoint model. Figure 18 shows the results for the average number of failures versus the number of micro-sensor nodes for this scenario. Figure 19 shows the results for the average number of failures versus the mobility. It is clear that the number of
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Fig. 14. Average number of failures versus the number of sensor nodes (Scenario 3).
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Fig. 16. Average energy consumption versus the number of sensor nodes (Scenario 3).
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Fig. 15.
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failures increases in a somewhat linear fashion as mobility goes up. Figure 20 shows the results for the average energy consumption by a single micro-sensor node versus the number of micro-sensor nodes. It is clear that the energy consumption decreases slightly as the number of micro-sensors is increased. Figure 21 shows the results for the average energy consumption by a single micro-sensor node versus mobility. The energy consumption seems to stay relatively constant with varying mobility. The simulation results are somewaht similar across all scenarios. From this simulation study we can conclude that ANSWER functions very well when the network is very dense. However, when there are very few micro-sensor nodes, the ANSWER architecture performs very poorly. This heavy dependence on the dense sensor population is a direct byproduct
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of the routing and communication scheme used by ANSWER. Since only a subset of the micro-sensor nodes is active at any given time, that subset has to be sufficiently large to provide coverage for most of the network. In order to form these large subsets, the network has to be very dense. Also, increasing mobility tends to have a negative effect on the overall network performance. The results for all of the scenarios showed an increase in the averange number of failures as mobility went up. However, ANSWER does have a positive effect on the average energy consumption by a micro-sensor node. All four scenarios showed a similar result that the energy consumption is reduced with increased number of nodes. This is due to the fact that the network tasks are shared among all of the active nodes. So, the larger the number of micro-sensors, the fewer tasks are given to any single node, which in turn reduces that
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Fig. 18. Average number of failures versus the number of sensor nodes (Scenario 4).
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Fig. 20. Average energy consumption versus the number of sensor nodes (Scenario 4).
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Average number of failures versus the mobility (Scenario 4).
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node’s activity period as well as energy consumption. V. C ONCLUSIONS Forming autonomous as well as powerful micro-sensor networks may very well revolutionize the way we interact with the environment. Recent advances in technology have opened up a multitude of new posibilities in various areas of research. Specifically, the minituarization of sensors, as well as novel concepts of organizing wireless sensor network, have created many uses for micro-sensors in various military applications, environment monitoring applications, and resque operations among others. In this paper we presented the results of a simulation study of ANSWER architecture for organizing wireless microsensor nodes. The ANSWER architecture was introduced by Dr. Olariu et al. in [7]. ANSWER sets up a completely autonomous network structure and provides great reliability



and quality of service. In addition, ANSWER uses a unique coordinate system that is able to divide the network into clusters at no extra cost. Because the micro-sensor nodes in ANSWER are activated in subsets, this particular network structure also provides a means of conserving energy. We performed a simulation study on ANSWER with four distinct scenarios that were specifically designed to test the performance of this architecture. In addition, we implemented a rechargeable energy model with the micro-sensors. The results that we obtained clearly show that ANSWER establishes a reliable network, provided that the number of microsensor nodes in the network is relatively high. Also, the energy consumption tends to decrease as more mircro-sensor nodes are added to the network. The results for all four scenarios were very similar. Based on the observations from the simulations it is clear that ANSWER is an excellent way
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to organize a micro-sensor network in applications where the nodes are deployed in a dense manner. The simulation results are certainly promising and offer posibilities for various military applications. For example, the micro-sensor nodes can be deployed to monitor a particular area of interest, such as an enemy territory. The sensors can report enemy movement and thus help the users navigate the area undetected. Another significant application of micro-sensors and ANSWER architecture is monitoring forests for wild fires. Whenever the sensor detect a fire, the mobile node can easily obtain the fire’s approximate position by comminucating with the AFNs. The mobile node, which in this case would be fire fighters, can easily locate the fire and bring it under control before too much damage is done. In addition, since the microsensors are rechargeable, there is no need to maintain them for long periods of time. Eventually, the sensors might even last for an indeterminate amount of time, making the established ANSWER infrastructure more or less permanent. These examples are but a small glimpse of what can be achieved with these types of autonomous networks. Other uses may include resque missions, monitoring hazardous substance concentrations, and perhaps even scanning populated areas for deadly diseases. VI. F UTURE W ORK For future work we plan on developing a few additional scenarios. Futhermore, we wish to see how the ANSWER architecture behaves when the AFNs are mobilized. Regarding rechargeable micro-sensors, we plan on developing several energy models to take advantage of the fact that sensor nodes are able to scavange energy from the environemt. Specifically, we wish to examine what happens to the network when we apply a constant energy supply to the sensor nodes and compare the results with the ones when we apply a more conservative energy model, with small rechargeable periods. R EFERENCES [1] L. B¨ol¨oni and D. Turgut. YAES - a modular simulator for mobile networks. In Proceedings of the 8-th ACM/IEEE International Symposium on Modeling, Analysis and Simulation of Wireless and Mobile Systems (MSWiM’05), pages 169–173, October 2005. [2] John Byers and Gabriel Nasser. Utility-Based Decision-Making in Wireless Sensor Networks. Technical Report 2000-014, 1 2000. [3] Santiram Kal. Microelectromechanical Systems and Microsensors. Defense Science Journal, 57(3):209–224, May 2007. [4] Koushik Kar, Ananth Krishnamurthy, and Neeraj Jaggi. Dynamic node activation in networks of rechargeable sensors. IEEE/ACM Trans. Netw., 14(1):15–26, 2006. [5] S. Olariu, A. Wadaa, L. Wilson, and M. Eltoweissy. Wireless Sensor Networks: Leveraging the Virtual Infrastructure. In IEEE Network, pages 51–56, July-Aug 2004. [6] S. Olariu, Q. Xu, and A. Y. Zomaya. An Energy-Efficient SelfOrganization Protocol for Wireless Sensor Networks. In Proceedings of the 2004 Intelligent Sensors, Sensor Networks and Information Processing Conference, pages 55–60, December 2004. [7] Stephan Olariu, Mohamed Eltoweissy, and Mohamed Younis. ANSWER: AutoNomouS netWorked sEnsoR system. J. Parallel Distrib. Comput., 67(1):111–124, 2007.
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