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Abstract Let ∆ > 1 be a ﬁxed positive integer. For z ∈ R∆ + let Gz be chosen uniformly at random from the collection of graphs on kzk1 n vertices that have zi n vertices of degree i for i = 1, . . . , ∆. We determine the likely evolution in continuous time of the SIR model for the spread of an infectious disease on Gz , starting from a single infected node. Either the disease halts after infecting only a small number of nodes, or an epidemic spreads to infect a linear number of nodes. Conditioning on the event that more than a small number of nodes are infected, the epidemic is likely to follow a trajectory given by the solution of an associated system of ordinary diﬀerential equations. These results also give the likely number of nodes infected during the course of the epidemic and the likely length in time of the epidemic.
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Introduction



The Susceptible-Infectious-Recovered (SIR) model is a classical epidemiological model for the spread of a disease on a network. Let G = (V, E) be a graph; this is the network on which the epidemic spreads. Let λ > 0 and ρ > 0 be ﬁxed constants. These are the rate of infection and the rate of recovery for the disease in question. The vertex set V is partitioned into three parts: a set S of nodes that are susceptible to infection, a set I of infectious nodes and a set R of recovered nodes. Each infectious node sends infections to each of its neighbors (as determined by the edge set E) at times determined by independent exponential random variables with parameter λ. An infectious node recovers at a random time given by an independent exponential random variable with parameter ρ. A recovered node sends no more infections and is immune to further infection. Such a node will remain in the set R even if it receives an infection. Susceptible nodes move to the set I when they receive infections. Throughout this note we assume that the epidemic begins with a single (and arbitrary) infected node. The methods introduced here extend to other initial conditions, but we do not discuss these extensions for the sake of simplicity. We note that classical epidemiological theory is not based on a ﬁxed network but rather an assumption that each individual in a population has a probability of being infected that is proportional to the number of infected individuals in the population. There has ∗ Department of Mathematical Sciences, Carnegie Mellon University, Pittsburgh, PA, USA. Supported in part by NSF grants DMS-0701183 and DMS-1001638. E-mail: [email protected] † Department of Electrical & Computer Engineering, University of Delaware, Newark, DE, USA; E-mail: [email protected]
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been a growing interest in SIR and related models on speciﬁc networks in recent years as such models are much closer to the reality of the spread of disease in human (and other) populations. For example, real world populations are heterogeneous in the sense that diﬀerent individuals may play very diﬀerent roles with respect to the spread of a certain disease. (E.g. in the case of the spread of sexually transmitted diseases some individuals will have far more contacts than others and therefore will play a far greater role in an epidemic.) However, there are a number of diﬃculties in arriving at speciﬁc networks that are useful in modeling real world populations. Thus there has been an interest in considering graphs drawn at random from collections of networks with properties that mimic those of real world networks [24] [33]. In this paper we analyze the propagation of an SIR epidemic on graphs chosen at random from the collection of graphs with some ﬁxed degree sequence and a ﬁnite maximum degree. For a treatment of the SIR model on the Erd˝os-Renyi random graph Gn,p see Neal [31]. Let ∆ > 0 be a ﬁxed positive integer. For z ∈ R∆ + let Gz be chosen uniformly at random from the collection of graphs on kzk1 n vertices that have zi n vertices of degree i for i = 1, . . . , ∆. This model has been the subject of much recent study. There is considerable interest in the analysis of the phase transition [29] [23] [16] and the size of the largest component in the sub-critical phase [30] [18] [34]. Results have also been obtained on the diameter [14], the k-core [20] [21], the matching number [10] and the chromatic number [15]. Here we study the likely evolution of the SIR model for the spread of an infectious disease on Gz , starting from a single infected node. A discrete time analog of the SIR epidemic on Gz was considered by Andersson [2],[3] as well as Britton, Janson, and Martin-L¨ of [13]. In this paper we work with the continuous time SIR model and obtain a detailed description of the continuous time evolution of the epidemic. We work with the conﬁguration model for generating a random graph with a speciﬁed degree sequence, which we now brieﬂy describe. We refer the reader to [22] for a more thorough discussion. Every vertex v is associated with a set of d(v) configuration points (or conﬁguration positions, or half-edges), where d(v) is the degree of v. We choose a perfect matching on the set of all conﬁguration positions uniformly at random. Such a perfect matching is called a configuration. Given a conﬁguration, we generate a multigraph (i.e. a graph in which there may be loops or multiple edges) on the original vertex set by placing edges between the vertices associated with matched pairs of conﬁguration positions. For the degree sequences we consider here, it is known (see [19]) that the probability a random conﬁguration yields a simple graph (i.e. neither loops nor multiple edges) is bounded away from 0 as the number of vertices grows. Additionally, conditioned on the multigraph being simple, the conﬁguration model provides a uniform distribution on the set of labeled simple graphs with the given degrees. Finally, we note that if we condition on the event that some ﬁxed collection of pairs appear in a random conﬁguration, then the partner of any unmatched conﬁguration point is uniform on the set of (other) unmatched points. Our probability space is the product of a randomly chosen conﬁguration and sequences of exponential random variables that determine the evolution of an SIR epidemic. Our results are stated relative to this product space. Given this assumed probability space, we can view the epidemic and the underlying graph as being revealed together; that is, we only observe a match between conﬁguration points when an infection is being sent along the edge in question. To be precise, when a node v becomes infected we sample an independent 2



exponential random variable with mean λ−1 for each of the remaining (i.e. unmatched) conﬁguration points associated with v and an independent exponential random variable with mean ρ−1 . The mean λ−1 exponentials are the transmission times for infection along the associated edges while the the mean ρ−1 exponential is the recovery time of v. When an infection corresponding to one of these conﬁguration points occurs (assuming this happens before v recovers) we choose the matched conﬁguration point uniformly at random from the collection of remaining conﬁguration points and proceed. Throughout this note, we assume that n is ﬁxed and suﬃciently large, and probability asymptotics are stated in the limit as n → ∞. All random variables we introduce are deﬁned on the product space outlined above and hence depend implicitly on n. In the course of our discussion we will introduce some limit objects. These are ﬁxed functions on the reals and absolute constants (that, of course, do not depend on n). We emphasize that all constants hidden in O(·) or Θ(·) notation depend only on the parameters λ, ρ, z and are independent of n. In order to summarize our results, we introduce some random variables. Let S(t), Y (t) and R(t) be the sets of susceptible, infectious and recovered vertices, respectively, at time t. Let the random variable tend be the smallest time t > 0 such that Y (t) = ∅; this time marks the end of the spread of the disease. Note further that R(tend ) is the set of nodes that were infected in the course of spread of the disease. Of course, our results depend on the relationships between the parameter z, λ and ρ. Deﬁne kzk = and dˆ = dˆz =



∆ X



izi



i=1



∆ X (i − 1)izi i=2



kzk



.



Note that dˆ is the expected degree of the vertex corresponding to a randomly chosen conﬁguration position after we remove the chosen conﬁguration position. (This parameter plays a central role in the appearance of a giant component in Gz , see [29] [16].) We begin by noting that if the rate of change in the number of infectious conﬁguration position is not positive then the disease quickly dies out. Let S be the event that R(tend ) contains at most log4/3 n vertices. Theorem 1. If λ(dˆ − 1) − ρ < 0 then P r(S) → 1.



Now we turn to the more interesting case λ(dˆ − 1) − ρ > 0, where there is a nonzero probability of a full-scale epidemic. It turns out that the full-scale phase of the epidemic is very likely to closely follow a ﬁxed trajectory. The lengths of time before and after the full-scale phase (these are time periods during which the number of infectious vertices is small) are not tightly concentrated. To describe this phenomena we introduce some more notation. Let QY (t) be the number of remaining conﬁguration points that correspond to vertices in Y (t) (these are the infectious conﬁguration positions). For ǫ > 0 set tǫ↑ = inf {t : QY (t) > ǫn}



tǫ↓ = inf {t > tǫ↑ : QY (t) < ǫn/2} .



(If QY (t) < ǫn for all t then we set tǫ↑ = tǫ↓ = ∞.) 3



Theorem 2. Let λ(dˆ − 1) − ρ > 0. There exists a constant p < 1 such that P r(S) → p. Furthermore, there is a constant M and a continuous function g : R → R+ with limx→−∞ g(x) = limx→∞ g(x) = 0 such that for ǫ > 0 sufficiently small we have the following when we condition on S: (i) With high probability tǫ↑ = Θ(log n) and tend − tǫ↓ = Θ(log n). (ii) With high probability QY (t) = g(a + t − tǫ↑ )n ± n1/2+o(1)



for all t ∈ [tǫ↑ , tǫ↑ + b]



where a is the smallest solution of g(a) = ǫ and b−a is the largest solution of g(a+b) = ǫ/2. In particular, the difference tǫ↓ −tǫ↑ tends to the fixed real b as n tends to infinity. (iii) With high probability |R(tend )| = M n ± n1/2+o(1) . We emphasize that, while the limiting probability p that the disease infects only a small number of nodes depends on the degree of the initially infectious vertex, the function g and constant M that describe a full-scale epidemic are independent of the degree of the ﬁrst infected vertex. While Theorem 2 gives a considerable amount of information about the evolution of an epidemic when one occurs, we obtain more detailed results below. For example, we explicitly determine the function g and constant M given in Theorem 2. We also determine the trajectories of the degree sequences of susceptible and infectious vertices. Our results both extend previous work and provide rigorous veriﬁcation of results found heuristically. Andersson [3], for example, considered a discrete-time SIR epidemic on Gz , establishing that the initial growth over time is essentially given by that of a branching process. An analysis of the evolution over time for a continuous-time SIR model was later obtained by Volz [37] (cf. Miller [27]) through a heuristic analysis of a system of diﬀerential equations and supported by simulation results. Britton, Janson and Martin-L¨ of [13] also considered a discrete-time SIR epidemic on Gz , initiated with a single infected individual, and established conditions for a full-scale epidemic (i.e. |R(tend )| = Θ(n)) as well as the ﬁnal asymptotic size within a o(n) error. Theorems 1 and 2, then, can be viewed as a natural extension of these results to the continuous-time SIR epidemic. And Theorem 2 also oﬀers an additional conclusion: while the entire epidemic is likely to run its course in Θ(log(n)) time, the duration in which a signiﬁcant proportion of individuals actively infect is essentially constant. Barbour [8] (cf. Britton [12]) proved that the full-scale epidemic phase of the classical continuous time SIR model (in which there is no underlying graph) occurs in constant time, and Theorem 2 shows that SIR epidemics on sparse networks exhibit similar behavior. While our account of the evolving epidemic is mostly complete, there is a major deﬁciency in these results: the fact that our results are restricted to initial degree sequences with a bounded maximum degree. An extension of our analysis to unbounded degree sequences remains an open issue. The remainder of the paper is organized as follows. In the next Section we give a more detailed description of the epidemic, including a discussion of the function g and the constant M in Theorem 2. Theorems 1 and 2 follow more or less directly from the detailed description of the evolution contained in Theorems 3, 4, 5 and 6 (given in Section 2). A 4



comparison of our results and methods with the literature follows in Section 2.1. Section 3 contains some technical preliminaries. In Section 4 we analyze the beginning of the spread of the disease and prove Theorem 3. The epidemic phase is studied in Section 5, in which we prove Theorem 4 and 5. Finally, in Section 6 we consider the end of the spread of the disease and prove Theorem 6.
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Evolution in Detail



To achieve a more detailed description of the evolution (and prove Theorems 1 and 2) we discretize and re-parameterize time. We introduce a sequence of random times. Set t0 = 0, t1 = 1 and ( tj−1 + QY (t1j−1 ) if QY (tj−1 ) 6= 0 tj = ∞ otherwise for j ≥ 2. We emphasize that tj is a random variable. The main virtue of this parametrization is that the expected changes in all random variables in one time step are bounded by an absolute constant. Now we are ready to discuss the initial spread of the disease. Deﬁne Xend = inf{i ≥ 0|QY (ti ) = 0}



X↑ = inf{i ≥ 0|QY (ti ) ≥ nα }



where α > 0 is small and ﬁxed. (We could set α = 1/4, but in an attempt to make the paper easier to read we do not assign a ﬁxed value to α.) Further deﬁne FI (i) = the number of infections sent in the interval [0, ti ] FR (i) = the number of recoveries in the interval [0, ti ] Theorem 3.



(i) If λ(dˆ − 1) < ρ then with high probability we have Xend ≤ log n



and



FI (Xend ) + FR (Xend ) ≤ log4/3 n.



(ii) If λ(dˆ − 1) > ρ then with high probability we have either Xend ≤ log n



FI (Xend ) + FR (Xend ) ≤ log4/3 n



and



or tX↑ = O(log n)



  FI (X↑ ) + FR (X↑ ) ≤ O n4α/3 .



and



(1) (2)



Furthermore, the probability of the event given in (1) tends to a fixed constant p < 1 (where this constant p depends on the degree of the initial infected vertex). (N.b. The lower bound on tǫ↑ in part (i) of Theorem 2 follows from Theorem 4.) We remark in passing that the log n that appears in Part (i) of Theorem 3 and (1) can be replaced by any function that tends to inﬁnity as n → ∞.
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We describe the evolution of the full-scale phase of the epidemic by showing that the evolution, properly scaled, closely follows its expected trajectory. Before describing the scaling and trajectory, we list the random variables we track. Set Si (t) = the number of susceptible vertices of degree i Yi (t) = the number of infectious vertices of degree i Furthermore, let Q(t) be the total number of remaining conﬁguration positions and let QR (t) be the number of remaining conﬁguration P∆ points that correspond to vertices in R. (Note that we have QR (t) = Q(t) − QY (t) − i=1 iSi (t).) All of these variables have linear scaling in the sense that the random variables divided by n are concentrated around some continuous function. The scaling of time is more delicate. We scale time relative to the random times steps tj by introducing a ‘time’ variable x which is related to time steps tj by the linear scaling that associates tj with x ≈ j/n. Note that the ‘time’ variable x has a useful interpretation with respect to the evolution of the epidemic: Since the expected number of infections sent in the time interval [tj , tj+1 ) is roughly λ, at a particular value of x roughly λxn infections have been sent. Now we introduce our trajectories. Deﬁne s   ∆ X kzk − 2λx i/2 ρ ρkzk kzk − 2λx  izi (kzk − 2λx) − + 1+ . qY (x) = − λ kzk λ kzk i=1



Furthermore, for 0 ≤ x ≤ kzk/(2λ) deﬁne



q(x) = kzk − 2λx,   kzk − 2λx i/2 , si (x) = zi kzk s ρkzk kzk − 2λx ρ qR (x) = − (kzk − 2λx). λ kzk λ



(3)



We stress that qY (x), q(x), si (x) and qR (x) are not function of n; rather, they are the ‘limit’ objects that describe the evolution of the epidemic when n is large. Let x∗ be the least positive root of qY (x). (The properties of qY (x) are discussed in Section 5.1 below.) Deﬁne σ = σ(n) = sup{x < x∗ : qY (x) ≥ log4 (n)n−1/2 }. It is useful to ‘re-start’ time at X↑ . Set u0 = tX↑ and ui+1 = tX↑ +i+1 = ui +



1 QY (ui )



for i ≥ 0. Now we are ready to state our ﬁrst dynamic concentration result. Theorem 4. Let λ(dˆ − 1) > ρ. If we condition on the event S then with high probability we have   Q(uk ) = nq(k/n) + O log2 (n)n1/2   QR (uk ) = nqR (k/n) + O log3 (n)n1/2   for i = 1, . . . , ∆ Si (uk ) = nsi (k/n) + O log3 (n)n1/2



for k = 0, . . . , σn.
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Note that the evolution of QY (uk ) is also determined by Theorem 4. In particular, if we condition on the event S then with high probability we have   (4) QY (uk ) = nqY (k/n) + O log3 (n)n1/2



for k = 0, . . . , σn. However the values of Y1 (uk ), . . . , Y∆−1 (uk ) are not determined by Theorem 4. They are excluded because the system of diﬀerential equations that governs their evolution is not Lipschitz when QY (t) is small. So the standard methods do not apply. However, we do manage to overcome this to establish the trajectory of Y1 (uk ), . . . , Y∆−1 (uk ) over most of the epidemic. For η > 0 a constant deﬁne ση = max{x < x∗ : qY (x) ≥ η}. Theorem 5. Let λ(dˆ − 1) > ρ. There exist functions y1 (x), . . . , y∆−1 (x) (these are given by the solution of (19) below) such that for any η > 0 constant we have the following: If we condition on the event S then with high probability   Yi (uk ) = nyi (k/n) + O n3/4 for i = 1, . . . , ∆ − 1 and k = 0, . . . , ση n.



A more precise account of the evolution of QY (t) and Yi (t) for tX↑ < t < tǫ↑ is given in Section 5 below. (More precise than given by (4) and Theorem 5.) Indeed, such an account is necessary for our proof of Theorem 4 because of the central role QY (t) plays in the process. Furthermore, as we have already noted the usual methods do not apply to the early evolution of Yi (t) as the expected one-step changes in these variables do not satisfy a useful Lipschitz condition when QY (t) is small. The methods developed to overcome this technical obstacle are a central contribution of this paper and are discussed in more detail in the proof of Theorem 5 in Section 5 below. This completes (for the moment) our description of the full-scale phase of the epidemic. The following Theorem describes the evolution beyond time uσn . Theorem 6. Let λ(dˆ − 1) > ρ. If we condition on the event S then with high probability, √ Xend − σn = Θ(log4 (n) n) and tend − uσn = Θ(log n). As the step by step changes in all the relevant random variables are bounded (see Lemma 17) we arrive at the following Corollary of Theorems 4 and 6. Corollary 7. Let λ(dˆ − 1) > ρ. If we condition on the event S then with high probability for uσn ≤ t ≤ tend we have √  Q(t) = nq(x∗ ) + O log5 (n) n √  QR (t) = nqR (x∗ ) + O log5 (n) n √  for i = 1, . . . , ∆ Si (t) = nsi (x∗ ) + O log5 (n) n
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We close this Section with a discussion of the constant M and the function g of Theorem 2. From Corollary 7 we can infer that M=



∆ X i=1



(zi − si (x∗ )) ,



where the functions si are explicitly deﬁned in (3). To prove part (ii) of Theorem 2 we use the results above along with the facts that, for some δ > 0, we have qY′ > 0 on an interval containing [0, δ], qY′ < 0 on an interval containing [x∗ −δ, x∗ ], qY′ is bounded on [0, x∗ ], and qY is bounded below on an open interval containing [δ, x∗ − δ]. (These properties follow from the observations in Section 5.1.) Consider the function f : (0, x∗ ) → R deﬁned by Z x 1 f (x) = dw. x∗ /2 qY (w) Note that f is a bijection, and deﬁne g : R → R+ by g(s) = qY (f −1 (s)). Next, let a = inf{s : g(s) ≥ ǫ} and b = sup{s : g(a + s) = ǫ/2}. Note further that we have f −1 (a) = inf{x > 0 : qY (x) = ǫ}. For tǫ↑ ≤ t ≤ tǫ↑ + b deﬁne xt by f (xt ) = a + t − tǫ↑ , that is, Z xt 1 dw = t − tǫ↑ . q −1 f (a) Y (w) As



g(a + t − tǫ↑ ) = g(f (xt )) = qY (xt ),



√ it suﬃces to show that if the estimate (4) holds then QY (t) = qY (xt )n + O(log3 (n) n) for tǫ↑ ≤ t ≤ tǫ↑ + b . Let tǫ↑ ≤ t ≤ tǫ↑ + b. There exist (random) steps ℓ0 and ℓ1 such that tǫ↑ ∈ [uℓ0 , uℓ0 +1 ) √ and t ∈ [uℓ1 , uℓ1 +1 ). It follows from (4) that we have ℓ0 = f −1 (a)n + O(log3 (n) n). Furthermore,   ℓ1 X 1 t − tǫ↑ = uj+1 − uj ± O n j=ℓ0



=



ℓ1 X



j=ℓ0



1 ±O QY (uj )



  1 n



ℓ1 X



  1 1  ±O = 3 n nqY (j/n) ± O log (n)n1/2 ) j=ℓ0   ℓ1   X 1  ± O log3 (n)n−1/2  = nqY (j/n) j=ℓ0 # "Z   ℓ1 /n 1 dw ± O log3 (n)n−1/2 . = ℓ0 /n qY (w) 8



 It follows that ℓ1 = xt n + O log3 (n)n1/2 . Again appealing to (4) we have QY (t) = QY (uℓ1 ) + O (log(n))   = nqY (ℓ1 /n) + O log3 (n)n1/2   = nqY (xt ) + O log3 (n)n1/2 .



This is the desired estimate.



2.1



Comparison with the literature



The more common approach (see, for example, [2], [3], [7], [13], [32], [37]) to modeling SIR epidemics on random networks with a speciﬁed degree sequence constructs the underlying graph by ﬁrst selecting the degree of each vertex independentlyP according to a common ∆ distribution. In this subsection, we assume that z ∈ R∆ satisﬁes + i=1 zi = 1 and that Dv is a random variable with distribution z (i.e. P r[Dv = i] = zi ). (We choose not, in general, P to set i zi = 1, as our expressions are not simpliﬁed by such an assumption.) We begin this subsection by showing that our results agree with the known results for the model with degrees given by Dv , with exponential infection and recovery rates with parameters λ ˆ deﬁned in the and ρ, respectively. We note that E[Dv ] = kzk and E[Dv (Dv − 1)] = kzkd, Introduction. We follow Newman [32], but see also [2], [7]. One parameter of interest in this analysis is the transmissibility, pT , deﬁned as the probability that an infected individual infects a susceptible neighbor. As recovery rates and infection rates are independent and exponentially distributed, this is simply the probability that τI < τR , where τI ∈ Exp(λ) and τR ∈ Exp(ρ) are independent: direct integration yields λ ρ = . pT = 1 − λ+ρ λ+ρ Let R0 = p T ·



E[Dv (Dv − 1)] . E[Dv ]



It is known that if R0 > 1, an epidemic is likely to infect a positive fraction of the vertices, λ ˆ d (with while if R0 ≤ 1, the limiting fraction of the population infected is 0. As R0 = λ+ρ ˆ d deﬁned above), Theorems 1 and 2 yield essentially the same conclusions. (R0 is typically referred to as the basic reproductive number.) Suppose now that R0 > 1 and a full-scale epidemic We turn to the the ﬁnal P occurs. i , the probability generating proportion of the population infected. Let G(x) = ∆ z x i=1 i function for Dv . Deﬁne q to be the probability that a vertex v at the end of a randomly chosen edge (or containing a randomly chosen conﬁguration point) does not receive infection from any of its remaining d(v) − 1 edges (or conﬁguration points) in the epidemic. Fix a vertex v of degree k and one of its conﬁguration points, the probability that v receives an infection from the neighbor of that point is pT (1 − q) (since its neighbor must both become infected and transmit along that edge prior to recovery), and hence with probability ζ = 1 − pT + pT q, v does not receive an infection from that conﬁguration point. As these events are eﬀectively (or, at least, asymptotically) independent for distinct conﬁguration 9



points within the same vertex, the probability a given vertex of degree k remains uninfected is ζ k , and therefore the fraction of the population infected is 1 − G(ζ). It remains to compute ζ (equivalently, q). The probability that a random half-edge falls P on a vertex of degree k is kzk /( k kzk ) = kzk /E[Dv ]. And in this event, the probability that v does not receive an infection along one of the other edges incident with v is ζ k−1 . It follows that that ζ is the unique solution in (0, 1) to ζ 1 + =q= 1− pT pT



P∆ kz ζ k−1 G′ (ζ) k=1 P k . = E[Dv ] k kzk



(5)



This analysis is made rigorous in Andersson [3]. To arrive at the same conclusion from our analysis, we begin by claiming that ζ=







kzk − 2λx∗ kzk



1/2



(6)



is the unique solution of (5) in (0, 1). To see that this is the case, recall that we deﬁned x∗ to be the least positive real such that qY (x∗ ) = 0; that is, x∗ is deﬁned to be the least positive real such that ρkzk ζ+ − λ







λ+ρ λ







2



kzk · ζ −



∆ X



izi ζ i = 0.



i=1



Note that ζ ∈ (0, 1) follows from x∗ ∈ (0, kzk 2λ ) (see Lemma 15 in Section 5.1). Dividing this expression this by kzkζ gives exactly (5). Our expression for the likely number of nodes that are infected in the course of an epidemic is # " ∆ ∆ X X i ∗ zi ζ n = [1 − G(ζ)] n (zi − si (x ))n = 1 − M= i=1



i=1



as predicted above. We note in passing that the fact that ζ as deﬁned in (6) is the limit as n → ∞ of the probability that a ﬁxed vertex v gets an infection through a particular conﬁguration point follows naturally from our analysis. To see this, we return to our random timesteps. Provided there are still infected vertices of positive degree at time tj , we have tj+1 − tj = 1/QY (tj ). As each conﬁguration point in a vertex in Y (tj ) has a probability of roughly λ/QY (tj ) of sending an infection in [tj , tj+1 ], and as there are (by deﬁnition) QY (tj ) such points, it follows that we expect ≈ λ infections to be sent per time step. As the limiting continuous variable x is associated with these steps via the linear scaling x = j/n, our interpretation of x∗ is that approximately λx∗ n infections are sent throughout the entire epidemic. As we only expose edges when an infection is sent, it then follows that ζ (interpreted now as the probability that v is not infected through a particular conﬁguration



10



point) is also be the probability that a given conﬁguration point is not paired during through λx∗ n pairings. Therefore, ζ=



∗ λx Yn



i=1



∗



 λx Yn  1 kzkn − 2i 1− = kzkn − 2i + 1 kzkn − 2i + 1 i=1



∗ λx Xn



1 ≈ exp − dτ kzk − 2i + 1 i=1 ! Z λx∗ 1 ≈ exp − dτ kzk − 2τ 0   kzk − 2λx∗ 1/2 = . kzk



!



We close this Section by commenting on some of the similarities between our analysis and methods that are commonplace in epidemiology. (We refer the reader to the survey of Britton [12] for a more thorough discussion of the literature.) One observation we make use of is that when the number of infecting conﬁguration points is small relative to the size of the entire remaining graph, new infections are very unlikely to hit previously-infected vertices - this will allow us to couple the infection with a continuous time multitype branching process (see Sections 4 and 6), and the coupling remains valid until the ﬁrst time an infected vertex is re-infected (also known as a ghost contact, see Mollison [28]). See [26], [5], [6], for example, for similar applications of branching processes in the analysis of epidemiological models. As mentioned above, our choice of time-scaling will allow us to assume that, on average, λ infections are sent per unit time, and it will turn out that, on average, ρ conﬁguration points move from the infected to the recovered set during that time as well. This allows us to determine the functions q, qY , qR , si , yi from the previous section as the solution to a system of ordinary diﬀerential equations (see Section 5). The use of diﬀerential equations to model SIR epidemic dynamics dates back to the work of Kermack and McKendrick [25]. A common approach to proving such approximations is to assume, say, an ε fraction of the population is initially infected, apply limit theorems for stochastic diﬀerential equations, and then taking the resulting limits as ε → 0. In the context of a network model like Gz , such an approach is highly suspect as there is some distribution of vertex degrees of infectious vertices when ǫn vertices are infected. A proper rigorous treatment must prove that the assumed degree sequence at this point is the one that is likely to be produced by the epidemic dynamics. In this paper, we determine this distribution in 2 steps. First, we utilize the branching process coupling to initially grow the infection to a large but explicitly sublinear size, roughly nα infections, for some small α > 0. From that point forward, we apply the diﬀerential equations method to show that the degree sequences are dynamically concentrated around their expected trajectory into and through the epidemic phase of the spread of the disease. Establishing dynamic concentration just after nα infections have occurred is the main technical diﬃculty here (as the usual Lipschitz condition does not hold).
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3



Preliminaries



3.1



Concentration Inequalities



Our arguments rely on martingale large-deviation inequalities. In most cases we use the standard Azuma-Hoeﬀding inequality (see [1] or [38]). We also make use of the following variation. Lemma 8. Let 0 ≡ X0 , X1 , . . . be a sequence of random variables measurable with respect to a filtration F0 ⊆ F1 ⊆ · · · such that |Xi+1 −Xi | < c. Suppose there exists a nondecreasing function h : {0, . . . , t} → R+ such that Xi > h(i)



⇒



E[Xi+1 − Xi |Fi ] ≤ 0.



Then for all α ≥ 2c, α2 P r (∃i, 0 ≤ i ≤ t : Xi ≥ h(i) + α) ≤ (t + 1) exp − 2 8tc 







.



An analogous result holds if Xi < −h(i) implies E[Xi+1 − Xi |Fi ] ≥ 0. Proof. For each r, r = 0, . . . , t, deﬁne a stopping time U (r) to be the least k ∈ {r, . . . , t} such that Xk < h(k) if such a k exists, t otherwise. By the condition given, the sequence Xr , . . . , XU (r) forms a supermartingale. Therefore, by Azuma-Hoeﬀding and the union bound, the probability that there exists a pair (r, a) such that r ≤ a ≤ U (r) and Xa ≥   α2 Xr +α/2 is at most (t+1) exp − 8tc2 . It therefore suﬃces to show the conclusion provided no such pair exists. We inductively deﬁne the following sequence: r0 = 0, and, if U (ri−1 ) < t, ri = U (ri−1 )+1 for i ≥ 1. We note that Xr ≤ X0 + α for 0 ≤ r ≤ U (0). Furthermore, for each ri , i > 1, and each a such that ri ≤ a ≤ U (ri ) we have Xa ≤ Xri +



3.2 Deﬁne



α α α ≤ XU (ri−1 ) + c + ≤ h(ri − 1) + c + ≤ h(a) + α. 2 2 2



Linear Algebra 



    A=   



−1 0 0 0 ··· 0 2 −2 0 0 ··· 0 0 3 −3 0 ··· 0 .. .. .. .. .. . . . . . 0 0 · · · ∆ − 2 −(∆ − 2) 0 0 0 ··· 0 ∆−1 −(∆ − 1)







    .   



(7)



This matrix plays a central role in our analysis of this process. Here we gather some elementary observations regarding A that will be used in the proofs of Theorems 3 and 6. We begin by noting that A is diagonalizable. 12



Lemma 9. The matrix A has eigenvalues −1, −2, . . . , −(∆ − 1). Proof. Let u be the vector u = (1 2 · · · (∆ − 1)).



(8)



The vector uT is a right eigenvector corresponding to the eigenvalue −1. For i = 2, . . . , ∆−1, deﬁne vi ∈ R∆−1 by   j i (vi )j = (−1) . (9) j Note that vi is a left eigenvector of A corresponding to eigenvalue −i. Recall that we have an initial degree distribution z ∈ R∆ + , and as the process evolves an approximation for the distribution of the susceptibles, s(t) ∈ R∆ + . (These correspond to actual degree sequences Z, S(t) ∈ Z∆ . For example, the initial degree sequence is Si (0) = + Zi ∈ {⌊zi n⌋, ⌈zi n⌉} for i = 1, . . . , ∆.) Given a triple of approximate distributions s, y, q or a triple of degree sequences S(t), Y(t), Q(t) deﬁne   ∆s∆ 2s2 3s3 ··· ds = q q q   2S2 3S3 ∆S∆ DS = ··· . Q Q Q Note ||z|| = q(0), and let



d = ds (0)



D = DS (0).



We additionally deﬁne dˆs = udTs =



∆ X (i − 1)isi i=2



ˆ S = u(DS )T = D



q



∆ X (i − 1)iSi i=2



Q



.



ˆ =D ˆ S (0) = uDT . Recall that dˆ = udT , and similarly deﬁne D T We will often work with the matrix A + u d. The following observation follows from Lemma 9. Corollary 10. The matrix A + uT d is diagonalizable with right eigenvector uT corresponding to eigenvalue dˆ − 1 and left eigenvectors vi corresponding to −i, i = 2, . . . , ∆ − 1. We will want to work with a full basis of left eigenvectors of A + uT d. To this end we let v1 be the left eigenvector of A + uT d corresponding to eigenvalue dˆ − 1 with the property that v1 uT = 1. We note an additional property of v1 . Claim 11. If dˆ > 1 then (v1 )j > 0 for j = 1, 2, . . . , ∆ − 1. Proof. We note that  ∆z∆ , (dˆ − 1)(v1 )∆−1 = v1 (A + uT d) ∆−1 = −(∆ − 1)(v1 )∆−1 + q 13



and, as z∆ > 0, we have (v1 )∆−1 > 0. Now, assume for the sake of contradiction that there exists an index j such that (v1 )j < 0. Let k = max{j : (v1 )j < 0}. Then, as k < ∆ − 1, we have (k + 1)zk+1 , (dˆ − 1)(v1 )k = −k(v1 )k + (k + 1)(v1 )k+1 + q and consequently (v1 )k > 0, a contradiction. We conclude this section by introducing notation for the change of basis between the basis v1 , . . . , v∆−1 of left eigenvectors of A + uT d and the standard basis e1 , . . . , e∆−1 of ∆−1 ∆−1 and y = R P∆−1. Deﬁne P to be the matrix with the following property: If y ∈ R i=1 ci vi , then ci = (yP )i = yPi , where Pi denotes the ith column of P .



3.3



Branching Processes



We couple both the initial and ﬁnal phases of the epidemic with continuous-time multi-type branching processes, which are covered in Chapter V of Athreya and Ney [4]. We reproduce the necessary facts here for reference, attempting to maintain the notation of [4] whenever possible. In what follows, let Z+ denote the nonnegative integers. ∆−1 let p(i) (j) ∈ [0, 1] such that For i = 1, . . . , ∆ − 1 and j ∈ Z+ X



p(i) (j) = 1.



j∈(Z+ )∆−1



The branching processes we consider have the following form: particles have type i, i = 1, 2, . . . , ∆ − 1. Each particle has an exponentially-distributed lifetime with parameter ai , at which time it dies, producing j oﬀspring (jk oﬀspring of type k) according to p(i) (j). For x ∈ [0, 1]∆−1 , i = 1, 2, . . . , ∆ − 1, we deﬁne the probability generating function X f (i) (x) = p(i) (j)xj , j∈(Z+ )∆−1



Q∆−1 jk where we take xj = k=1 xk . We note the following fact regarding these probability generating functions: If ∂f (i) (x) < ∞, for all i, j, (10) ∂xj x=1



where 1 = (1, 1, . . . , 1), then with probability 1 the process does not produce inﬁnitely many particles over any ﬁnite time interval. Now, let mij (t) denote the expected number of descendants of type j of a particle of type i that after a period of time of length t. Then, letting M (t) = (mij (t)), provided (10) holds, mij (t) < ∞, and there exists B ∈ R(∆−1)×(∆−1) such that M (t) = exp(Bt) =



∞ k k X t B k=0



14



k!



.



(11)



Moreover, the matrix B = (bij ) has entries bij = ai



∂f (i) (x) ∂xj 



x=1



− δij



!



,



(12)



where δij is the Kronecker delta function. Our primary interest in these branching processes is the extinction probabilities. Specifically, let π (i) denote the probability that the branching process, initiated with a single particle of type i, eventually dies out. Then the extinction probability vector π is the unique solution of the system of equations f (i) (x) = xi , i = 1, . . . , ∆ − 1,



(13)



for x ∈ [0, 1]∆−1 . We do not explicitly calculate extinction probabilities here. Our main interest is in determining whether or not π = 1. To this end, suppose there is a time t0 such that mij (t0 ) > 0 for all i, j; we call such a process positive regular. Let η1 , . . . , η∆−1 be the (complex) eigenvalues of B. As the eigenvectors of B are eigenvectors of M (t), this implies that the eigenvalues of M (t) are eη1 t , eη2 t , · · · , eη∆−1 t . The Perron-Frobenius Theorem (applied to M (t)) yields that we can arrange the eigenvalues so that η1 is real, and η1 > Re(η2 ) ≥ · · · ≥ Re(η∆−1 ). If the branching process is positive regular then η1 ≤ 0 ⇒ π = 1



4



and



η1 > 0 ⇒ π < 1.



Initial growth



In this section we prove Theorem 3 which describes the initial growth of the set of infected vertices. We begin by coupling our process with a continuous time branching process. Our branching process has individuals of type i for i = 1, 2, . . . , ∆ − 1, and the lifetime of an individual of type i is distributed as Exp(ρ + iλ). Upon an individual’s death it produces ρ iλ . Otherwise (i.e. with probability ρ+iλ ) the individual no children with probability ρ+iλ produces 2 oﬀspring, one of type i−1 (we treat a child of type 0 as no child whatsoever) and another child of type T where T ∈ {1, . . . , ∆ − 1} is chosen at random with the probability P r(T = i) = i · Si (0)/Q(0) where S(0) = zn. Note that this continuous time branching process has probability generating functions f



(i)



∆−1 ρ iλ X (j + 1)Sj+1 (0) (x) = + xi−1 xj ρ + iλ ρ + iλ Q(0) j=0



where we set x0 = 1. 15



for i = 1, . . . , ∆ − 1



The coupling is formally deﬁned as follows. We generate sequences of i.i.d. exponential random variables with the parameters λ and ρ and i.i.d. uniform random choices of conﬁguration positions with replacement (i.e. from the full initial collection of conﬁguration positions). We run the SIR model with the appropriate exponential random variables and the given list of randomly chosen conﬁguration positions, simply repeating any random choice that results in a conﬁguration point that has already been seen. These same sequences are used to generate the branching process. We determine the time of death of each individual as the minimum of appropriate exponential random variables, and whether that death is an actual death or the release of a new infection is determined by which of the variables achieves the minimum. In the case of a new infection, the type of the second oﬀspring is then determined by one of the i.i.d. uniform random choices of a conﬁguration position. Let C(t) be the event that the set of infected nodes in the SIR process is the same as the set of living individuals in the branching process (the degrees of the infected nodes should agree with the types of the living individuals) up to time t. Note that the two processes do not diverge until there is a choice of conﬁguration position that corresponds to the same vertex as some previously chosen conﬁguration position. Suppose that at time sk in the SIR model the kth infection is sent. The probability that this infection hits a vertex for which some conﬁguration position has already been sampled is at most ∆k Q . So the probability that any of the ﬁrst k infections hits a previously-infected vertex is at most ∆k2 /(Q − 2k). In other words, ∆k2 . P r(C(sk )) ≥ 1 − Q − 2k √ Note that the events treated in Theorem 3 involve far fewer than n infections. Thus, it suﬃces to prove Theorem 3 for the branching process. We use the branching process notation and machinery as introduced in Section 3.3. As the probability generating functions are quadratic, the ﬁrst partials exist and are ﬁnite at x = 1, implying that with probability 1 the process remains ﬁnite for all ﬁnite t. Let π be the vector of extinction probabilities; that is, π i is the probability of extinction when starting the process with a single individual of type i. Note that, as λ > 0 and z∆ > 0, over any ﬁnite time interval t, mij (t) > 0, as a particle of type i can produce a particle of type ∆ − 1, which then produces one of type ∆ − 2, etc. In other words the process is positive regular. Note further that we have B = λ(A + uT D) − ρI.



(14)



In particular, by Corollary 10, we can conclude that ˆ − 1) − ρ ≤ 0 ⇒ π = 1 λ(D



and



ˆ − 1) − ρ > 0 ⇒ π < 1. λ(D



Of course, we are interested in the behavior of the SIR model for large n. We therefore ˆ − 1) − ρ are on the same side assume that n is large enough so that λ(dˆ − 1) − ρ and λ(D ˆ of 0. Of course, the case λ(d − 1) − ρ = 0 is more delicate. We do not treat this case here. It remains to show that the branching processes either quickly dies out or quickly achieves a large size. We treat the two cases separately with the following notational



16



assumptions. Let Xi (t) denote the number of particles of type i alive at time t, and let X(t) denote the vector (Xi (t)). We deﬁne Z(t) =



∆−1 X



iXi (t) = X(t)uT .



i=1



Note that non-extinction at time t is equivalent to Z(t) ≥ 1.



4.1



λ(dˆ − 1) − ρ > 0



Our ﬁrst observation is that we have E[X(t + 1/m) | X(t)] = X(t)M (1/m). By Corollary 10, (11) and (14) we therefore have ) ( ˆ − 1) − ρ λ(D Z(t) ≥ E[Z(t + 1/m) | X(t)] = exp m



ˆ − 1) − ρ λ(D 1+ m



!



Z(t).



(15)



ˆ − 1) − ρ > c. Conditioning on For n suﬃciently large, there exists a c > 0 such that λ(D non-extinction this implies that  c E[Z(t + 1/m) | X(t)] ≥ Z(t) 1 + . (16) m We deﬁne a sequence of random times as follows. Set t0 = 0, t1 = 1 and for j = 2, . . . set ( tj−1 + 1/Z(tj−1 ) if Z(tj−1 ) > 0 tj = tj−1 if Z(tj−1 ) = 0. For ease of notation set Zj = Z(tj ). Note that (16) implies that, conditioning on Zj > 0, we have E[Zj+1 | Zj ] ≥ Zj + c.



′ if for Deﬁne the sequence Zj′ of random variables as follows. Set Z0′ = 1. Set Zj′ = Zj−1 any a ∈ {1, . . . , j} we have Za−1 = 0 or the number of births and deaths in (ta−1 , ta ] is at least max{log1/3 n, a1/3 }. Otherwise, let



Zj′ = Zj − jc.



′ Then the Zj′ form a submartingale, and |Zj−1 − Zj′ | ≤ max{log1/3 n, j 1/3 } for all j. (Note that our ‘truncation’ of Zj slightly reduces the one-step expected change. However, it is easy to see that we still have the supermartingale condition: There is some ‘room’ in (16) and we can bound the contribution to the expectation from large one-step changes using binomial approximations as in the proof of Claim 12 below.) By the Azuma-Hoeﬀding inequality we have ( )   2 j 1/3 2j2 c −c = exp − . j > log n ⇒ P r(Zj′ < −cj/2) ≤ exp 8 8 · j · j 2/3



It follows that with high probability we have Zj′ > −cj/2 for j = log n, . . . , 2nα /c. In particular, we have one of the following events with high probability: 17



(i) Zj = 0 for some j ≤ log n, (ii) There exists an index j such that the number of births and deaths in [tj , tj+1 ) is greater then max{log1/3 n, (j + 1)1/3 }, or (iii) event (ii) does not hold and Zj > cj/2 for j = log n, . . . , 2nα /c. Note that in event (iii) we have Z2nα /c ≥ nα , 2nα /c



t2nα /c < log n +



X



j=log n



2 = O(log n), cj



and the total number of births and deaths up to time t2nα /c is at most (2nα /c)4/3 . It remains to show that the probability of event (ii) tends to 0 as n goes to inﬁnity. This follows from the following Claims and the union bound (note that we may assume Zj > cj/2 for j ≥ log n). Claim 12. Let Z(t) = m. If 5e(ρ + ∆λ) < m ≤ log n, the probability that at least log1/3 n 1/3 births or deaths occur in (t, t + 1/m] is O((1/2)log n ). If m > log n then the probability at 1/3 least (2m/c)1/3 births or deaths occur in (t, t + 1/m] is O((1/m1/3 )m ). Proof. To determine whether or not a particle of type i alive or born in the process dies or gives birth, we sample from a sequence of independent exponential random variables with parameter ρ + iλ. As a result, the probability that a particle of any type dies or gives birth is at most ρ+∆λ m , and a birth or death produces at most 2 new particles. Therefore, the probability that there are at least ℓ births or deaths is bounded above by the probability that W ≥ ℓ, where W ∈ Bin(m + 2ℓ, ρ+∆λ m ). First suppose 5e(ρ + ∆λ) < m ≤ log n. P r[W ≥ log



1/3



   1/3 m + 2 log1/3 n ρ + ∆λ log n n] ≤ m log1/3 n !log1/3 n e(ρ + ∆λ)(m + 2 log1/3 n) ≤ m log1/3 n  log1/3 n 1 . ≤ 2



Now suppose m > log n. 1/3



P r[W ≥ (2m/c)



]≤







m + 2(2m/c)1/3 (2m/c)1/3







ρ + ∆λ m



(2m/c)1/3



≤







3e(ρ + ∆λ) m1/3



m1/3



.



Claim 13. Let Z(t) = m. If m ≤ 5e(ρ + ∆λ), the probability that at least log1/3 n births or deaths occur in (t, t + 1/m] is e−ω(log log n) .
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Proof. Consider the forest of descendants of the individuals present in Z(t). Note that this is a subtree of a binary tree. If more than log1/3 n births or deaths occur in this interval then there is some descendant at depth log2 (log1/3 n) = 31 log2 log n from the root. Consider the ancestors of this individual. At least half of them must have life spans of less than 6/(log 2 log n). So the probability of this event is at most 5e(ρ + ∆λ) · 2



1 3



log2 log n



·2



1 3



log2 log n







6(ρ + ∆λ) · log2 log n



 1 log2 log n 6



.



This ﬁrst moment calculation is as follows: ﬁrst we choose one of the individuals present in Z(t) and choose a path in the full binary tree of the appropriate depth starting at the chosen individual, we then choose half of the vertices on this path to have short life-spans and ﬁnally we multiply by the probability that all of these life-spans are short.



4.2



λ(dˆ − 1) − ρ < 0



Our approach is fundamentally the same as the argument in Section 4.1. As above, set t0 = 0, t1 = 1 and for j = 2, . . . set ( tj−1 + 1/Z(tj−1 ) if Z(tj−1 ) > 0 tj = tj−1 if Z(tj−1 ) = 0 and Zj = Z(tj ). We begin with the observation ) ( ˆ −ρ λ(D) Zj ≤ Zj − c E[Zj+1 |X(tj )] = exp Zj



(17)



for some constant c > 0. Deﬁne the sequence Zj′ of random variables as follows. Set Z0′ = 1. ′ Set Zj′ = Zj−1 if for any a ∈ {1, . . . , j} we have Za−1 = 0 or Za > log n or the number of births and deaths in (ta−1 , ta ] is at least log1/3 n. Otherwise, let Zj′ = Zj + cj. Then the ′ Zj′ form a supermartingale, |Zj+1 − Zj′ | ≤ log1/3 n. By the Azuma-Hoeﬀding inequality we have ( )    log1/3 n c2 log2 n ′ = exp − . (18) P r Zlog n ≥ c log n ≤ exp − 3 3 log2/3 n · log n Noting that Claim 13 holds here, Theorem 3 follows.



5



Epidemic



We begin by deriving our system of diﬀerential equations (which is (19) below). We then discuss the solution of this system in Section 5.1. In Section 5.2 we establish some technical preliminaries for the proofs of Theorems 4 and 5. These proofs follow in Sections 5.3 and 5.4, respectively. Recall that we set t0 = 0



t1 = 1



and



ti+1 = ti + 1/QY (ti ) for i = 1, . . . . 19



and assume Si (tk ) ≈ nsi (k/n) for i = 1, . . . , ∆



Yi (tk ) ≈ nyi (k/n) for i = 1, . . . , ∆ − 1



QR (tk ) ≈ nqR (k/n)



As is usual in application of the diﬀerential equations method for establishing dynamic concentration of random graph process, the derivatives of our continuous variables are determined by the one-step expected changes in the associated random variables. Note that the expected number of infections sent from vertices infected at time tk in the interval [tk , tk + 1/QY (tk )) is approximately λ. Furthermore, the probability that any one vertex that is infectious at time tk recovers is ρ/QY (tk ). Deﬁning x = x(k) = k/n, we should have dyi ≈ E [Yi (tk+1 ) − Yi (tk )|Fk ] dx   iYi (tk ) (i + 1)Yi+1 (tk ) (i + 1)Si+1 (tk ) iYi (tk ) (i + 1)Yi+1 (tk ) ≈λ − + + − + QY (tk ) QY (tk ) Q(tk ) Q(tk ) Q(tk ) Yi (tk ) −ρ QY (tk )    si+1 (x) yi (x) qY (x) yi (x) yi+1 (x) ≈ (i + 1)λ −ρ +λ 1+ −i (i + 1) . q(x) qY (x) q(x) qY (x) qY (x) where qY (x) =



∆−1 X



iyi (x)



and



q(x) = qY (x) + qR (x) +



∆ X



isi (x).



i=1



i=1



We emphasize that in this calculation we pass from the expected one-step change, which is a function of the n, to the limiting functions, yi , si , q etc, that are not functions of n. Making analogous calculations for Si and QR we arrive at the system of diﬀerential equations dsi si = −λi dx q    dyi si+1 yi qY yi yi+1 = (i + 1)λ −ρ +λ 1+ −i (i + 1) dx q qY q qY qY qR dqR =ρ−λ . dx q



(19)



with initial conditions yi (0) = 0



si (0) = zi



qR (0) = 0.



We view this as a diﬀerential equation on the bounded region D given by the set of vectors w = (s, y, qR ) ∈ [0, kzk]2∆ . For w ∈ D set qY (w) = qY (y) =



∆−1 X



iyi



q(w) = qY (w) +



∆ X i=1



i=1
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isi + qR .



Note that for every point w in the interior of D we have qY > 0 and q > 0, and the system (19) satisﬁes a local Lipschitz condition on the interior of D. Consequently, for every point w in the interior of D a solution exists passing through w and extending to points arbitrarily close to the boundary (see Theorem 11 in Chapter 2 of [17]). However, we are interested in the solution through the point in D corresponding to the initial condition (s, y, qR ) = (z, 0, 0). This is a point on the boundary of D and the system is not locally Lipschitz here. So the existence of a unique solution to the system (19) does not follow immediately from the standard theory. We establish the existence of this solution in the next section, in which we prove the following theorem. Recall that x∗ is the least positive root of the following expression: ! p ∆ X ρ kzk ρ izi i/2 1/2 (kzk − 2λx) − (kzk − 2λx) − (kzk − 2λx) . (kzk − 2λx) − λ λ kzki/2 i=1



Deﬁne zi (kzk − 2λx)i/2 si (x) = kzki/2



qR (x) =



ρ



p



kzk ρ (kzk − 2λx)1/2 − (kzk − 2λx). λ λ



Theorem 14. There exists a function y(x) : [0, x∗ ] → [0, kzk]∆−1 such that s(x), y(x), qR (x) is the unique solution to the system of differential equations (19). Furthermore, for 0 < x < x∗ the vector y(x) is on the interior of D, y(x∗ ) = 0 and qY′ (x∗ ) < 0. We prove Theorem 14 in Section 5.1. With the appropriate trajectory in hand, we return to the SIR process and prove Theorems 4 and 5 in Sections 5.2–5.4. As noted above, there are two signiﬁcant complications for our application of the diﬀerential equations method: our trend hypothesis and Lipschitz constant for dyi /dx deteriorate dramatically for QY small. We deal with the Lipschitz constant by removing yi from the system, working with a smaller system ((20) below) before moving on to the full system (19). We deal with the trend hypothesis by treating the start of the spread of the disease separately and employing a kind of ‘self-correcting’ or ’mean-reversion’ property that certain random variables in this system exhibit. Consider, for example, the random variable Si . (We do not need the ‘mean-reversion’ property to handle this random variable, but it is a good example of the phenomenon.) As the expected change in Si is roughly −λi SQi and the derivative of si is −λi sqi , if Si (ur ) is signiﬁcantly greater than si (r/n)n we expect Si to decrease faster than its continuous approximation si (r/n)n, and if Si (ur ) is signiﬁcantly smaller than si (r/n)n we expect its decrease to be slower than its continuous approximation. This balancing eﬀect should push Si (ur ) towards its expected trajectory nsi (r/n) and ensure that this trajectory is indeed a good approximation. The use of this aﬀect is the key to our proof of Theorem 5. We also use it in the proof of Theorem 4. (Even though other methods would suﬃce.) See [36] for another application of this ‘self-correcting’ phenomenon.



5.1



Solution of the ODE



We begin by noting that while the function that determined dyi /dx is not well-behaved at x = 0 the other derivatives are well-behaved here (as they have no qY in the denominator). 21



In particular, note that summing over the relevant variables in (19) we have dq/dx = −2λ. We consider the following restricted version of (19). dsi isi = −λ dx q



dq = −2λ dx



dqR qR =ρ−λ dx q



(20)



with initial conditions q(0) = kzk, s(0) = z(0), qR (0) = 0. Note that (20) has solution q(x) = kzk − 2λx, zi si (x) = (kzk − 2λx)i/2 , kzki/2 p ρ kzk ρ qR (x) = (kzk − 2λx)1/2 − (kzk − 2λx). λ λ Note further that it follows that we also have qY (x) = q(x) −



∆ X i=1



isi (x) − qR (x)



= (kzk − 2λx) − −



ρ



∆ X i=1



izi (kzk − 2λx)i/2 kzki/2



! kzk ρ 1/2 (kzk − 2λx) − (kzk − 2λx) . λ λ



p



We are now in the position to note some useful properties of the function qY (x). (Recall that x∗ is the least positive root of qY (x).) Lemma 15. We have x∗ 



kzk 2λ ,



qY′ (0) > 0 and qY′ (x∗ ) < 0.



Proof. Consideration of qY (x)/(kzk − 2λx) and the fact that ρ > 0 yields x∗ < Observe that qY (x) . qY′ (x) = λ(dˆs (x) − 1) − ρ − λ q(x)



kzk 2λ .



(21)



Noting that dˆs (0) = dˆ and qY (0) = 0, we have qY′ (0) > 0. Since qY (x) is positive on (0, x∗ ), we have qY′ (x∗ ) ≤ 0. Suppose for a contradiction that ′ qY (x∗ ) = 0. Then q(x∗ )qY′ (x∗ ) − qY (x∗ )q ′ (x∗ ) = λdˆ′s (x∗ ) < 0, qY′′ (x∗ ) = λdˆ′s (x∗ ) − λ q 2 (x∗ ) as dˆ′s (x∗ ) = −λ and x∗ 



kzk 2λ .



∆ X (i − 2)(i − 1)izi i=3



kzki/2



(kzk − 2λx∗ )(i−4)/2



!



This implies qY (x∗ − δ) < 0 for some δ > 0, a contradiction.
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Now, let us return to the system (19): it remains to determine the existence and uniqueness of a solution for yi (x). For η > 0 let Dη = {w ∈ D : qY (w) > η}. Note that a solution for yi (x) exists on Dη for any η > 0. The main issue is establishing the existence of a solution at x = 0. The rest of this section is dedicated to doing so. We have   y y dy = λ A + uT ds − ρI + λ A dx qY q   y y y T = λ A + u d − ρI + λ A + λ uT (ds − d) . qY q qY



(22)



Our motivation for (22) is the following: to show that (19) has a solution we change basis from thePstandard basis to the basis v1 , v2 , . . . , v∆−1 constructed in Section 3.2. Speciﬁcally, ∆−1 let y = i=1 ci vi . We observe that, as v1 uT = 1 and vi uT = 0 for i > 1, we have c1 = qY . Thus, applying P to both sides of (22) will give us a system of diﬀerential equations in the ci , with initial conditions ci (0) = 0. Noting that ∆−1 X −iλ − ρ y (λ(A + uT d) − ρI) = (λ(dˆ − 1) − ρ)v1 + ci vi , qY qY i=2



qY y λA = v1 λA + q q



∆−1 X i=2



−λi ci vi q



and



λ



y T u (ds − d) = λ(ds − d), qY



we have the following system for the ci , i > 1:     λqY dci −iλ − ρ iλ = ci − v1 A + λ(ds − d) Pi , i = 2, . . . , ∆ − 1. + dx qY q q



(23)



Lemma 16. For each i, i = 2, 3, . . . , ∆ − 1, there is a δ = δi > 0 and a M = Mi > 0 such that there exists a unique solution ci (x) to the differential equation (23) on the region (0, δ] × R such that limx→0+ ci (x) = 0. Moreover, that solution lies entirely in the region D = Di := {(x, c) ∈ R2 | x ∈ [0, δ], −M x2 ≤ c ≤ M x2 }. Note that Lemma 16 suﬃces to complete the proof of Theorem 14. We simply take η less than qY (δi ) for all i and pass to the region Dη where a unique solution to the odes with the desired properties is known to exist. Proof of Lemma 16. Consider a ﬁxed i ≥ 2. Deﬁne iλ + ρ iλ + q q   Y λqY v1 A + λ(ds − d) Pi . g(x) = gi (x) = q



f (x) = fi (x) =



23



(24) (25)



Note that



R



c(x) = ci (x) = e



x∗ 2 x



f (η)dη



"Z



x



−



g(ψ)e



x∗ 2 ψ



R



f (η)dη



0



dψ



#



satisﬁes (23). Appealing to Lemma 15 (and the fact that dsi /dx is bounded) we see that there exist constants K, δ such that 0≤x


⇒



|h(x)| < Kx.



In particular, it follows that if 0 < x < δ then Z x Z Rx f (η)dη − |c(x)| ≤ dψ ≤ g(ψ)e ψ 0



x



Kψ dψ = 0



Kx2 . 2



Finally, we establish the uniqueness of the solution ci (x). Suppose there exists a solution c∗ (x) to (23) on (0, δi ] such that c∗ (x0 ) 6= ci (x0 ) for some x0 ∈ (0, δ], and limx→0+ c∗ (x) = 0. Deﬁne p(x) := c∗ (x) − ci (x) and assume without loss of generality p(x0 ) > 0. Then limx→0+ p(x) = 0, but   dp iλ + ρ iλ ∗ = (c (x) − ci (x)) − − < 0, dx qY (x) q(x) for 0 < x ≤ x0 , a contradiction.



5.2



Boundedness and Trend Hypotheses



In Sections 5.3 and 5.4 we apply the diﬀerential equations method for random graph processes to prove Theorems 4 and 5, respectively. Two key ingredients in any application of this method are the ‘trend hypothesis’ which establishes one step expected changes and the ‘boundedness hypothesis’ which bounds the one step change in any of the variables. Lemma 17 (Boundedness Hypothesis). If QY (t) ≥ log3 (n)/2, then the probability that more than log(n) vertices either recover or send or receive infections in the time interval (t, t + QY1(t) ] is o(n−2 ). We refer to at least log n vertices recovering or sending or receiving infections over the time interval [ur , ur+1 ) as a large jump at time ur . We prove Theorem 4 and 5 working with the version of the process where we stop as soon as a large jump occurs. Note that, by Lemma 17, the probability of stopping the process for this reason is o(1).
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Lemma 18 (Trend Hypothesis). For QY (t) ≥ log3 (n)/2 we have       1 QY (t) λ E Yi t + − Yi (t) Ft = 1+ ((i + 1)Yi+1 (t) − iYi (t)) (26) QY QY (t) Q(t)  2  log (n) λ(i + 1)Si+1 (t) ρ Yi (t) + +O , − QY (t) Q(t) QY (t)    2    1 log (n) iSi (t) E Si t + +O − Si (t) Ft = −λ , (27) QY (t) Q(t) QY (t)   2     log (n) 1 QR (t) E QR t + +O − QR (t) Ft = ρ − λ , (28) QY (t) Q(t) QY (t)       1 log(n) E Q t+ − Q(t) Ft = −2λ + O . (29) QY QY (t)



Furthermore, these estimates hold if we stop the process as soon as log n vertices recover or send or receive infections during the time interval [t, t + 1/QY (t)). Proof of Lemma 17. Let t0 = t, t1 = t + QY1(t) . Let C be the number of conﬁguration points sending infections and D be the number of vertices that recover in (t0 , t1 ]. We bound the number of conﬁguration points which send infections by sampling from an inﬁnite list of i.i.d. exponential random variables with parameter λ. We associate the ﬁrst QY (t0 ) with conﬁguration points in Y (t0 ) and for each vertex outside Y (t0 ) which becomes infected, we sample its infecting times from the same list, starting with the (QY (t0 ) + 1)st entry. As each infection yields at most ∆ new infectious conﬁguration points, we have log(n)/3  QY (t) + ∆ log(n) λ P r[C ≥ log(n)/3] ≤ QY (t) log(n)/3   log(n)/3 2QY (t) λ ≤ log(n)/3 QY (t)    log(n)/3 1 6λe =o ≤ . log(n) n2 



Similarly, log(n)/3  |Y (t)| + log(n) ρ P r[D ≥ log(n)/3 | C ≤ log(n)/3] ≤ QY (t) log(n)/3    log(n)/3 6ρe 1 ≤ =o . log(n) n2 



Proof of Lemma 18. Let t0 = t, t1 = t + QY1(t) . As in the proof of Lemma 17, let C denote the number of infections sent in (t0 , t1 ] and let D be the number of recoveries. By Lemma 17 the probability that at least log n vertices send or receive infections or recover is o(1/n2 ). As C, D = O(n) and 1/n = o(log n/QY (t)), we may henceforth consider the process in 25



which we stop if and when log n vertices send or receive infections or recover. Given this assumption, we stochastically bound C as W1 ≤ C ≤ W2 , where   λ and W1 ∼ Bin QY − ⌊∆ log(n)⌋, QY   λ W2 ∼ Bin QY + ⌊∆ log(n)⌋, . QY Similar bounds apply to D. Therefore we have   log(n) E[C] = λ + O and QY   ρ|Y | log(n) E[D] = +O , QY QY yielding (29). Furthermore, our stopping rule yields Si (s) = Si (t) + O (log(n)) , Yi (s) = Yi (t) + O (log(n)) , and QR (s) = QR (t) + O (log(n)) , for all s ∈ [t0 , t1 ). Consequently, QY (s) = QY (t) + O (log n) and Q(s) = Q(t) + O (log n) for all s ∈ [t0 , t1 ). Now we establish (26). The remaining statements follow similarly. Suppose 0 ≤ C, D ≤ log n. For 0 ≤ j ≤ C the j th infection can be viewed as being selected uniformly at random from the conﬁguration points in Y (s) where s is the time that this infection is sent. So the probability that it lies in an infected vertex of degree i is   log(n) iYi (t) iYi (s) = +O . QY (s) QY (t) QY (t) In this event we decrease Yi by one and increase Yi−1 by one. The probability this infection hits an infected vertex of degree k 6= i is   log(n) kYk (s) kYk (t) = +O Q(s) − 1 Q(t) Q(t)



(note that we must account for the infecting conﬁguration point when k = i, but we arrive at the same result). We get a similar formula for the probability of the event that the infection hits a susceptible vertex of degree i, and in this event we increase Yi−1 by one. Similarly, when the j th vertex recovers it is chosen uniformly at random from available   infecYi (t) log(n) tious vertices, and therefore selects a vertex of degree i with probability |Y + O (t)| QY (t) . Considering now the change to Yi we have   Yi (t) Yi (t) (i + 1)Si+1 (t) Yi+1 (t) Yi+1 (t) + + − − E [Yi (t1 ) − Yi (t0 ) | C, D] = C Q(t) QY (t) Q(t) QY (t) Q(t)  2  log (n) Yi (t) +O . −D |Y (t)| QY (t)
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5.3



Proof of Theorem 4



As discussed in Section 5.2, we work with the version of the process where we stop as soon as there is a large jump. As the error term in the trend hypothesis depends on QY (t), we begin with the following Lemma that ensures that QY (t) grows to a suﬃcient size. The proof of Lemma 19 appears at the end of this section. Lemma 19 (Initial Steps). Let K = n3/4 . Then r + O(n1/2 ), Q(ur ) = nq n r QY (ur ) = nqY + O(n1/2 ), n r QR (ur ) = nqR + O(n1/2 ), and n r Si (ur ) = nsi + O(n1/2 ), for i = 1, 2, . . . , ∆, n for r = 0, 1, 2, . . . , K with probability at least 1 − o(1).



Set K = n3/4 and let M be the minimum of ⌊σn⌋ and the least index j > K such √ that either a large jump occurs in (uj−1 , uj ) or QY (uj ) < n. We argue that, with high probability, the following inequalities hold for j = K, . . . , M :   √ Q(uj ) − q j n ≤ log2 (n) n (30) n   √ Si (uj ) − si j n ≤ log3 (n) n, i = 1, . . . , ∆ (31) n   √ QR (uj ) − qR j n ≤ log3 (n) n. (32) n √ Note that provided these inequalities hold, we have QY (uj ) = qY ( nj )n + O(log3 (n) n) for j = K, . . . , M . As qY (x) ≥ log4 (n)n−1/2 for x ∈ ( K n , σ), if (30)–(32) hold and there is no large jump then M = σn. This completes the proof. √ We ﬁrst prove (30). Let X = Q(uK ) − q(K/n)n, and note X = O( n) by Lemma 19. By Lemma 18, as QY (uj ) ≥ n1/2 /2 for j = K, . . . , M , there is a nonnegative function log(n) √ ), f (K) = 0, so that the sequences f (j) = O( (j−K) n   j Aj = Q(uj ) − q n − X + f (j) n and Bj = Q(uj ) − q



  j n − X − f (j) n



form sub- and super-martingales, respectively, with diﬀerences bounded by 3 log(n). Note √ √ that (30) failing is contained in the event that Aj ≤ − log2 (n) n/2 or Bj ≥ log2 (n) n/2 for some j, K ≤ j ≤ M . By Azuma-Hoeﬀding, the probability of this event is at most    4 log (n) = o(1). 2 exp −Ω log2 (n) 27



We now prove (31) using Lemma 8. Let M ′ be the minimum of M and the smallest j > K for which (30) fails to hold. Fix an i, 1 ≤ i ≤ ∆, and let W = Si (uK ) − si (K/n)n. Consider the sequence Aj = Si (uj ) − si (j/n)n − W,



for j = K, . . . , M ′ . As there are no large jumps, |Aj+1 − Aj | ≤ log(n). By (30) and √ Lemma 18, as QY (uj ) ≥ n for j = K, . . . , M ′ − 1, we have     2    log (n) λiSi (uj ) j+1 j √ − si − si n+O E[Aj+1 − Aj |Fuj ] = − Q(uj ) n n n     2 λiSi (uj ) 1 log (n) j = − − s′i + √ +O Q(uj ) n n n    2  λiSi (uj ) λisi (j/n) log (n) √ − − +O = − Q(uj ) q(j/n) n   λiSi (uj ) λisi (j/n) = − √ − − q(j/n) q(j/n)n + O(log2 (n) n)  2  log (n) √ +O n  2  log (n) λi √ (Si (uj ) − si (j/n)n) + O = − q(j/n)n n  2  log (n) λi √ Aj + O . = − q(j/n)n n



√ In particular, there is a nonnegative function h(j) = O(log2 (n) n) so that the conditions of Lemma 8 apply. Consequently the probability that there exists a step j such that √ Aj > h(j) + log3 (n) n/2 is at most   σn exp −Ω (log4 (n) = o(1).



√ As W and h(j) are o(log3 (n) n), the event that the upper bound in (31) fails is contained in the event that such a step j exists. Repeating this argument for the sequence −Aj gives the lower bound in (31). Similar arguments yield (32). Theorem 4 follows from the union bound.



Proof of Lemma 19. We ﬁrst observe that if f is a diﬀerentiable function deﬁned on [0, δ] for some δ > 0 whose derivative satisﬁes a Lipschitz condition, then for n suﬃciently large and x ∈ [0, K/n] we have  2    K ′ 2 −1/2 |f (x) − (f (0) + xf (0))| = O x = O . = O n n2 So, it suﬃces to argue that, for r = 0, . . . , K, with high probability we have the following
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inequalities: |Q(ur ) − (Q(0) − 2λr)| ≤ 3n4α/3 + 2λr 2/3 , nα + (λ(dˆ − 1) − ρ)r 2/3 , |QY (ur ) − (nα + (λ(dˆ − 1) − ρ)r)| ≤ 2 |QR (ur ) − ρr| ≤ 2∆n4α/3 + ρr 2/3 , and     Si (ur ) − zi n − izi λr ≤ 2n4α/3 + izi r 2/3 . kzk kzk



(33) (34) (35) (36)



Deﬁne the time J to be the least r ≤ K such that one of these conditions fails or a large jump takes place between ur−1 and ur . Recall that we stop the process as soon as a large jump occurs, and note that conditions (33)-(36) trivially hold for r ≪ nα / log n. We bound the probability that there exists a step r < K such that the lower bound in (34) fails. The arguments for the remaining conditions are analogous. Deﬁne ϕ = ˆ 1)− ρ. Observe that if (34) holds at time ur , then QY (ur ) ≥ nα , so Lemmas 17 and 18 λ(d− 2 apply. We have ! 2 4α/3   log (n) r + n + α E QY (ur+1 ) − QY (ur ) Fur = ϕ + O . n n /2 + (r − r 2/3 )ϕ There is a function  ! r 2 4α/3 X log (n) j+n  + α H(r) = O  2/3 ) n n /2 + ϕ(j − j j=1



=O



! r 2 + rn4α/3 2 + log (n) log(r) n



such that the random variables Z0 = 0, Zr = QY (ur ) − QY (u0 ) − rϕ + H(r) for 1 ≤ r ≤ K form a submartingale with diﬀerences bounded by O(log(n)). Suppose the lower bound in (34) fails at time ur ; that is, suppose QY (ur ) ≤



nα + ϕ(r − r 2/3 ). 2



We have Zr = QY (ur ) − ϕr − QY (u0 ) + H(r)   nα ≤ − ϕr 2/3 − QY (u0 ) + O r 1/2 2  ϕ 2/3 ≤ − r , 2 for n suﬃciently large. Therefore, by Azuma-Hoeﬀding and the assumption r = Ω(nα / log n), we note that this happens with probability at most !) ( !) ( r 4/3 nα/3 . exp −Ω ≤ exp −Ω log2 (n)r log5/2 (n)
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5.4



Proof of Theorem 5



We apply the general theorem of Wormald (Theorem 5.2 of [38]). However, we run into the diﬃculty that this system does not satisfy a Lipschitz condition at the origin. To circumvent this we prove an initial Lemma which gets the process into the region on which we can apply the Theorem of Wormald. Recall that for η > 0 a constant, Dη = {w ∈ D : qY (w) > η}. In order to reach Dη we do not analyze the early evolution of Y1 , Y2 , . . . , Y∆−1 . Instead, we change variables to take advantage of the understanding of the function ci (x) for x small established in Section 5.1. Deﬁne C(t) = Y(t)P where P is the change of basis matrix introduced in Section 3.2. We note that C1 (t) = QY (t), which we already know is well-behaved. It remains to study the early evolution of C2 (t), . . . , C∆−1 (t). Lemma 20. Set L = δn. With high probability we have  √ n + rn−1/4 Ci (ur ) = nci (r/n) + O for r = 0, . . . , L and i = 2, . . . , ∆ − 1.



With this Lemma in hand we, turn to applying Wormald’s Theorem 5.1 with 2 modiﬁcations. Our starting point corresponds to x = δ. This change does not otherwise alter the proof. The more signiﬁcant change is that we must include an error at the initial point. How does this initial error inﬂuence the subsequent errors in the induction that proves Theorem 5.1 of Wormald? Recall that in said proof we set parameters λ, β and γ and the increment in our inductive step is w = nλ/β. Then Bj is the allowed error after step j, which is determined by the recurrence     Bw2 Bw + Bwλ Bj + Bj+1 = 1 + n n where B is an absolute constant. In [38] we simply set B0 = 0. If instead we allow B0 > 0 then the solution of the recurrence is Bj = B0







Bw 1+ n



j



+







X  j−1  Bw2 Bw k = O (B0 ) + O (λn) . + Bwλ 1+ n n k=0



Therefore, we apply Wormald’s Theorem 5.1 with parameters β = log2 n



γ=



1 n2



λ = n−1/4



B0 = n3/4 ,



(taking δ suﬃciently small) to complete the proof of Theorem 5. Proof of Lemma 20. We note at the outset that we may assume that inequalities (33)-(36) hold for 0 ≤ r ≤ K and that the estimates given by Theorem 4 hold for K < r ≤ L. 30



We determine the expected one-step changes in C2 , . . . C∆−1 by following the linear algebra that gave (23). To this end, let i ∈ {2, . . . , ∆ − 1} be ﬁxed and deﬁne   λQY (t) v1 A + λ(DS (t) − d) Pi . Gi (t) = Q(t) Applying the trend hypothesis we have     λi + ρ λi log2 n E[Ci (ur+1 ) − Ci (ur )|Fur ] = Ci (ur ) − − + Gi (ur ) + O . (37) QY (ur ) Q(ur ) QY (ur ) Note that we have a good set-up for ‘self-correction’ in the expression for the expected change in Ci . We also note that by our stopping rule we have   |Ci (ur+1 ) − Ci (ur )| ≤ 2∆ max |Pij | log n = O (log n) i,j



for r = 0, . . . , L. Note that by (33)-(36) and Theorem 4 we have ! r + n4α/3 for r = 0, 1, . . . , K = n3/4 Gi (ur ) = O n Gi (ur ) = gi (r/n) + O(n−1/4 )



for r = 0, 1, . . . , L = δn.



(38) (39)



(Recall that the function gi (x) is deﬁned in (25).) First we establish an upper bound on Ci (ur ) for r small. Claim 21. With high probability we have |Ci (ur )| = O



r 2 rn4α/3 √ + + n n n



!



for r = 0, . . . , K. Proof. By (37) there is a function h(r) = O(Gi (r)QY (ur ) + log2 (n)) such that Ci (ur ) > h(r) Ci (ur ) < −h(r)



⇒



E[Ci (ur+1 ) − Ci (ur )|Fur ] ≤ 0



⇒



E[Ci (ur+1 ) − Ci (ur )|Fur ] ≥ 0.



Applying Lemma 8 to the sequence Ci (ur ) (and using (38)) gives that with high probability we have ! √ r 2 rn4α/3 √ |Ci (ur )| ≤ h(r) + n = O + + n n n for r = 0, . . . , K. Note that Claim 21 establishes Lemma 20 for r = 0, . . . , n3/4 as we have ci (r/n) = O(r 2 /n2 ) √ and this implies that nci (r/n) = O ( n) for r ≤ n3/4 .
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To deal with r = K + 1, . . . , L, we deﬁne the stopping time L′ to be the smallest K < r ≤ L such that there is a big jump at time ur−1 or Ci (ur ) ≥ (M + 2)r 2 /n (recall that M is the constant from Lemma 16). Deﬁne Zr = Ci (ur ) − nci (r/n). Note that the event Ci (uj ) ≥ (M + 2)j 2 /n is contained in the event |Ci (uj ) − nci (j/n)| > √ n + jn−1/4 as |ci (x)| ≤ M x2 and j ≥ n3/4 implies jn−1/4 ≤ j 2 /n. As the second derivative of ci (x) is bounded we have         r  r+1 1 ′ r n ci +O = ci − ci n n n n     iλ 1 −iλ − ρ − + gi (r/n) + O = ci (r/n) qY (r/n) q(r/n) n Using this fact and (39) we have     λi + ρ λi λi λi + ρ E[Zr+1 − Zr |Fur ] = Ci (ur ) − − − − Ci (ur ) − QY (ur ) Q(ur ) nqY (r/n) nq(r/n) r + Gi (ur ) − gi n   λi λi + ρ − + Ci (ur ) − nqY (r/n) nq(r/n)   2    r λi λi + ρ log (n) 1 −nci − − +O +O n nqY (r/n) nq(r/n) QY (ur ) n   nqY (r/n) − QY (ur ) nq(r/n) − Q(ur ) = Ci (ur ) −(λi + ρ) − λi nqY (r/n)QY (ur ) nq(r/n)Q(ur )     2 λi + ρ λi log (n) −1/4 + Zr − − +n +O nqY (r/n) nq(r/n) QY (ur ) !  2    log (n) Zr r 2 n3/4 · 2 + n−1/4 +O = −Ω +O r n r r     Zr + O n−1/4 . = −Ω r  It follows that there exists a nonnegative, nondecreasing function h(r) = O rn−1/4 such that Zr > h(r) ⇒ E[Zr+1 − Zr |Fur ] ≤ 0



and



Zr < −h(r) ⇒ E[Zr+1 − Zr |Fur ] ≥ 0.



Appealing to Lemma 8 once more, noting that r ≥ n3/4 implies rn−1/4 ≥ r 2/3 , the claim follows.
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The End



In this Section we prove Theorem 6 which describes the end of an epidemic. As the reader might anticipate, we view the end of the epidemic as a mirror image of the emergence of 32



the epidemic. Given Theorem 4, we expect the change in QY over additional steps to be √ ≈ qY′ (x∗ ), so after Θ(log4 (n) n) additional steps, we expect the infection to die out. To be √ precise, we will show that after Θ(log4 (n) n) additional steps, with high probability QY drops below log4 (n) and this occurs in Θ(log(n)) (actual) time. At that point we couple the remainder with a branching process to establish that the epidemic indeed comes to an end.  We begin by noting that since qY′ (x∗ ) < 0 we have |σ − x∗ | = O log4 (n)n−1/2 . Thus, Theorem 4 implies √  (40) Si (uσn ) = nsi (x∗ ) + O log4 (n) n √  ∗ 4 Q(uσn ) = nq(x ) + O log (n) n , and (41) √  ∗ 4 (42) QR (uσn ) = nqR (x ) + O log (n) n . The following Lemma establishes the ﬁrst part of our claim. √ Lemma 22. Let K = 4 log4 (n) n/|qY′ (x∗ )|. With high probability there exists an index j, σn ≤ j ≤ σn + K, such that: QY (uj ) < log4 (n), √ √ uj − uσn = Θ(log(n)), and O(log4 (n) n) infections and O(log5 (n) n) recoveries occur in (uσn , uj ). Proof of Lemma 22. Let the stopping time J be the minimum of σn + K and the smallest index σn ≤ j such that QY (uj ) < log3 (n), QY (uj ) > n2/3 or at least n2/3 infections have been sent in (uσn , uj ) or a large jump occurs at step uj−1 . For σn ≤ j < J, we have Si (uj ) = si (x∗ )n + O(n2/3 ) and Q(uj ) = q(x∗ )n + O(n2/3 ). Applying Lemma 18 with (40)-(42) and (21) we have    2  QY (uj ) log (n) ˆ E[QY (uj+1 ) − QY (uj ) | Fuj ] = λ DS (uj ) − 1 − −ρ+O Q(uj ) QY (uj )     log2 (n) 1 + = λ dˆs (x∗ ) − 1 − ρ + O n1/3 log3 (n)   1 = qY′ (x∗ ) + O log(n) for j < J. Set η = 1/(2|qY′ (x∗ )|). Deﬁne T0 = σn, m0 = QY (uσn ), and for r > 0 let Tr = Tr−1 + ηmr−1



and



mr = QY (uTr ).



Let W be the least r such that mr < log4 (n). We argue that with high probability, for 0 ≤ r < W , the following hold: (i) mr+1 ≤ 3mr /4, (ii) QY (uj ) ≥ mr /4 for j = Tr , . . . , Tr+1 , and 33



(iii) at most 2ληmr infections are sent and log(n)mr recoveries occur in (uTr , uTr+1 ). √ Note that (i) and (ii) imply W = Θ(log(n)) and TW ≤ σn + K (as m0 ≤ (3/2) log 4 (n) n), (ii) implies uTr+1 − uTr ≤ 4η and hence uTW − uσn = O(log(n)), and (i) and (iii) together imply the remainder of the Lemma. Now consider a ﬁxed r and suppose log4 (n) < mr < n3/5 , and at most n3/5 infections have occurred in (uT0 , uTr ) (i.e. Tr < J). Deﬁne the following sequences of random variables: A0 = B0 = D0 = 0, and for 1 ≤ ℓ ≤ ηmr , let Aℓ = QY (uTr +ℓ ) − (mr + ℓqY′ (x∗ )) − p



Bℓ = QY (uTr +ℓ ) − (mr + ℓqY′ (x∗ )) + p



ℓ log(n) ℓ



log(n) ℓ Dℓ = Q(uTr +ℓ ) − (Q(uTr ) − 2λℓ) + p , log(n)



where we stop the process at the minimum of J and the ﬁrst step j > Tr such that any of the following conditions hold: Aj >



mr , 6



Bj < −



mr 6



or



Dj < −ληmr .



Note that Aj is a supermartingale with diﬀerences bounded by ∆ log(n), while Bj is a submartingale with diﬀerences bounded by ∆ log(n) and Dj is a submartingale with differences bounded by 3 log(n). The event Tr < J ≤ Tr+1 with no large jumps is contained in the union of events Aηmr ≥ mr /6, Bηmr ≤ −mr /6 and Dηmr ≤ −ληmr . Applying Azuma-Hoeﬀding and the union bound, the probability of any of these events is exp(−Ω(log2 (n))) = o(1/ log(n)), as mr ≥ log4 (n), and the lemma follows by induction. Now, let T > σn and suppose that 0 < QY (uT ) < log4 (n). We couple again with a branching process as in Section 4 initiating it at time uT with |Yi (uT )| particles of type i. This time, however we sample from the ﬁxed set Q(uT ) of conﬁguration positions with ﬁxed sets of susceptible S1 (uT ), . . . , S∆ (uT ). If a sampled conﬁguration position does not lie in this set then no oﬀspring is produced. As above, let Xi (t) be the number of particles of type i alive at time t, and let W (t) =



∆−1 X



iXi (t).



i=1



Note that the coupling fails if our random choice of conﬁguration position hits the same vertex twice or hits a vertex from Y (uT ). Provided QY remains small enough, this occurs with probability o(1). Set v0 = uT and for i ≥ 1 set vi = uT +i = vi−1 + 1/QY (vi−1 ). Proceeding as above, we obtain that the expected value matrix M (t) = exp(Bn t), where Bn = λ(A + uDS (uT )T ) − ρI. 34



Furthermore Note that



n o   E Wj+1 |Fvj = exp λ(dˆs (uT ) − 1) − ρ Wj . ˆ S (uT ) = dˆs (x∗ ) + O D







log4 (n) n1/2







by Lemma 22. For n suﬃciently large we have ˆ S (uT ) − 1) − ρ < 0 λ(D and the Wi form a supermartingale. Finally, we apply the analysis of Section 4.2 directly by viewing the branching process as |Y (uT )| independent branching processes initiated with individual particles, and applying the union bound to each we have with probability 1−o(1), QY (uT + log(n)) = 0 and at most O(log16/3 (n)) additional infections are sent, completing the proof. Acknowledgment. We thank the anonymous referees for many helpful suggestions.
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