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Abstract Recurrent Neural Networks (RNNs) continue to show outstanding performance in sequence modeling tasks. However, training RNNs on long sequences often face challenges like slow inference, vanishing gradients and difficulty in capturing long term dependencies. In backpropagation through time settings, these issues are tightly coupled with the large, sequential computational graph resulting from unfolding the RNN in time. We introduce the Skip RNN model which extends existing RNN models by learning to skip state updates and shortens the effective size of the computational graph. This model can also be encouraged to perform fewer state updates through a budget constraint. We evaluate the proposed model on various tasks and show how it can reduce the number of required RNN updates while preserving, and sometimes even improving, the performance of the baseline RNN models. Source code is publicly available at https://imatge-upc.github.io/skiprnn-2017-telecombcn/.
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Introduction



Some of the main limitations of Recurrent Neural Networks (RNNs) are their challenging training and deployment when dealing with long sequences, due to their inherently sequential behaviour. These challenges include throughput degradation, slower convergence during training and memory leakage, even for gated architectures [18]. The main contribution of this work is a novel modification for existing RNN architectures that allows them to skip state updates, decreasing the number of sequential operations to be performed, without requiring any additional supervision signal. This model, called Skip RNN, adaptively determines whether the state needs to be updated or copied to the next time step, thereby allow a “skip” in the computation graph. We show how the network can be encouraged to perform fewer state updates by adding a penalization term during training, allowing us to train models of different target computation budgets. The proposed modification is implemented on top of well known RNN architectures, namely LSTM and GRU, and the resulting models show promising results in a series of sequence modeling tasks. Conditional computation has been shown to allow gradual increases in model capacity without a proportional increases in computational cost by exploiting certain computation paths for each input [3, 16, 1, 17, 20]. This idea has been extended in the temporal domain by building RNNs that perform different amount of computation at each time step [6, 4, 10, 12, 18]. However, due to the inherently sequential nature of RNNs and the parallel computation capabilities of modern hardware, reducing the size of the matrices involved in the computations performed at each time step does not accelerate inference. The proposed Skip RNN model can be seen as form of conditional computation in time, ∗
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where the computation associated to the RNN updates may or may not be executed at every time step, effectively reducing sequential computation and shielding the hidden state over longer time lags. It resembles LSTM-Jump [24], an LSTM cell augmented with a classification layer that will decide how many steps to jump between RNN updates. This added layer needs to be trained with REINFORCE [22] and some hyperparameters define a reduced set of subsequences that the model can sample, instead of allowing the network to learn any arbitrary sampling scheme. Unlike LSTM-Jump, our proposed approach is differentiable, thus not requiring any modifications to the loss function and simplifying the optimization process, and is not limited to a predefined set of sample selection patterns.
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Model Description



An RNN takes an input sequence x = (x1 , . . . , xT ) and generates a state sequence s = (s1 , . . . , sT ) by iteratively applying a parametric state transition model S from t = 1 to T : st = S(st−1 , xt )



(1)



We augment the network with a binary state update gate, ut ∈ {0, 1}, selecting whether the state of the RNN will be updated or copied from the previous time step. At every time step t, the probability u ˜t+1 ∈ [0, 1] of performing a state update at t + 1 is emitted. The model formulation implements the observation that the likelihood of requesting a new input increases with the number of consecutively skipped samples: ut = fbinarize (˜ ut ) st = ut · S(st−1 , xt ) + (1 − ut ) · st−1 ∆˜ ut = σ(Wp st + bp ) u ˜t+1 = ut · ∆˜ ut + (1 − ut ) · (˜ ut + min(∆˜ ut , 1 − u ˜t ))



(2) (3) (4) (5)



where σ is the sigmoid function and fbinarize : [0, 1] → {0, 1} binarizes the input value. Should the network be composed of several layers, some columns of Wp can be fixed to 0 so that ∆˜ ut depends only on the states of a subset of layers. We implement fbinarize as a deterministic step function ut = round(˜ ut ), although a stochastic sampling from a Bernoulli distribution ut ∼ Bernoulli(˜ ut ) would be possible as well. The number of skipped time steps can be computed ahead of time. For the particular formulation used in this work, where fbinarize is implemented by means of a rounding function, the number of skipped samples after performing a state update at time step t is given by: Nskip (t) = min{n : n · ∆˜ ut ≥ 0.5} − 1 (6) where n ∈ Z+ . This enables more efficient implementations where no computation at all is performed whenever ut = 0. These computational savings are possible because ∆˜ ut = σ(Wp st + bp ) = σ(Wp st−1 + bp ) = ∆˜ ut−1 when ut = 0 and there is no need to evaluate it again. There are several advantages in reducing the number of RNN updates. From the computational standpoint, fewer updates translates into fewer required sequential operations to process an input signal, leading to faster inference and reduced energy consumption. Unlike some other models that aim to reduce the average number of operations per step [18, 10], ours enables skipping steps completely. Replacing RNN updates with copy operations increases the memory of the network and its ability to model long term dependencies even for gated units, since the exponential memory decay observed in LSTM and GRU [18] is alleviated. During training, gradients are propagated through fewer updating time steps, providing faster convergence in some tasks involving long sequences. Moreover, the proposed model is orthogonal to recent advances in RNNs and could be used in conjunction with such techniques, e.g. normalization [5, 2], regularization [25, 13], variable computation [10, 18] or even external memory [7, 21]. 2.1



Error gradients



The whole model is differentiable except for fbinarize , which outputs binary values. We define its gradients following the straight-through estimator [9], so that all the model parameters can be 2
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Figure 1: Model architecture of the proposed Skip RNN, where the computation graph at time step t is conditioned on ut . In practice, redundant computation is avoided by propagating ∆˜ ut between time steps when ut = 0. trained to minimize the target loss function with standard backpropagation and without defining any additional supervision or reward signal. This estimator consists in approximating the step function by the identity when computing gradients during the backward pass: ∂fbinarize (x) =1 ∂x 2.2



(7)



Limiting computation



The Skip RNN is able to learn when to update or copy the state without explicit information about which samples are useful to solve the task at hand. However, a different operating point on the trade-off between performance and number of processed samples may be required depending on the application, e.g. one may be willing to sacrifice a few accuracy points in order to run faster on machines with low computational power, or to reduce energy impact on portable devices. The proposed model can be encouraged to perform fewer state updates through additional loss terms, a common practice in neural networks with dynamically allocated computation [16, 17, 6, 10]. In particular, we consider a cost per sample:



Lbudget = λ ·



T X



ut



(8)



t=1



where Lbudget is the cost associated to a single sequence, λ is the cost per sample and T is the sequence length.
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Experimental results: MNIST Classification from a Sequence of Pixels



The MNIST handwritten digits classification benchmark [15] is traditionally addressed with Convolutional Neural Networks (CNNs) that can efficiently exploit spatial dependencies through weight sharing. By flattening the 28 × 28 images into 784-d vectors, however, it can be reformulated as a challenging task for RNNs where long term dependencies need to be leveraged [14]. We follow the standard data split and set aside 5,000 training samples for validation purposes. After processing all pixels with an RNN with 110 units, the last hidden state is fed into a linear classifier predicting the digit class. All models are trained for 600 epochs to minimize cross-entropy loss. For more details on the experimental setup, see Appendix A. With the goal of studying the effect of skipping state updates on the learning capability of the networks, we introduce a new baseline which skips a state update with probability pskip . We tune the skipping probability to obtain models that perform a similar number of state updates to the Skip RNN models. Table 1 summarizes classification results on the test set after 600 epochs of training. Skip RNNs are not only able to solve the task using fewer updates than their counterparts, but also 3



Model



Accuracy



State updates



LSTM LSTM (pskip = 0.5) Skip LSTM, λ = 10−4



0.910 ± 0.045 0.893 ± 0.003 0.973 ± 0.002



784.00 ± 0.00 392.03 ± 0.05 379.38 ± 33.09



GRU GRU (pskip = 0.5) Skip GRU, λ = 10−4



0.968 ± 0.013 0.912 ± 0.004 0.976 ± 0.003



784.00 ± 0.00 391.86 ± 0.14 392.62 ± 26.48



Table 1: Accuracy and used samples on the test set of MNIST after 600 epochs of training. Results are displayed as mean ± std over four different runs.



Figure 2: Sample usage examples for the Skip LSTM with λ = 10−4 on the test set of MNIST. Red pixels are used, whereas blue ones are skipped.



show a lower variation among runs and train faster. We hypothesize that skipping updates make the Skip RNNs work on shorter subsequences, simplifying the optimization process and allowing the networks to capture long term dependencies more easily. A similar behavior was observed for Phased LSTM, where increasing the sparsity of cell updates accelerates training for very long sequences [18]. However, the drop in performance observed in the models where the state updates are skipped randomly suggests that learning which samples to use is a key component in the performance of Skip RNN. Sequences of pixels can be reshaped back into 2D images, allowing to visualize the samples used by the RNNs as a sort of hard visual attention model [23]. Examples such as the ones depicted in Figure 2 show how the model learns to skip pixels that are not discriminative, such as the padding regions in the top and bottom of images, and the attended samples vary depending on the particular input being given to the network.
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Conclusion



We presented Skip RNNs as an extension to existing recurrent architectures enabling them to skip state updates thereby reducing the number of sequential operations in the computation graph. Unlike other approaches, all parameters in Skip RNN are trained with backpropagation. Experiments conducted with LSTMs and GRUs showed that Skip RNNs can match or in some cases even outperform the baseline models while relaxing their computational requirements. Skip RNNs provide faster and more stable training for long sequences and complex models, likely due to gradients being backpropagated through fewer time steps resulting in a simpler optimization task. Moreover, the introduced computational savings are better suited for modern hardware than those methods that reduce the amount of computation required at each time step [12, 18, 4].
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Experimental Setup



Training is performed with Adam [11], learning rate of 10−4 , β1 = 0.9, β2 = 0.999 and  = 10−8 on batches of 256 examples. Gradient clipping [19] with a threshold of 1 is applied to all trainable variables. Bias bp in Equation 4 is initialized to 1, so that all samples are used at the beginning of training. In practice, forcing the network to use all samples at the beginning of training improves its robustness against random initializations of its weights and increases the reproducibility of the presented experiments. A similar behavior was observed in other augmented RNN architectures such as Neural Stacks [8]. The initial hidden state s0 is learned during training, whereas u ˜0 is set to a constant value of 1 in order to force the first update at t = 1. Experiments are implemented with TensorFlow2 and run on a single NVIDIA K80 GPU.
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