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a b s t r a c t This study investigates how organizational slack affects innovation by using a panel data set consisting of Korean ﬁrms over the 1999–2008 period. Especially, the relationship between ﬁnancial slack and R&D investment is of concern. We extend previous work on slack and innovation by using dynamic GMM estimation, split-sample method, and other econometric techniques. The empirical analysis shows that the relationship between slack and innovation is weak in Korea, and small ﬁrms and young ﬁrms create a favorable environment for managers to use slack resources to invest in innovation. The results imply that the relationship between slack and innovation depends on the distinct social and institutional settings in which ﬁrms operate and on the organizational characteristics of the ﬁrm. © 2014 Elsevier Inc. All rights reserved.



1. Introduction Organizational slack refers to slack resources “which are not committed to a necessary expenditure” and “can be used in a discretionary manner” in an organization (Dimick & Murray, 1978, p.616). Organizational research often argues that organizational slack positively affects ﬁrm performance since managers use slack resources to invest in innovative activities which are indispensable to ﬁrm performance. The positive relationship between slack and performance is supported by many empirical studies (Daniel, Lohrke, Fornaciari, & Turner, 2004). A recent study by Bradley, Shepherd, and Wiklund (2011) shows that the positive relationship is strong in low discretion environments where ﬁrms need to develop their own opportunities. However, empirical veriﬁcation of the direct relationship between slack and innovation is scarce, although the issue has been analyzed theoretically (Huang & Chen, 2010, p.420). This paper empirically examines the relationship between organizational slack and innovation. Organizational slack includes ﬁnancial slack and slack in human resources (Voss, Sirdeshmukh, & Voss, 2008, p.149). The current study considers ﬁnancial slack as a proxy for organizational slack since ﬁnancial slack includes cash and receivables which is highly ﬂexible, and thus gives managers more discretionary power than other types of slack (Kim, Kim, & Lee, 2008, p.405). In contrast, slack in human resources is not ﬂexible. Since R&D employees such as scientists and engineers create tacit knowledge that is embedded in them and is lost when such employees are ﬁred, ﬁrms tend not to lay off R&D workers (Hall, 2005; Hall, Griliches, & Hausman, 1986; Lach & Schankerman, 1988). Thus, it is difﬁcult to quickly adjust slack in human resources to ⁎ Tel.: +82 42 629 7614; fax: +82 42 672 7602. E-mail address: [email protected].
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economic conditions. Moreover, ﬁnancial slack is easy to accurately measure, which may be the reason most empirical studies of organizational slack use ﬁnancial slack variables. Only a few studies (i.e., Yao & Yang, 2007) examine slack in human resources by using questionnaire data. As an innovation indicator, we use R&D expenditures, which is common in the literature (Geiger & Cashen, 2002, p.74). R&D investment plays an important role as a driving force of economic performance, which has been conﬁrmed by empirical evidence (for an extensive empirical study, see Guellec & van Pottelsberghe de la Potterie, 2001). R&D investment has some characteristics distinguished from ordinary investment. First, most R&D spending is in the wages and salaries of qualiﬁed scientists and engineers, and thus ﬁrms tend to smooth their R&D spending over time in order to not lay off them. Thus R&D projects have high adjustment costs. Second, the expected outcomes of R&D projects are highly uncertain. Thus, it is risky to invest in R&D projects. Third, the information asymmetry is much larger in R&D than in ordinary investment, and thus it is difﬁcult for outside investors to evaluate R&D projects (Hall, 2002). The current study empirically examines the relationship between slack and innovation by using ﬁrm-level panel data from South Korea. The novelty of this study is to extend previous work on slack and innovation by using more sophisticated methodology including GMM estimation and a sample splitting method, and by considering the corporate governance setting in Korea, a recently developed country. Over four decades, Korea has achieved great economic development, and technological innovation was one of the engines of the “Korean miracle” (Chung, 2010, pp.333-334). Indeed, public as well as private R&D investment in Korea is large. For example, according to the Global Innovation 1000 Study published by Booz & Company in 2003, Samsung, a Korean electronics company, ranked second in R&D spending
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in 2003. According to another report, The Most Innovative Companies 2012 by the Boston Consulting Group, Hyundai, the Korean car manufacturer, was the most innovative company in automotive ﬁelds. In addition, R&D expenditure in Korea is relatively high among OECD countries. According to the OECD 2005 statistics, expenditure on R&D as a percentage of GDP in Korea was 2.98%, while, for the top 10 OECD countries in terms of GDP, except Korea, the average was 1.89%. Thus, research on the effect of slack on R&D in Korea would have signiﬁcant implications to other countries. The structure of the paper is as follows. Section 2 discusses theoretical background and presents the hypothesis to be tested in the study. Previous empirical studies are examined in Section 3. The data and the methodology are described in Section 4. The empirical ﬁndings are presented and discussed in Section 5. In Section 6 we summarize and discuss our conclusions. 2. Theories Many theories argue that investment in innovation increases as organizational slack increases. Typical organization theories argue that organizational slack is likely to spur investment in innovation. According to the behavioral theory of the ﬁrm, organizational slack provides funds for innovation since “risk taking appears to be affected by the presence of resource in excess of current aspirations” and the presence of organizational slack “tends to lead to relaxation of controls, reduced fears of failure, institutionalized innovation, and increased experimentation, thus to relatively high levels of risk taking” (Cyert & March, 1963, p.228). Slack plays a role as a cushion which “allows an organization to adapt successfully to internal pressures for adjustment or to external pressures for change in policy” (Bourgeois, 1981, p.30). If ﬁrms do not have sufﬁcient slack resources in times of adversity, the ﬁrms are forced to cut back or postpone new investment outlays. Probably, innovative projects are most likely to be sacriﬁced in those times because the outcomes of those projects are uncertain. Slack buffers organizations from downside risk, and innovation activities can be easily justiﬁed in the presence of slack. In addition, according to the resource-based view of the ﬁrm, slack resources can provide services at zero marginal cost since they have already been obtained, thus motivating managers to conduct innovative and risky projects (Pitelis, 2007, p.480). From a ﬁnance theory perspective, ﬁrms prefer internal funds over external funds to ﬁnance innovative investment in the presence of asymmetric information between the ﬁrm and outside investors (Myers & Majluf, 1984). This argument is called the hierarchical or “pecking order” theory. Under a problem of asymmetric information in investment, it is difﬁcult to evaluate investment projects and thus investors would ask for a premium on their funds (Leland & Pyle, 1977). This makes ﬁrms prefer internal funding to external funding. Since the problem of asymmetric information is particularly severe in innovation activities (see, for surveys Hall, 2002; Hubbard, 1998), the positive effect of internal slack on innovation should be expected. The agency framework developed by Jensen and Meckling (1976) also suggests that slack leads to the pursuit of innovation investment, although its efﬁciency is doubtful. In this theory, or “free cash ﬂow” hypothesis, managers are the agents of shareholders and have incentives to make the ﬁrm grow since growth increases managers' power by increasing the resources under their control. Managers with substantial free cash ﬂow would invest in as many projects as possible even though the projects are risky and without positive net present values (Jensen, 1986). The free cash ﬂow theory argues that access to free cash ﬂow induces managers to invest in even negative present value activities to get private beneﬁts, thus leading to poorer management performance. However, the theory still holds that free cash ﬂow leads to more investment. In sum, many theories such as the behavioral theory of the ﬁrm, the resource-based view of the ﬁrm, the pecking order theory, and the



free cash ﬂow theory, suggest that organizational slack facilitates and stimulates investment in innovation. Thus, the hypothesis to be tested in this study is as follows: Hypothesis. Organizational slack positively affects innovation investment. In contrast to the theoretical discussion, existing empirical studies of the relationship between slack and innovation tell a different story, which is discussed in detail in the following section.



3. Previous studies Singh (1986) provides evidence in support of the theoretical prediction of the positive relationship between slack and risk taking, while Chen and Huang (2010), Franquesa and Brandyberry (2009), and Greve (2003) yield insigniﬁcant and/or mixed results. However, most empirical works of slack and innovation provide support for an inverse U-shaped relationship between slack and innovation. The previous studies are summarized by Table 1. The inverse U-shaped relationship between slack and innovation is explained as follows (see Nohria & Gulati, 1996). Slack fosters greater experimentation but simultaneously diminishes discipline over innovative projects. Managers with sufﬁcient slack resources tend to be less stringent and this lax discipline increases “the risk that projects will be abandoned simply because some ran out of energy, got bored, or ran into a tough problem” (Nohria & Gulati, 1996, p.1249). Thus, if too much slack is detrimental to innovation and this negative impact begins to outweigh the positive at higher levels of slack, the inverse U-shaped relationship between slack and innovation can be observed. The empirical studies by Geiger and Cashen (2002), Herold et al. (2006), Kim et al. (2008), and Nohria and Gulati (1996) conﬁrm the inverse U-shaped relationship between slack and innovation. The studies report the negative sign of the quadratic term of slack and present it as evidence of the inverse U-shaped relationship. However, we believe that the empirical results of the existing studies cannot be interpreted as supporting the inverse U-shaped relationship since the results do not necessarily guarantee an inverse U-shaped relationship. “To do so would require the demonstration of an inﬂection point beyond which the curve becomes downward sloping, as opposed to just asymptotic, and a demonstration that this point is not just a statistical abstraction, but that it is within the range of acceptable or realistic values of the independent variable” (Herold et al., 2006, p.384). Among the four studies that argue for the inverse U-shaped relationship, Nohria and Gulati (1996) and Herold et al. (2006) explicitly consider the requirement of the inverse U relationship. Nohria and Gulati (1996, p.1259) show that the inﬂexion point “occurs at a slack score ranging from 32 to 34 (on a scale of 0 to 60),” which implies that the evidence meets the requirement. However, Herold et al. (2006, p.384) ﬁnd that the inﬂexion point for the quick ratio representing the measure of slack is “4.57 for the 1994 data and 4.14 for the 1998 data. Only two ﬁrms out of 212 and four ﬁrms out of 242 in the 1994 and 1998 data, respectively, had quick ratios greater than these values.” This indicates that the inﬂexion point is beyond the acceptable range. Thus, among the two studies that determine whether the requirement is met or not, only one study can pass the requirement of the inverse U-shaped relationship. The other study supports a positive relationship between slack and innovation rather than the inverse U relationship since the curve is upward sloping within the acceptable range. The two other studies (Geiger & Cashen, 2002; Kim et al., 2008) do not examine the requirement. We determine whether the requirement is satisﬁed or not for the studies by plotting the relationship between slack and innovation using the estimates reported by the two studies, which are shown in Figs. 1 and 2, respectively. The horizontal axis represents the level of slack and the vertical axis represents the level of innovation. In Figs. 1 and 2, the left column shows the relationship
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Table 1 Previous empirical studies of slack and innovation. Literature



Sample



Variables



Findings



Chen and Huang (2010)



305 Taiwan IT ﬁrms



0 0



Franquesa and Brandyberry (2009)



2307 US small ﬁrms



Geiger and Cashen (2002)



250 Fortune ﬁrms



Greve (2003)



Japanese shipbuilding ﬁrms



Herold, Jayaraman, and Narayanaswamy (2006)



350 US ﬁrms



Kim et al. (2008)



253 Korean ﬁrms



Nohria and Gulati (1996)



National subsidiaries of two MNCs (Europe and Japan) 64 US and Canadian ﬁrms



(Repair + inventory + …)/3 (absorbed) (Depreciation + reserve + …)/5 (unabsorbed) Patents/R&D expense (innovation) Working capital/assets (available) Credit score (potential) e-Commerce adoption (innovation)a Computerized core (innovation)b Quick ratio (available) SGA/sales (recoverable) Debt/equity (potential) R&D expense/sales (innovation) SGA/sales (absorbed) Quick assets/liabilities (unabsorbed) Debt/equity (potential) R&D expense/sales (innovation) Quick ratio (available) Citation Impact Index (innovation) Quick assets/liabilities (unabsorbed) SGA/sales (absorbed) Liabilities/equity (potential) R&D expense/sales (innovation) Questionnaire measure of slack Questionnaire measure of innovation SGA/sales (absorbed) Working capital/sales (absorbed) Quick ratio (unabsorbed) Questionnaire measure of risk taking



Singh (1986)



0a; −b −a; +b



∩ ∩ + + 0 0 ∩ ∩ ∩ ∩ ∩ + + 0



Notes: The table shows previous empirical studies of organizational slack and innovation activities. MNCs refer to multinational corporations. SGA refers to selling, general, and administrative expenses. +, −, 0, ∪ and ∩ refer to a positive, negative, insigniﬁcant, U-shaped, and inverse U-shaped relationship between variables, respectively. Available slack (available) refers to readily available slack resources, recoverable slack (recoverable) to slack resources that take some effort and time to change, and potential slack (potential) to slack resources available from the external environment (Bourgeois & Singh, 1983). Absorbed slack (absorbed) refers to excess costs, while unabsorbed slack (unabsorbed) is excess, uncommitted liquid resources (Singh, 1986).



within the acceptable range. Since both studies do not report the range of slack variables, we use the sample size, the mean, and the standard deviation reported by the studies and calculate the 97.5% interval assuming normal distribution to set the acceptable range. The right column presents the relationship between slack and innovation in the extended range of slack. We use the interval of −5 to 5 as the extended but unrealistic range of slack. In Fig. 1, the ﬁrst row represents the relationship between available slack and R&D intensity and the second row shows the relationship between recoverable slack and R&D intensity. In Fig. 2, we show the



relationship between unabsorbed slack and innovation only, since, for the absorbed slack and the potential slack, the quadratic terms are not statistically signiﬁcant at 5% in Kim et al. (2008). In Figs. 1 and 2, we ﬁnd that the coefﬁcient estimates of the regressions do not conﬁrm the inverse U-shaped relationship since the inverse U curve does not exist within the acceptable range, shown in the left column. In Fig. 1, the negative and the positive relationship are observed, and in Fig. 2, the positive relationship is observed. We observe the inverse U-shaped relationship only in the extended range, shown in the right column, which hardly occurs in real world.



Fig. 1. The relationship between slack and innovation in Geiger and Cashen (2002).
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Fig. 2. The relationship between slack and innovation in Kim et al. (2008).



Accordingly, the two studies (Geiger & Cashen, 2002; Kim et al., 2008) do not support the inverse U-shaped relationship between slack and innovation. Among the four studies that argue for the inverse U-shaped relationship, only one provides evidence for the inverse U-shaped relationship, and the others indeed report mixed results.



4. Research design In this study, we examine the effect of organizational slack on innovation by using ﬁrm-level panel data. This section presents the econometric methodology and the data set used in the empirical analysis.



The dynamic sales accelerator model is represented by the following regression equation: rdai;t ¼ β1 rdai;t−1 þ β2 nsgi;t−1 þ ϵi;t ;



ð1Þ



where the subscript i refers to the ﬁrm, t to time period, ϵ to the error term, and R&D spendingi;t ; total assetsi;t nsai;t −nsai;t−1 ; nsgi;t ¼ nsai;t−1 net salesi;t nsai;t ¼ : total assetsi;t



rdai;t ¼



4.1. A dynamic sales accelerator model The standard approach in the empirical studies of determinants of investment decisions is to employ a Tobin's Q model of investment in which the proﬁtability of the ﬁrm is reﬂected by the ﬁrm's market valuation (Gilchrist & Himmelberg, 1995, p.543). There is a methodological problem, however, in using Q as a control variable for investment opportunity. In the Q model, the underlying investment proﬁtability is supposed to be proxied by the value of marginal Q. Since marginal Q is not observable, average Q is used instead. The problem is that average Q is hardly a precise measure of marginal Q (for a review, see Schiantarelli, 1996). Furthermore, it is questionable whether Q is applicable to R&D investment since Q is the ratio between the stock market value and the replacement value of the physical assets. In order to avoid the problem of the Q model, we use a dynamic version of a sales accelerator model, in which changes in demand condition faced by the ﬁrm represented by ﬂuctuations in sales are expected to cause changes in investment decisions (for more discussion, see Eisner, 1960; Fazzari & Athey, 1987). We include the sales growth instead of Tobin's Q as a proxy for the expected investment opportunities. As a robustness check, we repeat the analysis using the variable of Tobin's Q measured by market value of common equity plus book value of long-term debt divided by book value of total assets, and ﬁnd that the empirical results are not different between the Q model and the sales accelerator model. The results of the Q model are not reported for simplicity. The dynamic model of this study uses the t − 1 lagged variable of the R&D investment ratio as an independent variable since adjustment costs are very high in R&D investments, which has been conﬁrmed by previous studies (Bond & Meghir, 1994; Fazzari, Hubbard, & Petersen, 1988). R&D budgets are likely to be “set by standard rules of thumb based upon historical precedence” (Hansen & Hill, 1991, p.4) and thus R&D investment in the previous year is likely an important determinant of current R&D investment. In addition, in contrast to the dynamic model, a static OLS method is unlikely to provide consistent estimates since proﬁtability may be related to the extent of ﬁrm-speciﬁc opportunities (Harhoff, 1998, pp.431-432).



One of the classical assumptions of OLS regression estimation is that the explanatory variables should be orthogonal to the residual error term. This assumption is not satisﬁed if the explanatory variables are endogenous as in a standard dynamic model. In such cases OLS estimates tend to be biased and inconsistent. Thus, we estimate Eq. (1) by the “difference GMM” method developed by Arellano and Bond (1991) to obtain consistent and efﬁcient estimates. We use t − 2 and t − 3 lagged values of the R&D investment variable as GMM instruments since very remote lags might not be informative instruments in practice (Bond & Meghir, 1994). The Sargan test and the test for second-order autocorrelation of the residuals are conducted to evaluate the speciﬁcation of the model and the validity of the instruments. 4.2. Variable selection There exist various forms of organizational slack in the literature (for example, see Bourgeois, 1981; Bourgeois & Singh, 1983; Sharfman, Wolf, Chase, & Tansik, 1988; Singh, 1986). Bourgeois and Singh (1983) divide organizational slack into three categories in terms of the ease or quickness with which the slack can be recovered: available slack, recoverable slack, and potential slack. Available slack refers to readily available slack resources, recoverable slack to slack resources that take some effort and time to change, and potential slack to slack resources available from the external environment. Among these three kinds of slack, we focus on the two extreme forms of organizational slack: available slack and potential slack. Including recoverable slack in the study would make the study more meaningful and robust, but it could not be included due to data limitations, which may raise the problem of omitted variable bias. However, ﬁnancial slack, as a latent variable in a reﬂective model, can be posited as the common cause of the slack variables. In this case, the slack variables have high inter-correlations and manipulation of a slack variable does not affect the latent variable of ﬁnancial slack (see Edwards & Bagozzi, 2000, for details of a reﬂective model). In this sense, excluding recoverable slack would not be a major concern.
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We employ two slack variables: the quick ratio (qcki,t) as a proxy for available slack and the ratio of debt to assets (dtai,t) as a proxy for potential slack. The quick ratio represents a ﬁrm's ability to meet its short-term obligations with its most liquid assets, and thus it measures the slack resources that give managers the most ﬂexibility. Available slack is often measured by the current ratio calculated as the ratio of current assets to current liabilities of the ﬁrm (Daniel et al., 2004). The quick ratio is a more conservative measure than the current ratio since the former excludes inventory from the latter and since in some cases inventory might be more difﬁcult to turn into cash. The debt to assets ratio is a proxy for potential slack. A decrease in debt decreases future interest payment obligations, which can generate slack resources. In addition, the debt to assets ratio represents a disciplining effect on management. For example, debt creation “enables managers to effectively bond their promise to pay out future cash ﬂows. … In doing so, they give shareholder recipients of the debt the right to take the ﬁrm into bankruptcy court if they do not maintain their promise to make the interest and principle payments. Debt reduces the agency costs of free cash ﬂow by reducing the cash ﬂow available for spending at the discretion of managers” (Jensen, 1986, p.324). Thus, debt decreases slack resources as well as the disciplining effect, which can reduce innovative activities. Note that the debt to assets ratio represents the negative value of potential slack, and thus, as the debt to assets ratio decreases, potential slack increases. It is useful to differentiate between available slack and potential slack in investigating the effect of organizational slack on innovation since the effect of slack resources on ﬁrm behavior depends on the nature of the slack resources (see Daniel et al., 2004, for a meta-analysis). Different types of slack affect organizational decisions differently. In order to investigate the inﬂuence of slack on R&D spending, we add the slack variables to the dynamic sales accelerator investment model: m X rdai;t ¼ β1 rdai;t−1 þ β2 nsgi;t−1 þ β3;k qcki;t−k ð2Þ m X þ β4;k dtai;t−k þ ϵi;t ;



k¼1



k¼1
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not need to exercise monitoring over the ﬁrms (Cho, 1989; Heo, 2001). Absent the disciplining effect of debt on management, debt is just an easy way to ﬁnance risky investment. Therefore, in the Korean corporate governance setting, an increase in debt can lead to an increase in R&D investment if the positive effect of potential slack on innovation is not sufﬁciently strong. 4.3. Nonlinear regression models As discussed, Nohria and Gulati (1996) argue for the inverse U-shaped relationship between slack and innovation by proposing a reconciliation of the perspectives for and against the innovation-enhancing beneﬁts of slack. Thus, we examine whether the nonlinear relationship between slack and innovation emerges in our regressions by using a quadratic regression model and a piecewise regression model. First, the quadratic regression equation used in the empirical analysis is as follows: rdai;t ¼ β1 rdai;t−1 þ β2 nsgi;t−1 þ β3 qcki;t−1 þ β4 dtai;t−1 2



2



þβ3a qcki;t−1 þ β4a dtai;t−1 þ ϵi;t



ð3Þ



where β3 and β4 imply the overall linear trend in the relationship between slack and innovation across the data. β3a and β4a indicate the direction of curvature. For example, if β3a is positive, the relationship between the quick ratio and R&D investment is concave upward. If β3a is negative, the relationship is concave downward. The inverse U-shaped relationship can be conﬁrmed when β3a or β4a is negative and statistically signiﬁcant, and the condition for the inﬂexion point is met. Second, a piecewise linear equation is estimated by using a speciﬁcation that is piecewise linear in the levels of slack. A piecewise regression detects a linear relationship that has different slopes for certain ranges of an explanatory variable. It has the restriction that the regression line estimated be continuous, with a structural break. That is, the curve consists of two or more straight line segments. In this study, the sample is broken at the median values of slack variables. The piecewise regression equation used in the analysis is as follows:



where current assetsi;t −inventoriesi;t ; current liabilitiesi;t total debti;t dtai;t ¼ : total assetsi;t



rdai;t ¼ β1 rdai;t−1 þ β2 nsgi;t−1 þ β3 qcki;t−1 þ β4 dtai;t−1



qcki;t ¼



In the empirical work, we use the cases of m = 1 (t − 1 terms only) and m = 2 (t − 1 and t − 2 terms). In addition to the slack variables, we include ﬁrm size and age variables as control variables, which are explained later. There is a concern that needs to be addressed. The debt ratio measures the degree of potential slack as well as the disciplining effect, and R&D investment is expected to increase as potential slack increases (or the debt ratio decreases). However, the effect of the debt ratio on innovation can be moderated by the institutional setting of Korea (Lee, 2012, pp.130-131). Korea has experienced rapid development during the last several decades, which resulted in particular characteristics of the corporate governance system. During the early 1960s, given the lack of industry infrastructure, the newly established Korean government had to mobilize and allocate scarce ﬁnancial resources. Thus, the government controlled major banks, and directed policy loans to strategically targeted sectors that could realize economies of scale, but involved substantial risks. The government provided implicit guarantees on bank lending and large ﬁrms beneﬁted from the loans. The implicit government risk-sharing encouraged ﬁrms to rely on bank borrowings more than equity ﬁnancing, but Korean banks did



Nm



Nm



þβ3a qcki;t−1 þ β4a dtai;t−1 þ ϵi;t ;



ð4Þ



where m represents the median values, and    0 qcki;t b m Nm qcki;t ¼ qcki;t −m D D ¼ 1 qcki;t ≥m    0 dtai;t b m Nm dtai;t ¼ dtai;t −m D D ¼ 1 dtai;t ≥m Indeed, the piecewise regression model Eq. (4) is the two models in one, since it can be rewritten as  rdai;t ¼ rdai;t ¼







⋯ þ β3 qcki;t−1 þ ⋯ ⋯ þ ðβ3 þ β3a Þqcki;t−1 þ ⋯ ⋯ þ β4 dtai;t−1 þ ⋯ ⋯ þ ðβ4 þ β4a Þdtai;t−1 þ ⋯



qcki;t−1 b m qcki;t−1 ≥m dtai;t−1 b m dtai;t−1 ≥m



where the slope changes from β3 (or β4) to β3 + β3a (or β4 + β4a) if the coefﬁcients are signiﬁcant. The piecewise regression model can capture a nonlinear relationship between slack and innovation. For example, if the inverse U-shaped relationship exists in the case of available slack, we will observe that β3 is positive and statistically signiﬁcant and β3 + β3a is negative and signiﬁcant.
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4.4. Split-sample method The current empirical study is based on the theoretical argument that slack resources are regarded as determinants of R&D investment due to the problem of risk taking, asymmetric information, and agency relationship. However, slack variables such as the quick ratio and the debt ratio can indicate future proﬁtability of investment, and thus, slack resources affect R&D investment decisions not only because they can provide funds for the adoption of innovation but also because they signals future proﬁtability. In other words, if we observe a positive relationship between slack and innovation, the evidence might be obtained due to the future proﬁtability effect of slack, not for the reasons the theories predict. Indeed, a standard criticism of such studies is that liquidity variables representing slack resources can proxy for the expected proﬁtability of investment, which can produce a positive relationship between slack and investment decisions. High liquidity shows that the ﬁrm has performed well and is likely to continue doing well. Accordingly, “more liquid ﬁrms have better investment opportunities; it is not surprising that they tend to invest more” (Hoshi, Kashyap, & Scharfstein, 1991, p.35). If this is the case, the coefﬁcients on slack variables in regressions are endogenous in the empirical model and thus would be unreliable. One solution to this problem of endogenous slack should be controlling for the proﬁtability of investment when determining the effects of slack resources on investment. We control for the expected proﬁtability of investment by using the information contained in the sales growth rate. As a robust method, we use the split-sample approach of the kind suggested by Fazzari et al. (1988). The basic strategy of the splitsample method is to divide ﬁrms into groups by ﬁrm characteristics, and perform the regressions to examine the effect of slack resources on investment decisions in each of the groups. If the effects of slack on investment are signiﬁcantly different between groups, the observed difference should indicate the pure effect of slack on investment. Another beneﬁt of this approach is that even though individual estimates of the slack coefﬁcients may be biased, the estimated difference in the coefﬁcients between groups will be an unbiased estimate of the true difference since the bias is to be the same for the two groups (Hoshi et al., 1991, p.36). We use the split-sample method by dividing the sample ﬁrms into two groups i) based on ﬁrm size, ii) based on ﬁrm maturity, iii) based on ownership concentration, and iv) based on business group afﬁliation. First, we separate ﬁrms into two groups–large ﬁrms and small ﬁrms–according to ﬁrm size as measured by the natural logarithm of total assets (lna). We calculate each ﬁrm's median size over the ten-year period, rank the ﬁrms according to these values, and divide the ﬁrms into two equal size groups, those with ﬁrm size above the median and those below the median. One of the Schumpeterian hypotheses is that innovative activity is promoted by large ﬁrms, which has been investigated widely (Cohen & Klepper, 1996). Gibrat's law (Gibrat, 1931) is also relevant. Whereas Gibrat's law states that growth rates of ﬁrms are independent of size, many empirical studies identify a negative relationship between ﬁrm size and growth rate (Sutton, 1997). Since R&D investment is an important prediction factor of ﬁrm growth (Hall, 1987), we can expect a signiﬁcant relationship between ﬁrm size and innovation. We consider the possibility that slack has a different effect on ﬁrm decisions based on the different degrees of managerial discretion in a ﬁrm. Although large ﬁrm size may promote innovation through economies of scale and access to external funds, it can inhibit innovation through bureaucratic inﬂexibility. Given that managers would be more active in using slack resources to invest in innovation when they have more discretion, the more discretion managers are given, the more signiﬁcant slack would be. Firm size can be a proxy for the degree of managerial discretion since the degree of managerial discretion in the ﬁrm will fall with increasing ﬁrm size (Mayers & Smith, 1994, p.643). Thus, we expect that the effect of slack on innovation is stronger in



small ﬁrms than in large ﬁrms. Hao and Jaffe (1993) ﬁnd that the effect of liquidity on R&D is large and signiﬁcant in small ﬁrms, but the effect does not exist for large ﬁrms. The second approach is to differentiate ﬁrms into two groups–old ﬁrms and young ﬁrms–based on ﬁrm maturity stage measured by ﬁrm age (age). The ﬁrms in the sample are sorted out according to ﬁrm age and divided into two equal size groups, that is, old ﬁrms with age above the median age and young ﬁrms with age less than the median. The literature discusses two opposing effects of ﬁrm maturity on innovation: learning-by-doing vs. organizational inertia (Balasubramanian & Lee, 2008). Learning-by-doing effects can allow ﬁrms to improve their innovative abilities and can make it easy to increase investment in innovation over time. In contrast, organizational inertia limits ﬁrms' ability to make changes in the face of environmental changes. The question of which one dominates may not be answered a priori and needs to be settled by empirical research. Basically, ﬁrm maturity is similar to ﬁrm size. Old ﬁrms are likely to be bureaucratic and to impose controls on managerial access to slack resources. In addition, in contrast to young ﬁrms, mature ﬁrms often have sufﬁcient funds in excess of demand for investment or have easy access to external funds, and thus they could be less sensitive to ﬁnancial slack resources when making investment decisions. Thus, we expect that the effect of slack on innovation is more signiﬁcant in young ﬁrms than in old ﬁrms. A recent study by Brown, Fazzari, and Petersen (2009) explores whether the 1990s R&D boom and subsequent decline in the U.S. can be explained by supply shifts in ﬁnance and shows that the coefﬁcient estimates for the ﬁnancial variables are insigniﬁcant for mature ﬁrms but signiﬁcant statistically and economically for young ﬁrms. Third, sample ﬁrms are divided into two groups–concentrated ﬁrms and dispersed ﬁrms–by equity ownership concentration. The former type has high levels of ownership concentration (more than the median value) and the latter has low levels (less than the media). We use the ratio of shares of controlling shareholders to total shares (con) as a proxy for ownership concentration. Ownership concentration is known to affect investment decisions in the corporate governance literature since the monitoring of management can be effective under concentrated ownership. As the ownership stake of large shareholders increases, they have greater incentives and ability to effectively monitor management to align managers' interests with those of the shareholders than do dispersed shareholders (Shleifer & Vishny, 1986). Due to the uncertainty of R&D projects and the time delay between R&D spending and corresponding output, whether the effect of concentrated ownership on R&D investment is positive or negative depends on the large shareholders' risk attitude and time horizon. Typical large shareholders are known to be risk-averse and conservative in business affairs as they hold a large fraction of the shares in the ﬁrm, which negatively affects investment in innovation. Large shareholders are usually long-term oriented since their earnings depend on the long-term survival of the ﬁrm, which positively affects investment in innovation. Therefore, ownership concentration has two contrasting effects on R&D investment: the negative effect of the risk averseness and the positive effect of the long-term horizon. Since it is not theoretically obvious which effect is dominant, it would require an empirical analysis. It is hard to predict whether the positive effect of slack on innovation is more stronger in concentrated ownership or in dispersed ownership. The concentrated ownership may limit managerial discretion over innovation investment if managerial initiative is repressed by tight monitoring (Burkart, Gromb, & Panunzi, 1997). Managers are likely to show more initiative if they are given some discretion and authority (Aghion & Tirole, 1997). Too much monitoring of management reduces managers' initiative to promote innovative experimentation and risk taking, and lowers the positive effect of slack on innovation. If this is the case, the impact of slack resources on R&D decisions is more important in dispersed ﬁrms. However, since large shareholders are usually long-term oriented, they would prefer investments in long-term and
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ﬁrm-speciﬁc projects. If concentrated ownership provides the environment for managers to invest in innovation, we would expect that the effect of slack on R&D investment is more pronounced in concentrated ﬁrms. The fourth and ﬁnal classiﬁcation of ﬁrms is based on the afﬁliation of business groups. We partition the sample ﬁrms into two groups– 115 chaebol ﬁrms and 309 non-chaebol ﬁrms–based on whether the ﬁrm belongs to a chaebol group, the Korean conglomerate group. We examine the Korea Fair Trade Commission annual reports to determine whether or not a ﬁrm is a chaebol-afﬁliated member. There exists evidence that ﬁrms beneﬁt from belonging to a business group when making investment decisions since the business groups' internal capital market can provide a ﬁnancial cushion to absorb ﬂuctuations in available funds. Hoshi et al. (1991) use keiretsu, the industrial group in Japan, as a sorting device and ﬁnd that the effect of internal funds on investment is more important in non-keiretsu ﬁrms than in keiretsu ﬁrms. The similar result is obtained by Chirinko and Schaller (1995) using a sample of Canadian ﬁrms. In Korea, founders and their families in chaebol groups usually gain control over their afﬁliated companies through interlocking ownership among subsidiaries, called pyramidal shareholding, and make capital budgeting decisions relatively independent of the availability of funds for the investment. Chaebol afﬁliated ﬁrms use internal capital markets to invest in strategically targeted projects by shifting necessary funds within the group. Shin and Park (1999) show the insigniﬁcant investment-cash ﬂow sensitivity for chaebol ﬁrms and the signiﬁcant sensitivity for non-chaebol ﬁrms. Thus, the positive relationship between slack and investment would be expected to be more important in non-chaebol ﬁrms than in chaebol ﬁrms. 4.5. Sample For the empirical analysis, we use a panel data set of 424 Korean manufacturing ﬁrms listed on the Korea Stock Exchange (KSE) for the time period 1999–2008. The data were obtained from the database of the Korea Listed Companies Association (KLCA), which offers ﬁrmlevel information based on annual reports, quarterly reports, and audit reports of Korean companies. The database includes 691 companies listed on the Korea Stock Exchange as of 2008. If ﬁrms have a large amount of missing data on the variables required for the empirical test, for example, if ﬁrms newly entered or exited the data in the middle of the period, the ﬁrms are eliminated from the sample. As a result, the sample consists of 424 ﬁrms and the total number of observations is 4240. Although details are not reported here, the excluded ﬁrms were not statistically different from the included ﬁrms on the variables. Summary statistics and the correlation matrix for the sample are presented in Table 2. There seems to be a multicollinearity problem between the independent variables from the correlation matrix since the quick ratio (qck) has a strong positive correlation with the debt ratio (dta), and the size variable (lna) shows a strong negative correlation with the slack variables. Thus, multicollinearity is checked by using the collinearity diagnostics, the variance inﬂation factor (VIF),
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Table 3 Median values in each subsample.



Size Maturity Ownership Business group



Large ﬁrms Small ﬁrms Old ﬁrms Young ﬁrms Concentrated ﬁrms Dispersed ﬁrms Chaebol ﬁrms Non-chaebol ﬁrms



rda



qck



dta



0.0408 0.0839 0.0508 0.0708 0.0469 0.0816 0.0506 0.0644



1.2161 1.5432 1.3296 1.3767 1.3401 1.3709 1.0834 1.4691



0.4717 0.5406 0.5161 0.5029 0.5265 0.4904 0.4465 0.5292



Notes: The table shows the median values of the selected variables in each subsample.



which identiﬁes how much the variance of the coefﬁcient estimate is inﬂated by multicollinearity. Since the VIF values are around 1.1 through 1.2, multicollinearity does not appear to present a severe estimation problem. In addition, we perform regressions with different combinations of independent variables using the same data to detect the possible multicollinearity problem, which is discussed below. We examine subsamples as well. Table 3 shows the median values of the R&D variable and the slack variables in each subsample discussed in the section of the split-sample method. According to Table 3, large ﬁrms'rda is 0.0408, while small ﬁrms'rda is 0.0839. That is, small ﬁrms invest in R&D activity more than large ﬁrms, which seems to contradict the Schumpeterian hypothesis that large ﬁrms have greater incentives for innovation. It may be due to the bureaucratic inﬂexibility of large ﬁrms. Managers in small ﬁrms may be able to be more active in risky and long-term investment decisions such as R&D projects. This view is also consistent with the case of old vs. young ﬁrms. The level of R&D investment in young ﬁrms (i.e., 0.0708) is higher than that in old ﬁrms (i.e., 0.0508). These comparisons based on ﬁrm size and maturity provide a justiﬁcation for using the control variables of size and maturity and for using the sample split by size and age. Table 3 shows that the level of rda is 0.0469 for concentrated ownership, which is much lower than 0.0816 for dispersed ownership. That is, ﬁrms with dispersed ownership invest a lot more in R&D projects than do ﬁrms with concentrated ownership. Managers' initiative to stimulate innovative activity might be repressed by excessive and close monitoring of management performed by large shareholders. The level of R&D investment is higher in non-chaebol ﬁrms (0.0644) than in chaebol ﬁrms (0.0506), but the difference is not that large. We could not derive any implication from the cases in the business group. Note that these comparisons of subsamples are not a meaningful statistical test, just a preliminary step. Thus, no immediate conclusion should be drawn about the difference between subsamples. In Table 3, the quick ratio is generally higher in small, young, dispersed, and non-chaebol ﬁrms (qck ¼ 1:5432; 1:3767; 1:3709; and 1:4691, respectively) than in large, old, concentrated, and chaebol ﬁrms ( qck ¼ 1:2161; 1:3296; 1:3401; and 1:0834 , respectively). Especially, the quick ratios are quite high in small ﬁrms and non-chaebol



Table 2 Summary statistics and correlation matrix.



rda nsa qck dta lna age con



Median



Mean



s.d.



rda



0.0611 0.0089 1.3556 0.5108 12.2130 34.0000 0.3438



0.1426 0.0096 1.8378 0.5086 12.5040 34.7800 0.3544



0.3029 0.0048 2.3443 0.2045 1.4957 15.0654 0.1945



1.00 0.04⁎⁎ 0.04⁎⁎ 0.04⁎⁎ −0.07⁎⁎⁎ −0.02 −0.02



nsa



qck



dta



lna



age



con



1.00 −0.15⁎⁎⁎ −0.15⁎⁎⁎ −0.07⁎⁎⁎ 0.00 0.04⁎



1.00 0.39⁎⁎⁎ −0.11⁎⁎⁎ 0.03⁎ 0.06⁎⁎⁎



1.00 −0.11⁎⁎⁎ 0.05⁎⁎⁎ 0.20⁎⁎⁎



1.00 −0.02 0.02



1.00 0.06⁎⁎⁎



1.00



Notes: The table shows the summary statistics and the correlation matrix for the variables used in the study. s.d. refers to standard deviation. Figures in the correlation matrix are correlation coefﬁcient estimates. ***, **, and *, respectively, indicate signiﬁcance levels at 0.1%, 1%, and 5% levels.
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ﬁrms. It might reﬂect a greater need for such ﬁrms to maintain liquid assets. Finally, we observe that there does not seem to be a signiﬁcant difference between the types of ﬁrms in terms of the debt ratio. 5. Empirical ﬁndings This section reports and discusses the empirical ﬁndings. In all regressions, we report the results of the Sargan test and the autocorrelation test, for which the null hypothesis is that the instruments are appropriate and the speciﬁcation of the model is valid (Hansen, 1982; Sargan, 1958). Neither the Sargan test nor the autocorrelation test for the second order rejects the null hypothesis at the signiﬁcance level of 0.05 for all the regressions. Thus, there seems to be no problem with the instruments and the model speciﬁcation.



It is noteworthy that including control variables leads to a decrease in the signiﬁcance of the debt ratio variable. The coefﬁcients of the debt ratio are no longer signiﬁcant in the regression results, though the signs of the coefﬁcients for the debt ratio are still negative. The lack of statistical signiﬁcance of the debt ratio variable when adding control variables seems to be due to multicollinearity among slack and control variables. The correlation coefﬁcient estimate between the debt ratio and the total assets variables is large (i.e., −0.11) and statistically signiﬁcant at 0.1%. Furthermore, deletion of the ﬁrm size variable restores the signiﬁcance of the debt ratio back to α b 0.05, which is not reported for brevity. In the remaining empirical analyses, we choose to report and discuss the results obtained by running regressions without control variables.



5.1. Basic results



5.2. Extended results



The regression results using the basic model of Eq. (2) (m = 1 and m = 2) are presented in Table 4. Each of m = 1 and m = 2 regressions has the three columns that represent the regression including qck only, dta only, and both, respectively. Since any signiﬁcant differences among the models are not observed, the regression results seem to be robust to the speciﬁcations used. The results show that the lagged R&D investment variable is highly signiﬁcant and positively related to the current R&D investment. In Table 4, while we cannot ﬁnd signiﬁcant coefﬁcient estimates for the quick ratio, the coefﬁcients on the lagged debt ratio at t − 1 are signiﬁcant and negative, though the estimates of the lagged debt ratio at t − 2 are not signiﬁcant. This suggests that potential slack might have a positive impact on R&D decisions, but available slack does not affect R&D investment. Considering that signiﬁcant estimates of available slack are not observed and the signiﬁcance of the potential slack variable is not so high, we cannot interpret the results as strongly supporting the theoretical prediction discussed in Section 2 that organizational slack stimulates investment in innovation. Table 5 shows the results of the regressions including the control variables such as ﬁrm size and ﬁrm age. Similarly to the results without the control variables, the regressions with control variables conﬁrm the highly signiﬁcant and positive effects of a lagged R&D investment. The ﬁrm size variable has highly signiﬁcant and positive coefﬁcient estimates, which seems to be consistent with the Schumpeterian hypothesis that innovation is promoted by large ﬁrms (Schumpeter, 1942). However, the median value of R&D investment is higher in small ﬁrms than that in large ﬁrms. Thus, we propose that small ﬁrms tend to invest in R&D more than large ﬁrms in a cross-section, but, as a ﬁrm grows, it invests more in innovation, which is captured in the panel data.



Here the results of the nonlinear regressions and the split-sample regressions are discussed, which can also give robustness to this study. We do not report the regression results when m = 2 in Eq. (2) for brevity. As discussed, the linear regressions do not give strong evidence to the hypothesis that organizational slack facilitates innovation. This might be due to the nonlinear relationship between slack and innovation. We examine the nonlinear relationship through quadratic regression and piecewise regression. The nonlinear regression results of Eqs. (3) and (4) are reported in Table 6. The quadratic regression does not provide statistically signiﬁcant results. Since the previous empirical results do not point to a clear inverse U-shaped relationship as discussed in Section 3, our result is not inconsistent with the previous evidence. The piecewise regression does not show a signiﬁcant result either. For potential slack, although the coefﬁcient estimates for dtam t−1 are signiﬁcant, the coefﬁcient estimates for dtat − 1 are not signiﬁcant, which implies that the nonlinear relationship cannot be conﬁrmed. However, if we ignore the insigniﬁcance of dtat − 1, the slope estimate is 0.08 for high levels of debt. The negative effect of potential slack (i.e., the positive slope of the debt ratio) observed at higher levels of debt is understandable if we consider the unique role of debt in Korean corporate governance. When debt in a ﬁrm is sufﬁciently large, the ﬁrm uses more debt to ﬁnance R&D projects given that the disciplining effect of debt does not function well in Korea (Cho, 1989; Heo, 2001). The results of split-sample regressions are shown in Table 7. Since the results indicate no signiﬁcant estimates for the quick ratio, we discuss the results for the debt ratio only. First, the contrast between large ﬁrms and small ﬁrms is clearly shown in the results. The coefﬁcient estimates of the debt ratio are insigniﬁcant for large ﬁrms and



Table 4 Regression results. m=1 rdat − 1 nsgt − 1 qckt − 1



0.4629⁎⁎ (2.8843) 0.0001 (1.5028) −0.0004 (−0.2638)



m=1 0.4633⁎⁎ (2.8943) 0.0001 (1.4643)



0.4631⁎⁎ (2.8916) 0.0001 (1.4758) 0.0004 (0.3185)



qckt − 2 −0.0334⁎ (−2.0882)



dtat − 1



−0.0346⁎ (−2.1310)



0.5013⁎⁎⁎ (4.6880) 0.0003 (1.2639) 0.0000 (0.0002) 0.0007 (0.3480)



dtat − 2 Sargan AR(2)



0.1193 0.0890



0.1152 0.0889



0.1162 0.0888



0.0822 0.1467



0.5013⁎⁎⁎ (4.7236) 0.0003 (1.2422)



−0.0301 (−1.5475) 0.0155 (0.9471) 0.0771 0.1463



0.5013⁎⁎⁎ (4.7171) 0.0003 (1.2542) 0.0006 (0.3988) −0.0001 (−0.0954) −0.0336 (−1.8050) 0.0158 (0.9951) 0.0817 0.1463



Notes: The table shows the results of the dynamic GMM regressions. Figures are regression coefﬁcient estimates, and t values are shown in parentheses below coefﬁcient estimates. ***, **, and *, respectively, indicate signiﬁcance levels at 0.1%, 1%, and 5% levels. Sargan and AR(2) refer to p values for the Sargan test and the autocorrelation test for AR(2) process, respectively.
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Table 5 Regression results with control variables. m=1 rdat − 1 nsgt − 1 qckt − 1



0.4732⁎⁎ (3.1746) 0.0001 (1.2412) 0.0000 (0.0367)



m=2 0.4733⁎⁎ (3.1791) 0.0001 (1.2221)



0.4731⁎⁎ (3.1740) 0.0001 (1.2322) 0.0006 (0.4749)



0.5026⁎⁎⁎ (4.6122) 0.0002 (1.0662) 0.0000 (0.0527) 0.0003 (0.1737)



qckt − 2 dtat − 1



−0.0243 (−1.5726)



−0.0258 (−1.7072)



0.0502⁎ (2.3886) −0.0082 (−0.9012) 0.1658 0.0898



0.0501⁎ (2.3835) −0.083 (−0.9114) 0.1675 0.0897



dtat − 2 lnat − 1 aget − 1 Sargan AR(2)



0.0522⁎ (2.5223) −0.0076 (−0.8332) 0.1719 0.0899



0.0531⁎⁎ (2.6491) −0.0464 (−1.5876) 0.0864 0.1486



0.5023⁎⁎⁎ (4.6337) 0.0002 (1.0649)



−0.0192 (−0.9399) 0.0144 (0.8868) 0.0507⁎ (2.4506) −0.0488 (−1.6085) 0.0810 0.1484



0.5024⁎⁎⁎ (4.6289) 0.0002 (1.0708) 0.0005 (0.3348) −0.0003 (−0.1981) −0.0224 (−1.1501) 0.0152 (0.9652) 0.0510⁎ (2.4875) −0.0478 (−1.6152) 0.0852 0.1483



Notes: The table shows the results of the dynamic GMM regressions. Figures are regression coefﬁcient estimates, and t values are shown in parentheses below coefﬁcient estimates. ***, **, and *, respectively, indicate signiﬁcance levels at 0.1%, 1%, and 5% levels. Sargan and AR(2) refer to p values for the Sargan test and the autocorrelation test for AR(2) process, respectively.



signiﬁcantly negative for small ﬁrms. That is, the positive impact of potential slack on innovation is found only for small ﬁrms. This result is consistent with the idea that, given that slack is more important when managerial discretion is given, the effect of slack is stronger in small ﬁrms than in larger ﬁrms since managerial discretion decreases with the increase of ﬁrm size (Mayers & Smith, 1994, p.643). The regression results based on the ﬁrm maturity classiﬁcation carry an implication similar to the “ﬁrm size” regression results. While the coefﬁcient estimates of the debt ratio for old ﬁrms are not statistically signiﬁcant, the estimates for young ﬁrms are negative and statistically signiﬁcant. This result conﬁrms the positive effect of potential slack on R&D investment for young ﬁrms. This is consistent with the idea that since mature ﬁrms are likely to have sufﬁcient funds to invest or have easy access to external funds, they are less sensitive to ﬁnancial slack when making investment decisions (Fazzari et al., 1988). Using the ownership concentration category and the business group category does not yield signiﬁcant differences between groups in terms of the effect of slack on innovation. The slack terms do not have signiﬁcant coefﬁcient estimates for both concentrated ﬁrms and dispersed ﬁrms. It might imply that, as discussed above, ownership concentration has both positive and negative effects on innovation, which yield insigniﬁcant results. For both chaebol ﬁrms and non-chaebol ﬁrms, the



slack variables do not have signiﬁcant coefﬁcient estimates. Whether a ﬁrm belongs to chaebol or not is not a useful indicator for assessing the sensitivity of investment decisions to slack resources. 6. Conclusion This study investigates the question of how organizational slack affects innovation by using a panel data set consisting of Korean ﬁrms over the 1999–2008 period. Previous studies of slack have focused on the relationship between slack and ﬁrm performance, and their hypotheses are often based on the positive impact of slack on innovative activities. While a few empirical studies conﬁrm the inverse U-shaped relationship between slack and innovation, we interpret their evidence as inconsistent with the idea of the inverse U relationship. In this study, we use dynamic GMM estimation, split-sample method, and other econometric techniques to closely examine the relationship between slack and innovation. In addition, we take the unique corporate governance of Korea into consideration. The empirical ﬁndings are: i) there is no relationship between available slack and innovation; ii) there is a positive but weak effect of potential slack on innovation; iii) there is no inverse U-shaped relationship between slack and innovation; iv) the positive effect of potential



Table 6 Nonlinear regression results (m = 1). Quadratic regression rdat − 1 nsgt − 1 qckt − 1 2



qckt−1



0.4630⁎⁎ (2.8881) 0.0001 (1.4941) −0.0019 (−0.6530) 0.0000 (0.9716)



Piecewise regression 0.4631⁎⁎ (2.8856) 0.0001 (1.4799)



0.4631⁎⁎ (2.8838) 0.0001 (1.4636) 0.0007 (0.2382) 0.0000 (0.0416)



Nm



0.4630⁎⁎ (2.8875) 0.0001 (1.5095) −0.0004 (−0.3269)



0.0000 (0.0472)



qckt−1 −0.0016 (−0.0392) −0.0420 (−0.8089)



dtat − 1 dta2t−1



−0.0226 (−1.5375)



0.0014 (0.0357) −0.0470 (−0.9131)



dtaNm t−1 Sargan AR(2)



0.4616⁎⁎ (2.8820) 0.0001 (1.4821)



0.1217 0.0891



0.1165 0.0892



0.1199 0.0891



0.1127 0.0891



0.1025⁎⁎ (2.9069) 0.0862 0.0889



0.4614⁎⁎ (2.8821) 0.0001 (1.4848) 0.0005 (0.3987)



−0.0004 (−0.7888) −0.0237 (−1.5459)



0.1065⁎⁎ (3.0321) 0.0803 0.0889



Notes: The table shows the results of the dynamic GMM regressions. Figures are regression coefﬁcient estimates, and t values are shown in parentheses below coefﬁcient estimates. ***, **, and *, respectively, indicate signiﬁcance levels at 0.1%, 1%, and 5% levels. Sargan and AR(2) refer to p values for the Sargan test and the autocorrelation test for AR(2) process, respectively.
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Table 7 Split-sample regression results (m = 1). Size



rdat − 1 nsgt − 1 qckt − 1 dtat − 1 Sargan AR(2)



Maturity



Large



Small



Old



−0.5093⁎⁎⁎ (−9.7203) 0.0006 (0.9553) 0.0007 (0.1197) 0.0282 (1.3163) 0.1672 0.1307



0.5882⁎⁎⁎ (43.1818) 0.0000 (0.8700) −0.0001 (−0.0818) −0.0411⁎



0.2903 (1.4133) 0.0000 (0.0338) −0.0003 (−0.1969) 0.0065 (0.3648) 0.7646 0.1861



(−1.9607) 0.4962 0.1594



Ownership



rdat − 1 nsgt − 1 qckt − 1 dtat − 1 Sargan AR(2)



Young 0.4599⁎⁎ (2.9139) 0.0003⁎⁎ (2.5887) 0.0006 (0.1438) −0.0719⁎ (−2.4765) 0.1263 0.0858



Business group



Concentrated



Dispersed



Chaebol



Non-chaebol



0.5725⁎⁎⁎ (49.6604) −0.0000 (−0.2968) 0.0012 (0.7794) −0.0237 (−1.0804) 0.4251 0.1530



−0.2072 (−1.0209) 0.0001 (1.5888) 0.0026 (1.3556) 0.0048 (0.2956) 0.2834 0.1114



0.2698⁎ (2.1643) 0.0000 (0.9100) −0.0002 (−0.1054) −0.0438 (−1.6593) 0.4078 0.2830



0.4773⁎⁎ (3.0396) 0.0001 (1.3428) 0.0001 (0.1014) −0.0279 (−1.8625) 0.2648 0.0902



Notes: The table shows the results of the dynamic GMM regressions. Figures are regression coefﬁcient estimates, and t values are shown in parentheses below coefﬁcient estimates. ***, **, and *, respectively, indicate signiﬁcance levels at 0.1%, 1%, and 5% levels. Sargan and AR(2) refer to p values for the Sargan test and the autocorrelation test for AR(2) process, respectively.



slack is observed for small ﬁrms only; v) the effect of potential slack is positive in young ﬁrms but insigniﬁcant in old ﬁrms; vi) there is no discernible difference in terms of the effect of slack on innovation between ownership-concentrated ﬁrms and ownership-dispersed ﬁrms, both of which show insigniﬁcant results; and vii) similarly, there is no difference between chaebol-afﬁliated ﬁrms and non chaebol-afﬁliated ﬁrms. Overall, the relationship between slack and innovation is weak in Korea. The effect of available slack on innovation is not observed. The effect of potential slack on innovation is observed, but its statistical signiﬁcance is not strong, and it is not robust to model speciﬁcation. This ﬁnding is inconsistent with the ﬁndings of studies that examine data from developed countries such as the U.S., Canada, and other European countries (Geiger & Cashen, 2002; Herold et al., 2006; Nohria & Gulati, 1996; Singh, 1986). In contrast, this study is compatible with some studies that use data from Asian countries to show insigniﬁcant relationships (Chen & Huang, 2010; Greve, 2003). According to the empirical evidence, although the overall effect of slack on innovation is not signiﬁcant, ﬁrm size and ﬁrm maturity matter in the relationship between slack and innovation. We ﬁnd that young or small ﬁrms create a favorable environment for managers to use slack resources to invest in innovation. Thus, one managerial implication from the empirical ﬁndings is that the relationship between slack and innovation predicted by theories differs depending on the distinct social and institutional settings in which ﬁrms operate and on the organizational characteristics of the ﬁrm. Some limitations of the research design and future research opportunities need to be acknowledged. First, this study deals with available slack and potential slack only, but it would be useful to examine recoverable slack. As discussed above, recoverable slack is not analyzed in this study due to limited data, which is left to future study. Second, slack in human resources is not considered as a measure of organizational slack in this study. It is relatively easier for managers to deploy the ﬁnancial resources at their disposal and thus ﬁnancial slack is a more appropriate measure when investigating the effect of organizational slack on ﬁrms' investment strategy. In addition, slack in human resources are not easy to objectively measure. However,
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