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PSAT Formal Definition



x1 , . . . , xn : atomic propositions ϕ1 , . . . , ϕk : classical propositional formulas {P(ϕi ) = pi , 1 ≤ i ≤ k}: set of probabilistic constraints (PSAT instance) W = {w1 , . . . , w2n }: possible worlds (valuations) π : W → [0, 1]: probability mass P π(ϕi )= {π(wj )|wj |= ϕi } Question: Is there a π such that π(ϕi ) = pi , 1 ≤ i ≤ k?
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When a PSAT instance is UNSAT, we want to understand the inconsistency And possibly fix it (consolidate it). Inconsistency measures can guide change in the probabilities toward consistency. Compare the inconsistency of incoherent agents (formal epistemology)
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Postulates: desirable properties should guide the choice of measurements Hunter proposes postulates for inconsistency measures in classical bases Thimm extended those postulates to probabilistic logic, buth in an inconsistent way! We want to analyse and repair (consolidade) those postulates
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Consistency Measurements and the Consistency Postulate Let K the set of bases ∆ = {P(ϕi ) = pi |1 ≤ i ≤ k} An inconsistency measurement is a function I : K → [0, ∞)
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Consistency Measurements and the Consistency Postulate Let K the set of bases ∆ = {P(ϕi ) = pi |1 ≤ i ≤ k} An inconsistency measurement is a function I : K → [0, ∞)



Postulate (Consistency (Hunter 2006)) I(∆) = 0 iff ∆ is consistent
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∆= {P(x1 ) = 0, 6, P(¬x1 ) = 0, 6} Γ= ∆ ∪ {P(⊥) = 0, 1}.
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∆= {P(x1 ) = 0, 6, P(¬x1 ) = 0, 6} Γ= ∆ ∪ {P(⊥) = 0, 1}. Idr (∆) = Idr (Γ) = 1 But Γ seems “more inconsistent”
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 Idr (∆) =



0 , if ∆ consistent 1 , otherwise



∆= {P(x1 ) = 0, 6, P(¬x1 ) = 0, 6} Γ= ∆ ∪ {P(⊥) = 0, 1}. Idr (∆) = Idr (Γ) = 1 But Γ seems “more inconsistent” ∆ has a single Minimal Inconsistent Subset, Γ has two
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Measurements Based on Minimal Inconsistent Subsets (MIS) IMIS (∆) = |MIS(∆)| = |{Ψ|Ψisa MIS in ∆}|
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Measurements Based on Minimal Inconsistent Subsets (MIS) IMIS (∆) = |MIS(∆)| = |{Ψ|Ψisa MIS in ∆}| Example: ∆= {P(x1 ) = 0.6, P(¬x1 ) = 0.6} Γ=∆∪{P(⊥) = 0.1}
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Measurements Based on Minimal Inconsistent Subsets (MIS) IMIS (∆) = |MIS(∆)| = |{Ψ|Ψisa MIS in ∆}| Example: ∆= {P(x1 ) = 0.6, P(¬x1 ) = 0.6} IMIS (∆) = 1 Γ=∆∪{P(⊥) = 0.1} IMIS (Γ) = 2 IMIS considers the number of minimal conflicts, but not their “seriousness”: IMIS (∆) = IMIS ({P(⊥) = 0, 1}) = 1.
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Measurements Based on Minimal Inconsistent Subsets (MIS) IMIS (∆) = |MIS(∆)| = |{Ψ|Ψisa MIS in ∆}| Example: ∆= {P(x1 ) = 0.6, P(¬x1 ) = 0.6} IMIS (∆) = 1 Γ=∆∪{P(⊥) = 0.1} IMIS (Γ) = 2 IMIS considers the number of minimal conflicts, but not their “seriousness”: IMIS (∆) = IMIS ({P(⊥) = 0, 1}) = 1. X 1 IMIS C (∆) = |Ψ| Ψ∈MIS(∆)



IMIS C (∆) = 1/2 Marcelo Finger LogProb Part02
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The Independence Postulate MISs are seen as “causing” inconsistencies. Formulas not in any MIS in ∆ do not take part in ∆’s inconsistency Those formulas are called free in ∆ Adding a free formula in a base should not alter its inconsistency measurement



Postulate (Independence (Thimm 2013) after (Hunter 2006)) If α is free in ∆, then I(∆) = I(∆ \ {α})
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Continuity Postulate Classical measurements are qualitative, but probability allows for quantitative measurements Rationale: small probability change should lead to small changes in the inconsistency measurement
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Continuity Postulate Classical measurements are qualitative, but probability allows for quantitative measurements Rationale: small probability change should lead to small changes in the inconsistency measurement



Postulate (Continuity (Thimm, 2013)) Given ∆ = {P(ϕi ) = pi |1 ≤ i ≤ k}, let Λ∆ : [0, 1]k → K such that Λ∆ ([q1 . . . qk ]) = {P(ϕi ) = qi |1 ≤ i ≤ k}. The function I ◦ Λ∆ : [0, 1]k → [0, ∞) is continuous for all ∆ ∈ K.
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Continuity Postulate Classical measurements are qualitative, but probability allows for quantitative measurements Rationale: small probability change should lead to small changes in the inconsistency measurement



Postulate (Continuity (Thimm, 2013)) Given ∆ = {P(ϕi ) = pi |1 ≤ i ≤ k}, let Λ∆ : [0, 1]k → K such that Λ∆ ([q1 . . . qk ]) = {P(ϕi ) = qi |1 ≤ i ≤ k}. The function I ◦ Λ∆ : [0, 1]k → [0, ∞) is continuous for all ∆ ∈ K. Classical measurements do not satisfy continuity!!! Marcelo Finger LogProb Part02
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The Incompatibility of Inconsistency Postulates Theorem (De Bona and Finger 2015) There is no inconsistency measurement that jointly satisfies the consistency, continuity and independence postulates
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The Incompatibility of Inconsistency Postulates Theorem (De Bona and Finger 2015) There is no inconsistency measurement that jointly satisfies the consistency, continuity and independence postulates Consistency and Continuity Postulates have strong appeal Intuition tells us that independence should be rejected
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The Incompatibility of Inconsistency Postulates Theorem (De Bona and Finger 2015) There is no inconsistency measurement that jointly satisfies the consistency, continuity and independence postulates Consistency and Continuity Postulates have strong appeal Intuition tells us that independence should be rejected MISs do not capture the totality of existing conflicts
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The Incompatibility of Inconsistency Postulates Theorem (De Bona and Finger 2015) There is no inconsistency measurement that jointly satisfies the consistency, continuity and independence postulates Consistency and Continuity Postulates have strong appeal Intuition tells us that independence should be rejected MISs do not capture the totality of existing conflicts Based on how probabilities are changed, a different notion of conflict may guarantee the compatibility of postulates
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Widening as weakening ∆1 = {P(x) ∈ [0.4, 0.6], P(y ) = 0.7} ∆2 = {P(x) ∈ [0.3, 0.7], P(y ) ∈ [0.6, 0.7]} ∆2 is a widening of ∆1
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Widening as weakening ∆1 = {P(x) ∈ [0.4, 0.6], P(y ) = 0.7} ∆2 = {P(x) ∈ [0.3, 0.7], P(y ) ∈ [0.6, 0.7]} ∆2 is a widening of ∆1 ∆2 is a consolidation of ∆1 iff it is a widening and ∆2 is consistent
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Widening as weakening ∆1 = {P(x) ∈ [0.4, 0.6], P(y ) = 0.7} ∆2 = {P(x) ∈ [0.3, 0.7], P(y ) ∈ [0.6, 0.7]} ∆2 is a widening of ∆1 ∆2 is a consolidation of ∆1 iff it is a widening and ∆2 is consistent Widening to [0, 1] has the effect of deleting a condition, so every base has a consolidation
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Widening as weakening ∆1 = {P(x) ∈ [0.4, 0.6], P(y ) = 0.7} ∆2 = {P(x) ∈ [0.3, 0.7], P(y ) ∈ [0.6, 0.7]} ∆2 is a widening of ∆1 ∆2 is a consolidation of ∆1 iff it is a widening and ∆2 is consistent Widening to [0, 1] has the effect of deleting a condition, so every base has a consolidation ∆2 is a dominant consolidation of ∆1 if it is a consolidation that is a minimal widening
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Widening as weakening ∆1 = {P(x) ∈ [0.4, 0.6], P(y ) = 0.7} ∆2 = {P(x) ∈ [0.3, 0.7], P(y ) ∈ [0.6, 0.7]} ∆2 is a widening of ∆1 ∆2 is a consolidation of ∆1 iff it is a widening and ∆2 is consistent Widening to [0, 1] has the effect of deleting a condition, so every base has a consolidation ∆2 is a dominant consolidation of ∆1 if it is a consolidation that is a minimal widening A probabilistic condition in ∆ is innocuous if it belongs to every dominant consolidation of ∆ Marcelo Finger LogProb Part02
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Every innocuous α in ∆ is free in ∆ Adding an innocuous formula in a base should not alter its inconsistency measurement
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The i-Independence Postulate



Every innocuous α in ∆ is free in ∆ Adding an innocuous formula in a base should not alter its inconsistency measurement



Postulate (i-Independence (De Bona and Finger 2015)) If α is innoucuous in ∆, then I(∆) = I(∆ \ {α})
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The i-Independence Postulate



Every innocuous α in ∆ is free in ∆ Adding an innocuous formula in a base should not alter its inconsistency measurement



Postulate (i-Independence (De Bona and Finger 2015)) If α is innoucuous in ∆, then I(∆) = I(∆ \ {α}) An infinite number of measurements satisfy consistency, i-independence and continuity
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Measurements as Distances



Idea: a measurement is the smallest distance between a base and one of its consolidations Distance in vectorial spaces are typically continuous For every ∆ = {P(ϕi ) = pi |1 ≤ i ≤ k}, there is q = [q1 q2 . . . qk ] s.t. {P(ϕi ) = qi |1 ≤ i ≤ k} is consistent Let ∆[q] denote ∆ with probabilities q = [q1 q2 . . . qk ] Define the inconsistency measure of ∆ = ∆[p] as the smallest distance between p and q such that ∆[q] is consistent
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Distances via `-norms Definition Let k, ` ≥ 1 ∈ Z. A distance `-norm between p = [p1 . . . pk ] and q = [q1 . . . qk ]: v u k uX ` k d (p, q) = t |p − q |` i



`



i



i=1 |∆|



I` (∆) = min{d` (p, q)|∆ = ∆[p], ∆[q] consistent}
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Distances via `-norms Definition Let k, ` ≥ 1 ∈ Z. A distance `-norm between p = [p1 . . . pk ] and q = [q1 . . . qk ]: v u k uX ` k d (p, q) = t |p − q |` i



`



i



i=1 |∆|



I` (∆) = min{d` (p, q)|∆ = ∆[p], ∆[q] consistent}



Theorem (De Bona and Finger 2015) Every inconsistency measure based on `-norm distance satisfy consistency, i-independence and continuity Marcelo Finger LogProb Part02
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Example of distances base on norms



∆A = {P(C ) = 60%, P(¬C ) = 60%}.
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Example of distances base on norms



∆A = {P(C ) = 60%, P(¬C ) = 60%}. ∆0A = {P(C ) = 50%, P(¬C ) = 50%}.
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Example of distances base on norms



∆A = {P(C ) = 60%, P(¬C ) = 60%}. ∆0A = {P(C ) = 50%, P(¬C ) = 50%}. ∆B = {P(P) = 50%, P(C ) = 90%, P(P ∧ C ) = 25%}.
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Example of distances base on norms



∆A = {P(C ) = 60%, P(¬C ) = 60%}. ∆0A = {P(C ) = 50%, P(¬C ) = 50%}. ∆B = {P(P) = 50%, P(C ) = 90%, P(P ∧ C ) = 25%}. ∆0B = {P(P) = 45%, P(C ) = 85%, P(P ∧ C ) = 30%}.
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Example of distances base on norms



∆A = {P(C ) = 60%, P(¬C ) = 60%}. ∆0A = {P(C ) = 50%, P(¬C ) = 50%}. ∆B = {P(P) = 50%, P(C ) = 90%, P(P ∧ C ) = 25%}. ∆0B = {P(P) = 45%, P(C ) = 85%, P(P ∧ C ) = 30%}. I1 (∆A ) = 0.2
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Example of distances base on norms



∆A = {P(C ) = 60%, P(¬C ) = 60%}. ∆0A = {P(C ) = 50%, P(¬C ) = 50%}. ∆B = {P(P) = 50%, P(C ) = 90%, P(P ∧ C ) = 25%}. ∆0B = {P(P) = 45%, P(C ) = 85%, P(P ∧ C ) = 30%}. I1 (∆A ) = 0.2 I1 (∆B ) = 0.15. √ √ I2 (∆A ) = 2/10 u 0.141 I2 (∆B ) = 3/20 u 0.087.
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Example of distances base on norms



∆A = {P(C ) = 60%, P(¬C ) = 60%}. ∆0A = {P(C ) = 50%, P(¬C ) = 50%}. ∆B = {P(P) = 50%, P(C ) = 90%, P(P ∧ C ) = 25%}. ∆0B = {P(P) = 45%, P(C ) = 85%, P(P ∧ C ) = 30%}. I1 (∆A ) = 0.2 I1 (∆B ) = 0.15. √ √ I2 (∆A ) = 2/10 u 0.141 I2 (∆B ) = 3/20 u 0.087. k (p, q) = lim k Define d∞ `→∞ d` (p, q) = maxi |pi − qi |.
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Example of distances base on norms



∆A = {P(C ) = 60%, P(¬C ) = 60%}. ∆0A = {P(C ) = 50%, P(¬C ) = 50%}. ∆B = {P(P) = 50%, P(C ) = 90%, P(P ∧ C ) = 25%}. ∆0B = {P(P) = 45%, P(C ) = 85%, P(P ∧ C ) = 30%}. I1 (∆A ) = 0.2 I1 (∆B ) = 0.15. √ √ I2 (∆A ) = 2/10 u 0.141 I2 (∆B ) = 3/20 u 0.087. k (p, q) = lim k Define d∞ `→∞ d` (p, q) = maxi |pi − qi |.



I∞ (∆A ) = 0.1
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Two measurements lead to linear programs



Minimize d`k (p, q), such that each P(ϕ) = q yield a linear restriction
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Two measurements lead to linear programs



Minimize d`k (p, q), such that each P(ϕ) = q yield a linear restriction Only ` = 1, ` = ∞ lead to linear programs using column generation
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Two measurements lead to linear programs



Minimize d`k (p, q), such that each P(ϕ) = q yield a linear restriction Only ` = 1, ` = ∞ lead to linear programs using column generation I1 and I∞ can be computed with greater efficiency
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Two measurements lead to linear programs



Minimize d`k (p, q), such that each P(ϕ) = q yield a linear restriction Only ` = 1, ` = ∞ lead to linear programs using column generation I1 and I∞ can be computed with greater efficiency Open problem: how to compute I2 with quadratic programming and column generation?
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Final comment on Inconsistency Measures



Inconsistency measures are related to a topic in the foundations of probability and Formal Epistemology: Dutch Books A Dutch Book is a bet which is guaranteed to yield a loss No loss is guaranteed iff laws of probabilities are obeyed Higher losses are associated with more inconsistent bases Different bets correspond to different inconsistency measures Details in [De Bona and Finger 2015]
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Logic Probabilistic Inference Problem (Probabilistic Inference) Given a PSAT instance Σ = {P(αi ) = pi } and a target formula α, ¯ for which α is find the largest interval of probabilities [p, p] consistent with Σ.
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Logic Probabilistic Inference Problem (Probabilistic Inference) Given a PSAT instance Σ = {P(αi ) = pi } and a target formula α, ¯ for which α is find the largest interval of probabilities [p, p] consistent with Σ.



Problem (Optimization version) min/max subject to



Pπ (α) Pπ (αi ) =Ppi π≥0 πi = 1



Note: max P(α) = min P(¬α)



Marcelo Finger LogProb Part02



IME-USP



Setting



Inconsistency



Inference



Modeling



Classical Inference



Inference Under Consistency Problem (Phase 1: PSAT succeeds) find such that



Marcelo Finger LogProb Part02



π Pπ (αi ) =Ppi π≥0 πi = 1



IME-USP



Setting



Inconsistency



Inference



Modeling



Classical Inference



Inference Under Consistency Problem (Phase 1: PSAT succeeds) find such that
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Extended Inference: minimize distance from consistency Problem (Phase 2: Linear algebra) min subject to



||ε||` [min P(α)] ε = A · πP −p π≥0 πi ≤ 1 Σ = (Γ, Ψ = {P(yi ) = pi }), aij = vj (yi ), 1 ≤ j ≤ 2n πj > 0 if column Aj is α ∧ Γ-consistent



` = 1, ∞: linear program, column generation ` = 2: quadratic program of exponential size
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Inference of Conditional Probabilities Problem (Conditional Model) min/max subject to
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Inference of Conditional Probabilities Problem (Conditional Model) min/max subject to



Pπ (α|β) Pπ (αi ∧P βi ) − pi · P(βi ) = 0 π≥0 πi = 1 P(β) > 0



In the consistent case, can be solved with linear program and column generation In the inconsistent case: can be approximated with a linear program and column generation using ||ε||` ` = 1, ∞



This is sometimes called the OPSAT problem Marcelo Finger LogProb Part02
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Part-of-speech Tagging



PoS Tagging associates each word in a sentence to a part-of-speech tag



Example The/D horse/N raced/VB-P past/P the/D barn/N Determiner (D), Nouns (N), Past tense verb (VB-P), Past participle verb (VB-PP), Preposition (P), Adjective (ADJ)



To resolve ambiguity, current algorithms inspect adjacent tags Only a local context is used (usually 2 or 3 words) to avoid an exponential blowup
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Part-of-speech Tagging Some ambiguities can only be solved with unbounded distance dependency



Example The horse raced/VB-P past the barn The horse raced/VB-PP past the barn fell/VB-P Determiner (D), Nouns (N), Past tense verb (VB-P), Past participle verb (VB-PP), Preposition (P), Adjective (ADJ)



We hope to find a way to treat these dependencies without exponential blowup with Probabilistic Logic
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Part-of-speech Tagging Some ambiguities can only be solved with unbounded distance dependency



Example The horse raced/VB-P past the barn The horse raced/VB-PP past the barn fell/VB-P The horse raced/VB-PP past the old red barn fell/VB-P Determiner (D), Nouns (N), Past tense verb (VB-P), Past participle verb (VB-PP), Preposition (P), Adjective (ADJ)



We hope to find a way to treat these dependencies without exponential blowup with Probabilistic Logic
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Hidden Markov Models



HMMs have been successfully used on language processing tasks as early as the 1970s Stochastic process whose states cannot be observed directly A sequence of symbols produced by another stochastic process is observed The sequence of symbols produced dependent only on the current hidden state
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Inference on HMMs



On a POS-tagging context, the words are the observations and the tags are the states We want to discover the sequence of states that most likely have produced a sequence of observations (decoding). maxT P(W |H, T ) Efficiently solved using the Viterbi algorithm Good performance, but uses a very limited context
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Encoding Hidden Markov Models with PSAT



To remove some of the restrictions of HMMs, first lets model it as a PSAT problem Given a sentence o1 , . . . , ok , define proposition variables tij – true iff word i has tag j wi – true iff word i is oi
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Attributes of an HMM Given a HMM H = (A, B, q) 1



Probability of transition between states A = [aij ],



2



aij = P(tk = sj |tk−1 = si )



Probability of the first state q = [qi ],



3



qi = P(t1 = si )



Probability of producing observations B = [bih ],
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Probabilistic constraints 0



Only one state per word, m states total P(ti,j ∧ ti,k ) = 0



P(



m _



ti,j ) = 1



j=1 1



Probability of transition between states P(ti,j |ti−1,k ) = ak,j



2



Probability of the first state P(t1,j ) = qj



3



Probability of producing observations P(wi |ti,j ) = bj,w (i)
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Properties of an HMM



A HMM H = (A, B, q) has the following properties: 4



Markov property (“lack of memory”) P(tk |tk−1 ) = P(tk |tk−1 , . . . , t1 )



5



Independence property (the observations depend only on the current state) P(wk |tk ) = P(wk |tM , . . . , t1 , wk−1 , . . . , w1 )
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Probabilistic constraints 4



Markov property (“lack of memory”) P(ti,hi |ti−1,hi−1 ∧ · · · ∧ t1,h1 ) = P(ti,hi |ti−1,hi−1 ), for any T .



5



Independence property (the observations depend only on the current state) P(W |t1,h1 ∧ · · · ∧ tM,hM ) =



M Y



bhi ,w (i) , for any T .



i=1



Expressing those two properties requires an exponential number of formulas Marcelo Finger LogProb Part02
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Using constraints 0-5 we create a PSAT instance ΓH such that if π is satisfies ΓH : Pπ (T |W ) has a unique probability measure for any π This probability measure is the same probability as the HMM entails
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Extending Markov Models



The objective of representing HMMs as a PSAT instance is to modify HMMs removing some of its limitations Since our objective is to treat long distance dependencies, we can remove the Markov property Removing the Independence Property leads to bad performance (other probabilities become irrelevant) To avoid an exponential number of probabilistic assignments, we also restrict the Independence Property



Marcelo Finger LogProb Part02



IME-USP



Setting



Inconsistency



Inference



Modeling



Abandoning the Markov property



Restricting the Independence Property We limit the Independence to a `-sized window 6. P(wi ∧ · · · ∧ wi+`−1 |ti,hi ∧ · · · ∧ ti+`−1,hi+`−1 ) = =



i+`−1 Y



P(wj |tj,hj ), for any T k and 1 ≤ i ≤ n − ` + 1



j=i



=



i+`−1 Y



bhj ,w (j) ,



for any T k and 1 ≤ i ≤ n − ` + 1.



j=i
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Choosing the right model



Pπ (T |W ) now is not a single value, but an interval To choose the best π, we maximize Pπ (W ) OPSAT problem OPSAT solution is a distribution over possible worlds, each world encodes a tagging Tagging: choose world with the maximum probability
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Algorithm 4.1 Performing inference in a relaxed HMM Input: A HMM H and a list of observed words (w1 , . . . , wm ) Output: A tag sequence T ∗ with maximum a posteriori probability. 1: Γ0H ← { probability assignments in (0)-(3) } 2: Γ` ← Γ0H ∪ { probability assignments in (6)} 3: (π ∗ , PW ) ← OPSAT (Γ` , Pπ (W )) 4: T ∗ ←argmaxT {Pπ ∗ (T ∧ W )} 5: return T ∗
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Adding more information



We can quantify the influence of a tag on all subsequent tags, independent of distance 7. P(ti,hi |tj,hj ) = rhi ,hj ,i−j With these new constraints the problem may become unsatisfiable
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Adding more information



We can quantify the influence of a tag on all subsequent tags, independent of distance _ 7. P(ti,hi | tj,k ) = rh0 i ,k j


With these new constraints the problem may become unsatisfiable
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Measuring Inconsistency Since the knowledge base may be inconsistent, we can try to minimize the inconsistency Error variables εi = Pπ (ϕi ∧ ψi ) − pi Pπ (ψi ) Minimize p-norm of errors v u m uX p kεkp = t |εi |p i=1



Tractable (linear program) if p = 1 or p = ∞ Marcelo Finger LogProb Part02
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Algorithm 4.2 Inconsistency-tolerant inference Input: A HMM H, list of observed words (w1 , . . . , wm ) and a set of extra constraints Ψ. Output: A tag sequence T ∗ with maximum a posteriori probability. 1: Γ0H ← { probability assignments in (0)-(3) } 2: Γ` ← Γ0H ∪ { probability assignments in (6) } + 3: Γ` ← Γ` ∪ Ψ //Ψ has the form of (7) + 4: (πε , E ) ← OPSATε (Γ` , kεkp ) ++ + 5: Γ` ← Γ` ∪ {kεkp = E } ++ 6: (π ∗ , PW ) ← OPSATε (Γ` , Pπ (W )) ∗ 7: T ←argmaxT {Pπ ∗ (T ∧ W )} 8: return T ∗
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Conclusion



Non-local phenomena can be modeled by Probabilistic Propositional Logic theories avoiding exponential explosion With the extra flexibility comes inconsistent theories and worse complexity Implementation is under way Future work will deal with combining local and non-local dependencies
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