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SOCIALIZING CONSISTENCY From Technical Homogeneity to Human Epitome CLIFFORD NASS, LEILA TAKAYAMA, AND SCOTT BRAVE Abstract: Consistency is a major issue in user interface design. Although graphical user interfaces have benefited tremendously from a focus on the cognitive aspects of consistency, advances in computer technologies now allow for more socially demanding interfaces incorporating more realistic artificial intelligence agents and new modes of interaction (e.g., voice). This chapter demonstrates that as interfaces become more social, social consistency becomes as important as the more traditional cognitive consistency. This chapter presents experimental studies of humancomputer interaction that are theoretically grounded in social psychology and the computers are social actors (CASA) paradigm. Each study is used to inform design guidelines for social consistency and to open new areas of research on social responses to computers in important areas such as personality, gender, ethnicity, emotion, and the use of “I.” Keywords: Consistency, Social Consistency, Computers Are Social Actors (CASA)



INTRODUCTION User interface designers are notorious for answering every question with the answer, “It depends.” The dependencies include characteristics of the users (e.g., novice vs. expert, frequent vs. infrequent, heterogeneity, physical disabilities), the task (e.g., complexity, business vs. entertainment, length of time required, production vs. distribution vs. consumption), and the input and output modalities (e.g., text, pictures, voices, haptics, gestures, output only), among others. Furthermore, virtually every issue elicits debates within the design community, with designers pointing to conflicting research, judgments, anecdotes, and rules of thumb. Consumers of design can well ask the question, “Isn’t there anything that you can all agree on?” Miraculously, there is one point of consensus among designers: Consistency is king. Open a book on interface design and you will almost certainly land on a page that either explicitly or implicitly argues for consistency both within an application and across applications. Most producers of operating systems and platforms provide formal descriptions that describe standards for everything from menu structure to sizes of icons to color schemes. Trust in standardization is so powerful that many of the tools produced to build applications for PCs, the Web, and voice user interfaces automatically ensure that their design guidelines are followed. Attempts to deviate from these guidelines in the name of “creativity” are derided as “showing-off.” Why is consistency such a laudable goal? While humor is based on incongruity (e.g., Morkes et al., 2000; Raskin, 1985) and magicians are admired for violating the laws of physics, there is 373
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significant evidence that the human brain is built to expect consistency and process it more readily than inconsistency (Abelson et al., 1968; Gong, 2000). In a classic study (Stroop, 1935), people were shown a word on a screen and asked to say the color of the ink in which the word was written. People took much longer identifying red ink and saying “red” when the word on the screen was “blue” as opposed to an arbitrary word, such as “ball” or “chair.” The inconsistent color word seemed to interfere with the processing of the ink color, an effect known as the “Stroop effect” (Stroop, 1935). In addition to making information easier to process, another benefit of consistency is transferability of learning. If computer applications A and B both use the leftmost menu item for saving and printing, a user can leverage the learning of application A and immediately apply it to application B. This is a key reason why tools associated with most operating systems or platforms enforce a set of interface guidelines: They ensure transferability of knowledge across applications. All standardization strategies reflect preprocessing, the structuring of information to facilitate subsequent processing (Beniger, 1986). Even within applications, transferability is important: One of the primary reasons that interfaces moved away from modal behavior (the same command meaning different things at different times) to modeless behavior (a given command had the same meaning at all times) was to ensure consistency from one context to another. Basic consistency is well understood in the domain of traditional graphical user interfaces (GUIs), and any number of books can help designers achieve consistency within and across their applications. In recent years, however, many interfaces have started evolving in a new direction. The ubiquitous presence of cell phones and the ever-growing desire for access to information anywhere, anytime (including while driving) has led many to consider voice interaction as an effective and flexible interface technique (Cohen et al., 2004; Kotelly, 2003; Nass and Brave, 2005). Whether getting directions, checking e-mail, or browsing the Web, interacting with a computer might start looking a lot more like talking and listening than pointing and clicking. A related new trend is toward lifelike characters as the interface to information and services. Many companies and researchers have recognized, for example, that customers and users would often rather interact with a person than a machine: Virtual people may represent a reasonable substitute (Cassell et al., 2000; Isbister and Doyle, 2002; Ruttkay and Pelachaud, 2004). Lifelike characters have been employed in e-learning applications (Massaro, 1998), on customer service Web sites (www.finali.com), and as online news anchors (www.ananova.com). Both voice interfaces and lifelike characters (and robots, as well) fall under a category called embodied agents (Cassell et al., 2000) and bring with them a new design landscape. Given the recognized importance of design consistency for users, how does consistency play out in this new design space? The answer is social consistency. As soon as computers start sounding or looking like people—and often even before then (Reeves and Nass, 1996)—social attributes and norms come to the forefront. In many ways, consistency in the social arena is even more critical for users than consistency in the more visual/mechanical arena of traditional interfaces (Nass et al., 2004). Social consistency is fundamental not only for ease of processing and transferability of learning, but also because it has strong affective impacts on users, deriving from the importance of social life for humans (Nass and Brave, 2005; Nass et al., 2004). To appreciate the power of the social aspects of embodied interfaces, one need only consider the raw frustration and anger that emerges when a lifelike paperclip character—breaking a host of social norms—incessantly interrupts your work with completely useless information. This chapter presents a number of research studies that focus on issues of social consistency in embodied interfaces. It considers consistency of personality, gender, emotion, ethnicity, and ontology



Zhang-17.qxd



28/2/06



01:40 PM



Page 375



SOCIALIZING CONSISTENCY



375



(human vs. machine). Throughout, we provide theoretical grounding for the findings and describe how these results and theories could and should inform design.



PERSONALITY: IT’S NOT ONLY ABOUT “PERSONS” Humans (and other social animals) are extremely complex creatures. Yet social life requires interaction with any number of such complex beings on a daily basis. How do we cope with this complexity? One of the ways is by simplifying our view of others through categorizations such as personality (Nass and Moon, 2000; Nass et al., 1995). Descriptions such as extroverted vs. introverted, judging vs. intuiting, kind vs. unkind, and a host of other traits provide a powerful framework for understanding how other people will think, feel, and behave (Pervin and John, 2001). Given that we assign personality to people and pets—and sometimes even inanimate objects (such as cars)—it should come as little surprise that once a computer starts looking or talking like a human, people will assign personality (Nass and Lee, 2001; Reeves and Nass, 1996). Interfaces that talk (even those using non-human-sounding synthetic speech) constantly provide signals of personality through vocal characteristics such as pitch, pitch range, volume, and speech rate (Nass and Lee, 2001). For example, listeners rapidly and automatically interpret softer, slower, lowerpitched speech with narrow pitch range as introverted, and louder, faster, higher-pitched speech with wider pitch range as extroverted—regardless of whether the voice comes from a human standing in front of the listener, a television, a telephone, or a computer (Nass and Brave, 2005; Nass and Lee, 2001). Words themselves (whether spoken or written onscreen) also evoke personality (Nass and Brave, 2005; Nass and Lee, 2001). For example, extroverts tend to communicate using more words overall, use more assertive language, and make more use of emotional terms than introverts (Kiesler, 1983; Nass and Lee, 2001). Embodied agents that have a face and/or body (such as onscreen character and robots) can provide additional indications of personality through gestures, facial expression, and posture (Cassell, 2002; Cassell and Stone, 1999). For example, extroverts tend to stand closer to other people and face them more directly, make larger and faster gestures, stand more upright, and make more eye contact with others than do introverts (Isbister and Nass, 2000). Particular body types/shapes are often even interpreted as indicators of personality. For example, mesomorphs (muscular bodies with erect posture, like Superman) are associated with energetic and assertive personalities, ectomorphs (tall, thin, and small-shouldered bodies, like Ichabod Crane) with fearful and introverted personalities, and endomorphs (round, soft bodies, like Santa Claus) with gregarious and fun-loving personalities (Sheldon, 1970). Because personality is fundamentally a mechanism through which we understand and predict the behaviors of others, consistency of personality is critical (Cantor and Mischel, 1979; Nass and Lee, 2001). If a social being is unpredictable, it is very difficult at a cognitive or practical level to interact with that being. Thus, people strongly prefer to interact with others who display consistent personality cues—a phenomenon known as consistency-attraction (Nass and Lee, 2001). Inconsistent personalities not only require longer and more effortful processing (Fiske and Taylor, 1991), but also lead to dislike and distrust of the inconsistent person (Cantor and Mischel, 1979; Cantor and Mischel, 1979). Given such negative responses to inconsistent personality cues, it would seem that the same might hold true for inconsistent personality cues in embodied computer interfaces. To find out, our lab conducted an experiment in the context of a voice interface for online auctions (Nass and Lee, 2001).
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Study on Personality in Voice and Content Eighty participants took part in the experiment. Participants were directed to an online auction site, complete with an e-Bay-like interface. The site included the names and pictures of nine antique or collectible auction items: a 1963 classic lamp, a 1995 limited edition Marilyn Monroe watch, a 1920s radio, a 1968 Russian circus poster, a very old church key (1910–1920s), a 1916 Oxford map, a 1920 letter opener, a 1940s US Treasury award medal, and a 1965 black rotary wall phone. The items were chosen so that they would not be of great interest to the vast majority of participants: Desire for a particular item could confuse the results. For each item, two descriptions were created, one that would be written by an extrovert and one that would be written by an introvert. Each was based on an actual description from eBay. The different personalities were created by modifying word choice, phrasing, and the length of the descriptions. The extroverted descriptions of the auction items were filled with adjectives and adverbs and used strong and descriptive language expressed in the form of confident assertions and exclamations. There were also references to the writer and to others, such “I am sure you will like this.” By contrast, the introverted descriptions were relatively short, used more tentative and matter-of-fact language, and did not reference either the writer or the reader. For example, the extroverted description of the lamp read: This is a reproduction of one of the most famous of the Tiffany stained glass pieces. The colors are absolutely sensational! The first class hand-made copper-foiled stained glass shade is over six and one-half inches in diameter and over five inches tall. I am sure that this gorgeous lamp will accent any environment and bring a classic touch of the past to a stylish present. It is guaranteed to be in excellent condition! I would very highly recommend it. Conversely, the introverted description of the lamp read: This is a reproduction of a Tiffany stained glass piece. The colors are quite rich. The handmade copper-foiled stained glass shade is about six and one-half inches in diameter and five inches tall. The personality of the synthetic voice was created by manipulating various speech characteristics (Nass and Lee, 2001). The introverted voice had a lower volume, lower pitch, smaller pitch range, and spoke slowly, while the extroverted voice had higher volume, higher pitch, wide pitch range, and spoke rapidly (Nass and Brave, 2005). When participants clicked on a button next to each of the items, they heard either an extroverted or introverted description of the item via either an introverted or extroverted synthetic voice. For all items, one fourth of the participants heard extroverted descriptions spoken by an extroverted voice, one fourth heard extroverted descriptions spoken by an introverted voice, one fourth heard introverted descriptions spoken by an introverted voice, and one fourth heard introverted descriptions spoken by an extroverted voice. Equal numbers of introverted and extroverted participants were randomly assigned to each of these four conditions. After listening to descriptions of all nine auction items, participants filled out a Web-based questionnaire. Based on participants’ responses to the questionnaire, there were clear and powerful effects for consistency. When the voice personality and content personality were consistent, people liked the voice itself more and liked the content more. People also liked the writer more and found the writer to be more credible when the interface was consistent. Consistency of personality
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thus proved to be critical in embodied interfaces, much as it is in day-to-day human interactions (Nass and Brave, 2005; Nass and Lee, 2001). Designing for Personality Consistency Whenever possible, the best way to ensure consistency is to start with the personality of the interface and then have all of the content emerge from that personality. Ideally, an entire “back story” is created in which the designers describe the entire life story of the persona (Cooper and Saffo, 1999) of the interface, providing richness and nuance that can emerge over the course of the interaction. Even if the interface is a portal to content with a diverse set of personality markers, the interaction that provides access to the content must have a consistent personality (Moon, 1998). In addition to consistency across personality cues, such as voice, content, and appearance, consistency of personality and context is also important. For example, many occupations have stereotypical personalities associated with them. An embodied interface for selling adventure gear should employ a different personality than an interface for online banking. The casting of the BMW 5-Series’ voice interface presents an informative example (Nass and Brave, 2005). Car computers have advanced well beyond the point where they simply (and annoyingly) say, “The door is ajar.” In-car computers now can tell the driver when it’s time to check the oil, which freeways currently have accidents or slow traffic, how many miles per hours the car is going over the speed limit, and even whether or not there is a pedestrian up ahead. BMW was faced with the problem of how to cast a voice that would give a BMW 5-Series driver this kind of information (Nass and Brave, 2005). They considered several roles for the voice to play. The first was to let it be the voice of the car itself, like KITT from the TV show Knight Rider. That idea was rejected because when there is an intimate link between the car and the voice, the qualities of the car can lead to a “halo effect” (Thorndike, 1920) that extends to the quality of the voice: Because current car voice interfaces are not very intelligent, a car voice might undermine the perception of “engineering excellence” that is so intimately tied to the BMW brand. Other ideas were to use the personality characteristics of a stereotypical German engineer (loud, dominant, and slightly unfriendly, with a slightly German accent), the voice of a stereotypical pilot (very dominant, neutral on friendliness), or a stereotypical chauffeur (very submissive, neutral on friendliness, with a slightly British accent). The engineer personality was not chosen because drivers might feel intimidated by the expectations of the dominant voice. The pilot’s and chauffeur’s personalities were not chosen because BMW 5-Series drivers typically want to feel in control of the machine. Finally, the designers agreed upon using the personality of a stereotypical co-pilot (male, slightly dominant, somewhat friendly), who is highly competent but fully understands that the driver is in charge; however, the co-pilot must jump in whenever the pilot is unable to perform or is making a serious error. This is exactly the image that BMW wants to convey about its cars. Similar considerations could be made when deciding upon how to cast the personality of a virtual receptionist, a complaint or service department, or a Web site for potential million-dollar investors.



GENDER: IT’S A BOY! NO, IT’S A GIRL! WHAT GENDER SHOULD THE COMPUTER BE? Much like personality, gender serves as a fundamental means by which people categorize other social beings (Beall and Sternberg, 1993). Gender provides critical information with respect to who to mate with, who to compete with, and how to treat other people. In many ways, it seems nonsensical to think of computers as having gender, but people do often assign gender to objects (Kirkam, 1996).



Zhang-17.qxd



378



28/2/06



01:40 PM



Page 378



NASS ET AL.



A number of studies have shown that users categorize voices coming from a computer (whether recorded or synthetic) as having gender (Lee et al., 2000; Nass et al., 1997). Furthermore, users not only make this assessment, but they use the assignment of gender to guide their attitudes and behaviors (Lee et al., 2000; Morishima et al., 2002; Nass et al., 1997). Designers of embodied interfaces must be aware of consistency issues raised by gender perception in the various aspects of the interface, ranging from the gender roles socially assigned to certain content areas and tasks to gender perceived in the authorship of texts to gender perceived in the voices and faces of animated characters. Of particular concern is the inadvertent use of gender stereotypes to influence a user’s perception of the computer interface. Gender assignments are often used to deduce norms for social behavior (Costrich et al., 1975), norms for explanations of successful performance on gender-stereotyped tasks (Deaux and Emsweiler, 1974), selecting occupations (Heilman, 1979), and even for which toys children choose (Martin and Ruble, 2004). People use stereotypes as heuristics for evaluating and predicting behavior of members of each (socially constructed) gender group, ethnic group, etc. (Fiske and Taylor, 1991). Humans have very limited processing capabilities (Newell and Simon, 1972), so to treat each individual as an entirely novel encounter would be very mentally costly without filters to categorize people into neat categories of generally observed characteristics and behaviors. Studies on Gender Stereotypes Our lab’s first study on perceived computer gender was done in the context of a tutoring system of gender-stereotyped content areas, including love and relationships (stereotypically female), mass media (stereotypically gender neutral), and computers (stereotypically male) (Nass et al., 1997). For half of the participants, the tutor computer spoke using a recorded female voice and for the other half of participants the tutor computer spoke using a recorded male voice. Identical information was presented by both voices. Conforming to gender stereotypes, participants found that the “female” tutor computer was perceived as being a better teacher of love and relationships than the “male” computer, while the male-voiced computer was seen as a better teacher of technical subjects (Nass et al., 1997). Although computers may not actually have any intrinsic gender, they are nonetheless treated as though they have gender by the users who interact with them. To find out whether human recorded voices were causing the social responses to these computers, a follow-up study was done in the domain of e-commerce, using synthetic voices that were clearly mechanical rather than human (Morishima et al., 2002). Because of eBay’s wide-ranging scope of products and its wide-ranging population of users, we chose to use an eBay-like interface to present stereotypically female products (e.g., an encyclopedia of sewing) and stereotypically male products (e.g., an encyclopedia of guns). Participants were asked to evaluate the item, the item description, and the synthetic voice that described the item. In line with predictions of the match-up hypothesis (Kamins, 1990) in marketing, participants were just as influenced by the gender of technology-based synthetic voices as they were by the gender of human spokespersons. Product descriptions were evaluated as more credible when the genders of the voice and product were matched. Also, voices with genders that matched the product genders were evaluated as more appropriate for the product than the gender-mismatched voices. The gender of the voices also affected perceptions of the products, and vice versa. Female products matched with female voices made the product seem more feminine and male products matched with male voices made the product seem more masculine. Conversely, female voices were perceived as less feminine when describing male products and male voices were perceived as less masculine when describing female products (Morishima et al., 2002).
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A striking aspect of these studies is that all of the users in the studies vehemently denied that they thought of the computers as having a gender. An even more striking aspect is that all of the participants said that even if they did attribute gender to the computers, it wouldn’t matter: after all, they said, they don’t believe or follow any stereotypes! (Nass and Brave, 2005) Designing for Gender Stereotypes Gender stereotyping is so powerful in shaping the human experience that it plays out not only in the world of humans interacting with humans, but also in the world of humans interacting with computers. Sometimes gender matching across various aspects of computers interfaces and content may make one’s interface seem more credible and likeable in many situations, but the larger societal implications of perpetuating gender stereotypes must be balanced against mindless gendermatching of all media and content (Friedman, 1999; Friedman et al., 2005). Media portrayals of gender stereotypes, such as those found in television programming, can and do create and sustain gender stereotypes (Gerbner et al., 1986). Computer media portrayals of gender stereotypes are perhaps even more problematic and societally risky. First of all, there is some suggestion that people reduce their time spent in interpersonal interactions as computer and Web use increases (Nie and Hillygus, 2002). This means that users will be less exposed to stereotype-challenging behavior (since actual people are more likely to challenge stereotypes than computer characters). Second, the social interactivity of computing might heighten the likelihood of people drawing conclusions about social life from computers, as compared to the more passive medium of television; this effect can be compounded because computer use also draws time away from television use (Nie and Hillygus, 2002). Finally, the diversity of computer software and the Web as compared to television or even real life might mean that computer-based stereotypes may play out over a wider range of activities than other social activities, further instantiating the stereotypes. Technology provides a wonderful opportunity to overthrow gender stereotypes in the minds of users. While it might be difficult to rapidly increase the number of female employees in stereotypically male positions in various careers (or vice versa), it is very easy to give female voices to all of the content delivery software for top-down business directives, information technology support, or other stereotypically male positions by simply hiring voice talents of the desired gender or manipulating the parameters of the synthetic voice. Similarly, one could use a male voice reading off routine instructions for a new tutorial on timecard-stamping software to create a balancing force against gender stereotypes. Just as people bring gender expectations to technology, they can draw gender expectations from technology (Nass and Brave, 2005). By “staffing” business software with gendered voices that counter stereotypes, people are likely to draw the conclusion that people of both genders “belong” in all jobs and in all points in the organizational hierarchy (Gerbner et al., 1986). The key point is that designers of computer interfaces must make value-sensitive design decisions (Friedman, 1999) that recognize that the stakeholders in design decisions (Friedman, 1999) are not simply the owners of the company that produces the software but people in the larger society as well.



ETHNICITY: MORE THAN JUST SKIN DEEP When two strangers meet, the question “Where are you from?” is asked very early in the conversation (Nass and Brave, 2005). There are two socially motivated reasons for asking this question. First, the answer provides an opportunity to find “common ground” (Clark, 1996, Chapter 4; Stalnaker, 1978), that is, shared knowledge and beliefs (Clark, 1996). Places are particularly fruitful bases for
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shared knowledge, because even if one of the people speaking has never been to the place, there is often a characteristic of the location (e.g., urban vs. rural, a famous landmark, a friend who lived there, etc.) that provides a starting point for shared understanding. A second reason for inquiring about a person’s geographic origins is that place of origin can be just as powerful as gender and personality in allowing a person to predict his or her conversational partners’ attitudes and behaviors. Throughout most of human history, people’s place of birth predicted their culture, language, and familial ties, because cultures appeared within regions and there was limited mobility from one region (and hence culture) to another (Anderson et al., 2002; Jackson, 1985). Thus, when someone describes himself or herself as an “Easterner,” a “Texan,” or a “Laplander,” his or her interaction partner obtains much more than simply knowledge about natal locale. Like gender and personality, place of origin is one of the most critical traits defining a person (Hamers and Blanc, 2000; Lippi-Green, 1997). Indeed, place of origin can be a greater predictor of people’s attitudes and behaviors than gender or personality, because although each person interacts with many others who do not match his or her gender or personality, the vast majority of people one encounters during one’s formative years come from the same place and culture that the developing child does (Scherer and Giles, 1979). In embodied interfaces, voice accent and word choice are some of the most powerful indicators of place of origin and culture. Because languages do not have an “official pronunciation,” every speaker (human and non-human alike) has an accent (Lippi-Green, 1997; Pinker, 1994; Trudgill, 2000). “Accent-neutralization” (Cook, 2000), an active topic of discussion as telephone-based call centers move to countries with lower wages and different accents, is a misnomer: Although speakers can change their speech to reflect the most common para-linguistic cues in a particular locale, this simply involves replacing one accent with another rather than eliminating an accent (Nass and Brave, 2005, Chapter 6). Clearly, consistency of accent over time is critical both for people and machines. If an interaction partner’s voice changed, for example, from a thick Southern accent to an Australian accent over the course of a conversation, the speaker would surely be perceived as odd and untrustworthy. However, inconsistencies in place of origin and culture can crop up in another less obvious form as well, because there is another socially relevant meaning to the term “place of origin”: where one’s ancestors came from (Nass and Brave, 2005). This is usually referred to as “race,” and is generally indicated by physical appearance (Gallagher, 1999). Throughout most of human history, migration was very limited, so language and race were consistent: People who looked like a given race almost always belonged to the culture associated with people of that race, and vice versa (Nass and Brave, 2005). Indeed, culture and race were so inextricably linked that the term “ethnicity” has come to be used interchangeably for both (Britannica Editors, 2002). However, these two definitions of place of origin are not intrinsically related. Designers of embodied interfaces might initially rejoice in this fact, thinking it provides the perfect opportunity to create an interface that appeals to two user populations simultaneously. For example, create an onscreen agent whose face suggests Asian descent, but whose voice exhibits a heavy southern accent: This approach should please both groups! However, it is possible that even such reasonable “inconsistencies” would prove to be disorienting for users and lead to the same types of negative effects that we have seen for inconsistencies in personality and gender. Consistency of Ethnicity as Exhibited in Voice and Face To test the effects of ethnicity consistency on users, an experiment with an online e-commerce site was conducted (Nass and Brave, 2005, Chapter 6). A total of ninety-six male college students
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participated in the experiment. The participants were either Caucasian Americans (forty-eight participants) or first-generation Koreans (forty-eight participants). Participants were directed to an e-commerce Web site, where they listened to descriptions of four different products: a backpack, a bicycle, an inflatable couch, and a desk lamp. Half of the Korean participants and half of the Caucasian American participants heard product descriptions read by a voice with a Korean accent that occasionally used distinctly Korean phrases (e.g., “Anyonghaseyo,” which is Korean for “hello”). The other half of the participants heard descriptions read by a voice with an Australian accent that occasionally used phrases associated with Australians (e.g., “G’day, mate”).1 For a given participant, each description was read by the same voice and was accompanied by a full-length photograph of the same product spokesperson. The spokesperson had a different pose when describing each of the four items to give a sense of liveliness. To hear the description of an item, participants clicked on the speaker’s photograph. Half of the participants who heard the Korean-accented voice were shown a photograph of a racially Korean male; the other half were shown a photograph of a racially Caucasian Australian male to accompany the voice. Similarly, half of the participants who heard the Australian-accented voice were shown a photograph of a racially Caucasian Australian male and half were shown a photograph of a Korean male. Thus, the accent and race were mixed. Half of the participants in each condition were culturally and racially Korean; the other half were culturally and racially Caucasian Americans. After hearing each product description, participants were asked to respond to a questionnaire that asked about the product’s likeability and the description’s credibility. After listening to the descriptions of all four products, participants were also asked to rate the agent’s overall quality. Although there was no logical linkage between the para-linguistic cues of the voice and the race of the agent, participants were clearly disturbed when the agent did not “look the way it sounded.” The photographic agents that had “consistent” voices and faces were perceived to be much better than those that were inconsistent, regardless of the ethnicity of the user. Participants also found the products to be better and the product descriptions to be more credible when the two “places of origin” were consistent. Designing Ethnicity in Interfaces Toward the end of 2004, we made an attempt to listen to as many different voice interfaces in the United States as we could. We called airline and train reservation systems, technical help centers, in-car navigation systems, etc. While the voices and content certainly reflected different personalities and included both genders, there was a striking similarity: Every single interface sounded like it was spoken by a Caucasian from the upper Midwest, the accent that is considered to be “neutral” in the United States (MacNeil and Cran, 2004). This was remarkable, given that in the next few years, “whites” will be a minority of the country, and the upper Midwest is not one of the most populous regions of the country. We have already dismissed the argument that Caucasians (as distinct from ethnicities that are associated with other accents) speak without an “accent”; everyone has an accent. The argument that the “white” accent is standard and hence understandable by the whole population was used in the early years of television to exclude minorities; obviously, this argument cannot hold sway. It is undoubtedly alienating for a large fraction of the population never to encounter someone who sounds like himself or herself when they use a voice interface. The problem is made even more apparent in voice interfaces than in traditional media because non-Caucasian accents tend to be less understood by voice recognition systems. This provides an
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additional source of alienation and a feeling that these interfaces are “not for us.” As with gender, it is important that interfaces capture the range of accents for both production and recognition in order to reduce stereotypes and to be more accommodating to increasingly diverse populations.



EMOTION: “COMPUTER EMOTION” IS NOT AN OXYMORON Gender, personality, and ethnicity are examples of social characteristics known as traits: relatively permanent intrinsic characteristics. This chapter has demonstrated the critical importance of consistency when it comes to traits. Users expect embodied interfaces to look, sound, and act in a way that is consistent with the interfaces’ assigned social categories. Traits serve as important baseline for understanding and predicting the behavior of others (Fiske and Taylor, 1991). People, however, are also affected by their environment. While traits give us a broad sense of what a person will think and do, predicting a person’s behavior at any given moment in time also requires attention to state, that is, the particular feelings, knowledge, and physical situation of the person at a particular point in time. While extroverts are generally talkative, they might be as silent as introverts in a library, or even quieter when they bump into their secret crush. The most “feminine” female will exhibit a range of masculine characteristics when protecting a child. In a group, people often submerge their identity as they blend in with and mimic the people around them (Simmel, 1985). People also vary their linguistic styles based on the communities of practice (Wenger, 1998) with which they are engaged (Eckert, 2000). While traits provide the general trajectory of an individual’s life, every specific attitude, behavior, and cognition also can be influenced by momentary states. Of all the types of states that predict how a person will behave, the most powerful is emotion (Brave and Nass, 2002). Rich emotions are a fundamental component of being human (Brave and Nass, 2002). Throughout any given day, affective states—whether short-lived emotions or longerterm moods—color almost everything people do and experience, from sending an e-mail to driving down the highway. Emotion is not limited to the occasional outburst of fury when being insulted, excitement when winning the lottery, or frustration when trapped in a traffic jam. It is now understood that a wide range of emotions plays a critical role in every goal-directed activity (Brave and Nass, 2002), from asking for directions to asking someone on a date, from hurriedly eating a sandwich at one’s desk to dining at a five-star restaurant, and from watching the Super Bowl to playing solitaire. Indeed, many psychologists now argue that it is impossible for a person to have a thought or perform an action without engaging, at least unconsciously, his or her emotional systems (Picard, 1997; Picard, 1997; Zajonc, 1984). Consistency is crucial when it comes to emotion. For example, when mothers are inconsistent with their verbal and vocal emotional cues, their children are more likely to grow up with behavioral and emotional problems (Bugental et al., 1971; Gong, 2000). Within groups of such children, boys whose mothers used more inconsistent communication were found to be more aggressive in school than those with mothers who used less inconsistent communication (Bugental et al., 1971; Gong, 2000). Being able to detect a person’s emotional state is extremely useful for choosing if, when, and how to approach the person in order to have a successful social interaction. Many of us have felt the frustration of being sent “mixed signals.” This frustration stems from being unable to disambiguate how to interact with the person next time due to inconsistencies between his or her words and his or her paralinguistic cues, which lead to dislike of the speaker (Argyle et al., 1971; Gong, 2000). In human-human communication, such inconsistencies are often used as indications of insincerity, instability (Argyle et al., 1971; Gong, 2000), or deception (Gong, 2000; Mehrabian, 1971). If it is true that people will interact with computers in the same way that they interact with people, it is likely that such negative perceptions of voices are not
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desirable for voice interfaces. To find out what happens when voice interfaces present emotionally inconsistent paralinguistic and linguistic cues, a telephone-based experiment was conducted. Emotional Consistency of Voice Interfaces This study (Nass et al., 2001) compared emotionally consistent paralinguistic cues and content with emotionally inconsistent ones; participants all heard the exact same male synthetic voice and same content. Participants called in to a phone system that read them three news stories about clearly happy or sad events (e.g., a new cure for cancer or dead gray whales washing ashore on the San Francisco coast, respectively). Based on reports from a follow-up questionnaire, the participants found that happy stories sounded happier when read by a happy voice, sad stories sounded sadder when read by a sad voice. Consistent with the earlier results, participants liked the stories more when they were told by emotionally consistent voices than by voices that failed to match the emotion of the story, even when the voices were clearly synthetic and obviously did not reflect “true” emotion. It appears that humans are so readily wired for picking up emotional information from speech, that people perceive emotions even in computer-generated speech (Nass and Brave, 2005). To hear emotion, one usually uses a person’s paralinguistic cues of pitch range, rhythm, and amplitude or duration changes (Ball and Breese, 2000; Scherer, 1981; Scherer, 1986; Scherer, 1989). People seem to integrate those cues with the spoken content when understanding messages, even when they are coming from virtual voices. Implementing Emotionally Consistent Voices When computer voices are recorded from human actors, it is relatively easy for the actors to infer emotional meaning from the script so they do not have the problems that computer-generated speech does in maintaining consistency of emotional paralinguistic cues with emotional content. Given that humans can infer emotion so easily from written text, it seems as if computers would be smart enough to do the same, and could crank out emotionally consistent readings even more efficiently than human actors, but the problem of deducing emotion is a much more complex one than it seems (Picard and Cosier, 1997). Casting Voice Emotions Within Constraints Given the difficulty of properly casting appropriate emotional paralinguistic cues for each utterance in a computer interface, it is safest to cast a slightly happy voice (Gong and Nass, 2003) because humans have a “hedonic preference,” which means that they tend to experience, express, and perceive positive emotions rather than negative ones. People who show more positive emotions are liked more (Frijda, 1988; Myers and Diener, 1995), perceived as more attractive, and perceived as appealing to work with (Berridge, 1999). Happy emotions are not always the best choice though. Humans pay more attention to and remember more about times of anger and sadness than times of happiness (Reeves and Nass, 1996). Submissive emotions such as fear and sadness are more likely to increase trust since the expression of such emotions are seen as emotional disclosure (Friedman et al., 1988), opening up to the listener, which often causes him or her to reciprocate with disclosure (Moon, 2000). Depending upon the goals of the computer interface, one type of emotional voice setting could be sufficient. Those designers who are creating both content and voice casting at the same time may generate emotional voices that match the emotion of the content provided by the computer interface (Nass and Brave, 2005).
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Designing Emotions as Dimensions: Manipulating Voice Settings to Create Feelings Another way to conceive of emotions is in terms of two dimensions: valence (positive/negative) and arousal (excited/calm). All of the basic emotions can be laid out along these dimensions (Lang, 1995). For example, happiness would be on the highly positive side of valence and slightly higher than middle level on arousal. Using these dimensions makes setting voice emotion cues a relatively simple task. For example, the more on the excited end of the arousal dimension, the higher the voice’s pitch should be and the wider its pitch range; also the voice should have wider volume range and faster word speed (Nass and Brave, 2005). The more positive the valence dimension, the higher the pitch and wider the pitch range should be; also the voice should have greater intensity and more upward than downward inflections. Such guidelines provide a concrete basis upon which to tweak synthetic voice settings to make voices more emotionally consistent with the words they are speaking.



ONTOLOGY: IS IT (PRESENTED AS) A MAN OR A MACHINE? Given the findings described in this chapter so far, the general conclusion could be that, from a social perspective, embodied interfaces are treated equivalently to humans. Users respond to computerbased voices and faces as if they exhibit very human characteristics such as personality, gender, ethnicity, and emotion. Users further expect that the computer voice will be socially consistent on all of these dimensions, much as they expect consistency from other humans. These findings appear regardless of whether the embodied interface appears almost human (e.g., employs an actual human voice) or appears distinctly non-human (e.g., employs an unambiguously synthetic voice). Humans and machines are not equivalent, however, and it seems unlikely that users would completely overlook this fact, particularly when obvious indications of machinehood are present. When machines sound and look exactly like humans, it would be impossible for users to treat them any other way (as the user would be unaware of whether they were interacting with a human or a machine). However when machines give clear indications that they are machines, it seems unlikely that people would treat them as equivalent to humans (one need only look at popular science fiction to see that machines are often ascribed second-class citizenship, e.g., Asimov, 1991). From a social perspective, this could be seen as humans and machines occupying distinct social classes, much as humans of different ethnicity may occupy distinct social classes. If this is true, we should expect to see a preference for consistency within these social categories: Any object that reminds one of a machine should consistently sound, look, and behave like a machine, while any object that reminds one of a person should consistently sound, look, and behave like a person. To investigate this conjecture, an experiment was conducted (Nass and Brave, 2005). Saying “I” Self reference—thinking and talking in terms of “I”—is arguably the most human of human actions (Descartes, 1999). Use of self-reference (i.e., the first person) therefore presented a perfect way to test whether consistency in humanness is important to users. An experiment with a telephonebased auction was conducted. Participants were first directed to a Web site. Upon registering, they were given a scenario in which they were about to graduate and move to another city, and must furnish their new apartments. This scenario was chosen because it was potentially relevant to all of the participants, regardless of their gender and personal interests. Participants were then given a
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phone number to call an auction system, where they would place bids on five items, one at a time. Half the participants (randomly assigned) used a system that had a synthetic voice. The other half of the participants (randomly assigned) used the identical system, but with a recorded voice. Half of the recorded speech participants and half of the synthetic speech participants were presented with a system that used the word “I”; the other half of the participants heard only impersonal speech. Specifically, for people in the “I” condition, there were four uses of “I”/“my” in the introduction and two uses of “I” in each of the five descriptions. To ensure that the sentences were grammatical and natural in both conditions, a few additional changes were made to the syntax. Despite these changes, the sentences—including the amount and type of information given—were essentially the same for all participants. Here is the introduction and example description for the interface that says “I”: I will begin today’s auction shortly. I have five items for auction today. I will read the descriptions for the items one by one. Please bid at the end of each item’s description. My records indicate that you have $1000 in your account. The first item I have for you today is a cozy twin-size pine-frame futon. The estimated retail price is around $180. It’s a great piece of furniture for any room and very convenient when your friends come over. The cover is included. It is one of the top items I can offer to you today. Here are the parallel sentences for the condition that did not use “I”: Today’s auction will begin shortly. There are five items for auction today. The descriptions for the items will be read one by one. Please bid at the end of each item’s description. The records indicate that there is $1000 in your account. The first item today is a cozy twin-size pine-frame futon. The estimated retail price is around $180. It’s a great piece of furniture for any room and very convenient when your friends come over. The cover is included. It is one of the top items offered today. There were equal numbers of men and women in each combination of type of voice and use of “I” or not, to ensure that gender would not affect the results. To control for idiosyncrasies in the voices, two different recorded voices and two different synthetic voices were used; all voices were chosen to be similar with respect to gender, age, personality, and accent. Users showed a strong preference for consistency of humanness. First, when they heard a recorded voice, participants were more relaxed by the use of “I” (they didn’t have to worry about what was being communicated by the use of the passive voice), while synthetic speech participants were more relaxed with the interface that did not say “I” (the synthetic voice was not human enough): It’s disturbing when one’s language is not consistent with one’s ontology. The “mismatch” between the language of personhood and the voice of a machine, or vice versa, affected perceptions of the interface as well. Although the interface performed identically in all conditions, with seemingly 100 percent speech recognition (bids were recorded), the recorded voice system was perceived to be more useful when using “I,” while the synthetic voice system seemed more useful when avoiding claims to humanity by avoiding “I.” Similarly, the synthetic speech system that said “I” was judged less trustworthy than the same system without “I,” demonstrating that the attempt to claim humanity was perceived as a suspicious artifice; there was no significant difference for recorded speech.
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Is there money to be made by carefully matching voice and words? Yes. People who heard the recorded voice user interface bid more when they heard “I,” while people who heard the synthetic voice interface bid more when they did not hear “I.”



When Not to Use “I” With Recorded Speech Although recorded speech clearly benefits voice user interfaces—even though there are nuances that must be taken into account (see Nass and Brave, 2005)—and people expect these systems to use the term “I,” designers should not assume that using “I” is always optimal. For example, when formality is desirable, the avoidance of “I” is effective (Nass and Brave, 2005). A second domain in which the avoidance of “I” may be useful is when the system wants to deflect blame from itself. Every child’s instinct is to say “the lamp broke” rather than “I broke the lamp,” and in the heat of the Watergate scandal, President Richard Nixon said “Mistakes were made” rather than “I made mistakes.” Similarly, when a person requests information that may not be provided, the system might benefit from behaving like a stereotypical bureaucrat by saying “The rules do not permit that information to be given” rather than “I cannot give you that information because of the rules.” This strategy can also be useful when the system has to deliver bad news, for example, “That item is not in stock” rather than “I don’t have that item right now.” Passive voice can also be useful when a voice input system fails to understand the user (Nass and Brave, 2005). Thus, an (actual) airline system that only uses “I” when it does not understand the user is particularly poorly designed: The exceptional use of “I” draws attention to the personal aspect of the interface at precisely the time when users are most frustrated and annoyed. In a related way, cultural differences dictate when one should use “I” or “we.” In individualistic cultures, such as the United States and Germany, people are more persuaded when the speaker, including a computer agent, uses “I.” Indeed, in the United States (and likely other individualistic cultures), individuals highlighting their own identity are evaluated more favorably than are the same individuals in aggregates or groups (Sears, 1983). However, in collectivist cultures, including most of Asia, it is much more effective to refer to “we” (Maldonado and Hayes-Roth, 2004; Miller et al., 2001). A third domain in which “I” may be problematic is when the user must provide input via touch-tone (DTMF). There is a basic conversational principle that it is polite to respond in the same modality that the user uses. People return a phone call with a phone call, not e-mail; a letter with a letter, rather than a phone call; and a spoken yes/no question with words, rather than a nod of the head. When a voice interface says “I” and then proceeds to refuse to let the person reply by voice, this might be seen as controlling and unfair: “He/she gets to speak, but I only get to push buttons?!” The avoidance of “I” may reduce the social presence (Lee, 2004) of the system and thereby make it more acceptable to restrict the user to touch-tone responses. The absence of “I” can be a powerful rhetorical technique when the system wants the user to respond to the system’s statements as certainties. For example, a voice user interface that says, “I have four messages for you” or “I see that you are free between 12 and 2 PM,” or “I think that you will like these four restaurants” may seem more uncertain than a system that says, “There are four messages,” “You are free between 12 and 2 PM,” or “You will like these four restaurants.” Conversely, voice user interfaces that want full focus on themselves and their unique capabilities likely should use the term “I,” as in “I have searched through thousands of songs to find these three for you” as opposed to “Thousands of songs have been searched; here are three for you” (Nass and Brave, 2005).
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Synthetic-speech interfaces, on the other hand, should never use “I.” As the experiment showed, there was no case in which the use of “I” made the synthetic-speech interface seem better, and in many cases, the benefits of avoiding “I” were clearly significant.



CONCLUSION When William James (James, 1890) marveled at the “blooming, buzzing confusion” of life, he was trying to understand how babies could eventually make sense of and integrate the constantly changing stimuli impinging upon their senses. Eventually, he noted, babies figure out that the physical world is not all that complicated a place. Drop anything and it falls to the ground. Even if it rolls under a table, it still exists. Even the imponderable is remarkably simple: Every snowflake may be different, but for everyone besides meteorologists, they are all the same. Though water spins down the drain in opposite directions in the northern and southern hemispheres, the physical world works in much the same way throughout the Earth. For all the seeming complexity of the universe, then, people do not have to be Newtons or Einsteins to cope with and comprehend the way the world works: managing the physical world is relatively simple and straightforward. Although children acquire a virtually adult-like understanding of the physical world by the age of eight or so (Piaget, 1960; Piaget and Inhelder, 2000), the social world remains extraordinarily complex throughout adulthood. There are no laws of human behavior that are as reliable as any physical law. The differences between each person, unlike the differences between snowflakes, are highly consequential. In contrast to the virtual uniformity of the physical world, every new location seems to present multiple new cultures with mysterious and unpredictable attitudes, norms, and behaviors. The world of interfaces may parallel these complexities. Although the world of GUIs, like the physical world, might seem initially complex, in a relatively short time users understand that there is not all that much going on in graphical user interfaces. The limitations of GUIs, coupled with designers’ almost religious belief in the virtues of consistency across applications and domains, dramatically enhance the reliability of the users’ conclusions. GUIs, like the physical world, are accessible to everyone. As interfaces began including social representations such as voices, designers became responsible for an extraordinarily rich and complex world that they and their users can barely manage in daily life. Although the rules of GUIs can be neatly encapsulated, the rules of social life are too complex and rich to be captured—that is one reason why advice columnists are so popular! Unfortunately, while designers can justifiably plead ignorance of the complexities of the social world, users will nonetheless bring to bear the full range of social rules and expectations with which they guide their interactions with other people. Even the seemingly simple problem of ensuring that the various aspects of an interface are socially consistent turned out to be extremely subtle and nuanced. If one then wishes to take the small step of thinking about consistency between the characteristics of the interface and the user as well, the situation becomes even more complex. For example, how does a designer select the personality of the voice when the user is extroverted and the language of the Web site is introverted? (Nass and Brave, 2005; Nass and Lee, 2001) Now include politeness (Nass, 2004; Nass et al., 1999), flattery (Fogg and Nass, 1997), specialization (Nass et al., 1996), among thousands of other social domains, and the designer begs for mercy! Will designers feel overwhelmed and simply adopt “standards,” no matter how far removed they are from the realities of social life? Will they opt for a set of consistent rules, no matter how foolish (Emerson, 1990)? We need not be pessimistic. Even the most suave person does not know all of the social rules of interaction, and other people, situational constraints, cognitive distractions, and a host of other
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factors lead to inconsistency that is not crippling in social interaction. Nonetheless, society does not crumble. Similarly, an interface need not be Miss Manners (Martin, 1998), Dale Carnegie (Carnegie, 1990), or Don Juan (Byron, 1988) to have success with users. While a number of academic disciplines have endeavored to precisely list every social rule for every social characteristic and culture, a complete list is likely unachievable and certainly unnecessary. In a sense, all people are experts on social interactions. Designers simply have to ask “What would a person do?” and be guided by the answer. Even if not perfect, this strategy will create interfaces that are more human, more consistent, and more humane.



NOTE 1. Because US accents are not associated with particular races, it is not unusual to hear someone who is Korean in appearance speak with an American accent. Ideally, this study would have been done with Australian participants. As a compromise, we view Australian culture as closer to US culture than to Korean culture and interpret the study accordingly.
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