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The



Sociology



of Information



Mark Balnaves Faculty of Communication University of Canberra



ABSTRACT The expression ’information society’ is commonplace in modern sociological literature. There exists, however, no sociology of information. It is not at all clear how social theorists and policy makers are to ascertain and to assess the value of information or what it means to talk about the ownership of ’information’. The purpose of this paper is to suggest that there is confusion over what information is in the sociological literature That confusion has ramifications for social and political theory and how the right to information is to be conceived.



INTRODUCTION



,



Information is the ideal physical factor in the development of societies because it intensifies human activity and leads gradually to a single (or unitary) system of intensification of human activity. Thus information is not only a direct production force, but also the effective cause of intensive development and change in a community (Ursul, 1983, 5-6).



A.D. Ursul, a Soviet social theorist and philosopher, is representative of the treatment of the concept ’information’ in the sociological literature. The study of information is generally taken to be a science which will lead to insights not only about the physical nature of information and its properties but also about the transformative effects of information in human, social, action and relations. The concept ’information’, therefore, is often treated as an explanatory concept useful, simultaneously, for both the natural and social sciences. Ursul’s thesis raises



an



important question.



If information is the



core,



decisive, determining element of society, then is the science of society in fact the scie1lcc qf Î1!(or1llatíoll? According to Braman, for example, argument over



to an



how



to



define information is critical because that definition is central information policy regime (1989, 234). Thus she created a



emerging
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hierarchy of four categories of definitions of information, the standardsetting category being that which defined information as a ’constitutive force’ in society. Information, she suggested, is not just affected by its environment, but is itself nn actor affecting other elements in the environment. Information is not just embedded within a social structure, but creates that structure itself (Braman, 1989, 239). The concept ’information’ is often used in social policy literature to refer to physical, social and other entities, Data, information, knowledge and intelligence ascend hierarchically. The concept of encoded data organised as ’infomiation’ is the common feature of genetics, biotechnology, language, communications, mathematics, electronics, computing and robotics (House of Representatives Standing Committee for Long Term Strategies 1991, vii).



with such quotes is not that ’information’ is held to be the characteristic of several different things that everyone knows to be different. If that were so, then the sociological problem would be quite trivial. The issues for sociology are, firstly, whether specific social effects follow from the characteristics that are ascribed to information by theorists and, secondly, whether information can be isolated as the most important element in human society.



The



problem



common



The author will propose a sociology of information to address these issues. The expression ’sociology of information’ is not intended to suggest that there is a body of social theory which is peculiar to information. Rather, it is like the expressions ’philosophy of mathematics’ or ’philosophy of education’. The purpose, that is to say, is to advance understanding of information through the application of social theory, rather than to advance sociological theory through insights gained from particular social (or physical) phenomena, though the latter approach is not, we may hope, precluded. Mann (1986, 4) wrote that societies are much messier than our theories of them. If the study of society and mind is the study of information, then a sociology of information would, of its nature, draw on diverse theoretical perspectives.



sociology of information would not necessarily be a sociology of knowledge. A sociology of knowledge for Berger and Luckmann (1976, 16), for example, is concerned with the relationship between human thought and the social context within which it arises. However, in A



theoretical discourses it is not clear how ’information’, conceived as an object with temporal extension occupying the place of other objects yet not identical with them, is to be included in debate about the social construction of reality. The idea of information advanced by Ursul and Braman, for instance, would suggest that the study of information precedes a sociology of knowledge because information is the ideal physical factor in the development of societies. Downloaded from jos.sagepub.com at St Petersburg State University on June 19, 2012



95 It is not the purpose here to resolve the problem of the relationship between ’information’ and ’knowledge’. However, it is useful to note that in disciplinary discourses ’information’ and ’knowledge’ have often been conceived as having separate identities. George Herbert Mead, for instance, went to great pains to keep ’information’ definitionally and ontologically separate from ’knowledge’. Information for him was the experience arising from the direction of attention through the gestures of others to objects and their characteristics, and cannot be called knowledge. ’Perception is not itself to be distinguished from information’ (Mead, 1938, 54-55). Mannheim’s comment that ’knowledge does not begin with conceptualization’ also implied a distinction between knowledge and perception (1982, 187). For Mead and Mannheim much of the activity that precedes conceptualisation is basic to our understanding of social action.



Insights gained from problems in the definition and conceptualisation of information whether from a natural-scientific or a social-theoretic perspective would serve as a useful starting point for a sociology of information. The first part of this paper will outline aspects of disciplinary and policy conceptions of information. The second part of the paper will address the idea of information as both a physical and social actor and compare that idea with social theories of information. The final section of the paper will explore the effects of the conception of information as property on current legal definitions of information. In conclusion it is suggested that there is an urgent need for the establishment of a discourse which attempts to clarify the nature of information. DEFINITIONS OF INFORMATION



of the concept of information in texts can be of three kinds. Firstly, those authors and theorists who assume that they and the reader understand the nature of information. This involves, generally, the already use of the terms with no formal definition. The implicit usage in these contexts clearly presupposes some paradigmatic or theoretical treatment of terms, and assumes a discipline in which these are generally accepted. Giddens (1984) in his discussion about ’information filtering’ is one example. Secondly, there are those authors and theorists who define the term ’information’ by a reference to paradigm usage. A description of the paradigm may be provided but there is no exploration of the concept of ‘information’ itself. Habermas (1981), for example, associated information with communicative experience but not discourses which make theoretical knowledge possible. Finally, there are those authors and theorists who define information explicitly as part of wider theories, or who have information and communication as the wider theories, and



Usage there



are
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other views from particular philosophical, sociological, scientific, aesthetic and policy perspectives. It is this last aspect of usage that will concern us here.



critique



There is no shortage of analyses of, or statements about, the ’information’ or the ’post-industrial’ society (see for example, Bearman 1987; Cronin 1986; Lyon 1988; Masuda 1981; Tbmer 1980). The concept ’information’ has also been investigated or discussed in various texts, for example by Lamberton (1984) and Melody (1987) and by Machlup in his seminal works on knowledge production (1980; 1982; 1984) (see also Machlup and Mansfield 1983 in an interdisciplinary context). According to Levitan (1980, 244) ’information’ is infinitely variable in that it characterises every different subject one is able to recognise and ’it is ubiquitous in that it pertains to everything.’



Each discipline has its own theoretic framework and fundamental concepts and usage of the term ’information’ varies widely. Kochen (1970, 49), for example, identified ’information’ with ’data’. Yovits and Abilock (1974, 166), argued that information is the mean square variance of the expected values of the courses of action. Murdock and Liston (1967, 197) identified information with the concept that an item of



knowledge becomes an item of information, when it is set in motion. Fox (1983, 12) limited the concept ’information’ to the concept ’propositions’. ’Ontologically information is propositions’ (Fox, 1983, 12). Parsons (1961, 63) defined information as the culturally codified body of knowledge available in the society. Definitions which link the concept ’information’ with that of ’uncertainty’ can also be found in disciplinary discourses. For example, according to Hintikka (1968, 312), the information of s is the amount of uncertainty we are relieved of when we come to know that s is true. Information is thus an event which occurs at some unique point in time and space to some particular individual. It is ’that-which-occurs-withinthe-mind-upon-absorption-of-a-message’ (Pratt, 1977, 215). Arrow’s (1979) definition of information as ’reduction of uncertainty’ is most closely associated with the last definition. That definition has its roots in disciplines concerned with analysis of automata, and the coding and transmission of signals in modern analog and digital systems, including areas like communication and electronic engineering and cybernetics. Concepts of ’meaning’ are theoretically irrelevant within these disciplines where a quantitative measure of information is used. Claude Shannon, Warren Weaver and Norbert Wiener are three major representatives of the development and presentation of the mathematical theory of communication. This theory, also known as ’information theory’ or ’mechanical information’ (Culbertson 1982), has been influential in such areas as statistical hypotheses (Jaynes 1963), communication theory of the Downloaded from jos.sagepub.com at St Petersburg State University on June 19, 2012
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non-engineering kind (Schramm 1973; Cherry 1959), neurology (Garner 1962) and psychology (Miller & Frick 1949). Shannon’s name is also cited by some as the source of the title ’information science’ (Meadows 1987). Policy definitions of information tend to focus on the idea of information as a resource and a commodity and may or may not draw on disciplines such as ’information science’. There have been two major developments in the information policy literature. The first involved a resurgence of the entrepreneurial ethic. The second involved the perception of information as a resource and as salable commodity. ’In 1985 one can state that &dquo;information is a valuable resource&dquo; without attracting much attention. In 1980 that statement would have been regarded as odd’ (Lytle, 1986, 310). However, the resource conception of information was considered as early as 1973 in Australia (Tell, 1974, 31). Lamberton also anticipated the resource and commodity issue, asserting that even if nobody ’owns’ the unexpected in a legal sense, it seems likely that information resources, like land, minerals, buildings and machines, will become the basis of economic and political power (1975, 13-14). Stonier (1986, 278) in his ’new theory’ of information for information policy supported the proposition that ’information’ is as much a part of the physical universe as are matter and energy and that, like matter and energy, ’information’ may be considered a physical entity in its own right. But by ’information’ Stonier (1989) did not mean documents, signals or data structures. Similarly, for the United States National Commission on Libraries and Information Science (NCLIS) task force report on public sector/private sector interaction in providing information services, the concept ’information’ appeared and was generally understood to be separate from the physical form in which the communication occurred (NCLIS, 1982, 16). The task force members treated information ’as a commodity, as a tool for better management of tangible resources, as an economic



resource



in and of itself’



(NCLIS, 1982, 26).



That definition (in identifying ‘information’ with the media that convey it, and with a limited set of such media at that) is irreconcilable with the usage in the Task Force. Information is an intangible which can be made available in many media (NCLIS, 1982, 16).



The NCLIS report contains elements in the definition of information that are also common in disciplinary definitions of information, especially the conception of’information’ as separate from the physical form with which it is identified. I will return to this point at a later stage. The above section gives some indication of the diversity of definition and conception of information in disciplinary and policy discourses. It would seem legitimate for diverse disciplinary and policy theorists to employ different definitions and conceptions of information in their Downloaded from jos.sagepub.com at St Petersburg State University on June 19, 2012
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theoretical work. However, claims by theorists that information is a universal organising principle in both physical and social affairs raises issues of another kind. It is necessary to examine these claims in closer detail. INFORMATION AS PHYSICAL AND SOCIAL ACTOR in a recent study, argued that information leads to social order. He said that the subject matter of the social and behavioural sciences, if they are to complement studies of the flows of matter (input-output) economics and energy (ecology) ’ought to be information, its generation, storage, processing, and communication to effect control’ (Beniger, 1986, 38). This is a paradigm example of the conception of information as a physical nrrd social actor in its otiii right. ’What we recognize in the enddirectedness or purpose of organization is the essential property of control,



Beniger,



already defined as purposive influence toward a pre-determined goal’ (Beniger, 1986, 35). ’Information theory’ is the source of Beniger’s ideas about information and agency. Information theory has become associated not only with the coding and transmission of signals, but also with the ’reduction of uncertainty’ or ’curtailment of variance’ of a human’s mind or cognitive state, that is, the human receiver of a message. Campbell (1982, 61) said, for example, that a message conveys no information unless some prior uncertainty exists in the mind of the receiver about what the message will contain. Similarly, according to Sampson, ’it seems intuitively plausible that receipt of a less likely message conveys more information’ (1976, 9). Campbell (1982, 61) argued that probability measures both knowledge and ignorance, just as Shannon’s entropy does. If entropy is a maximum, that is to say, if all the possible messages are equally probable, then ignorance is also a maximum (Campbell, 1982, 63). The engineering and commonsense viewpoints converge, says Lathi (1983), on the notion of source choice. In the ideal system, where source and destination begin from the same set of presumptions, the receiver’s uncertainty about the transmitted message is equal to the source’s freedom of choice in constructing the message.



Weaver, who



placed Shannon’s entropy theory in a sociological that information is a measure of one’s freedom of choice, and hence the greater the information, the greater is the uncertainty that the message actually selected is some particular one. ’Thus greater freedom of choice, greater uncertainty, greater information go hand in hand’ (Shannon & Weaver, 1964, 18). context,



argued



Weaver’s introduction of the knowing subject is clear. Choice and uncertainty are related to the amount of organisation or disorganisation Downloaded from jos.sagepub.com at St Petersburg State University on June 19, 2012
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that characterises the knowing subject at any one time. Indeed, Weaver had a vague feeling that information and meaning may prove to be something like a pair of canonically conjugate variables in quantum theory, ’they being subject to some joint restriction that condemns a person to the sacrifice of the one as he [sic] insists on much of the other’ (Shannon & Weaver, 1964, 28). Weaver related human choice and uncertainty in processes of deliberation, not to meaning, but to entropy. Choice, in this instance, does not refer to freely chosen ends. It means, the more likely it is that a particular statement will be made in normal conversational English, the less informative it will be. The greater the cognitive uncertainty associated with a statement, the greater my cognitive organisation as a result. A source’s freedom of choice in selection of a message is equivalent to a receiver’s uncertainty about that selection. Not surprisingly, the ideas of Weaver and Wiener (1950) on organisation and disorganisation, order and disorder, in human communication have found application in linguistics. Linguistics deals with how people are able to carry out the everyday activities of producing and understanding sentences and technical problems in speech therapy, physiology, acoustical engineering, cryptography, and cultural anthropology. Malmberg (1963) is a good example of the incorporation of the ’information theory’ of mathematics into a linguistic theory. He said that it is important to understand that the encoding of a message into a linguistic form concerns the content itself and that ’it is of no, or little, use talking about ’the same content’ or the same ideas or concepts differently expressed on different occasions or in different languages’ (1963, 19). By this, he meant that the amount of information, the probabilities associated with the reception of a message, are bound by particular sender-receiver contexts. Messages and codes are not transferable directly ’with the same amount of information not more and not less - into any other language’ (1963, 20). For example, if I screamed the English word ’murder’ in a Russian city, I would increase the amount of information associated with the message and decrease the amount of order. ’Order favours predictability and consequently reduces the information capacity of each item of a pattern. Disorder on the contrary increases the amount of information of each unit of a pattern, since disorder excludes predictability. Chaos implies chance’ (1963, 32). Malmberg’s thesis was that language is probabilistic in nature and leads to either order or chaos. ’The amount of information (Wiener’s term) consequently also becomes a measure of the degree of order - associated with those patterns which are distributed as messages in time’ (1963, 32). Sounds have an identity and the way we make those sounds has an effect on the a priori probabilities associated with their reception. Bateson also took information to be negative entropy in Weaver’s sense. Information is a djfli>reii


100 difference because the neural pathways along which it travels and is continually transformed are themselves provided by energy (1972, 459). Information, in Bateson’s theory, is not possessed or processed by ’minds’, it is processed by wholes, by systems. The



cybernetic epistemology which I have offered you would suggest a approach. The individual mind is immanent but not only in the body. It is immanent also in pathways and messages outside the body; and there is a larger Mind of which the individual mind is only a sub-system. This larger Mind is comparable to God and is perhaps what some people mean by ’God,’ but it is still immanent in the total interconnected social system and planetary ecology (Bateson, 1972, 130). new



The influence of the ’uncertainty’, or ’negative entropy’, thesis should be underestimated. In China, sociologists have adopted the conception with vigour (Li Ming, 1985). This is not surprising, given the claims made by United States theorists. Krippendorf, for example, wrote that information does not mean a statement of fact (as opposed to entertainment or pleasure), knowledge about the world, or the content a message conveys. Although facts, knowledge, and message content involve information in some way, he found it useful to regard information as a change in an observer’s state of uncertainty caused by some event in this world. ’This conception of information is not new, although its process nature is rarely realized. By way of explanation, let me compare information with the more acceptable concept of energy, I would suggest that information is related to uncertainty as energy is related to matter’ not



(1984, 49). echo those of Weaver and Bateson. external tral1sformatiol1 variable that reduces the uncertainty or ignorance of the user or aids in decision making. Explanations of social relations are then constructed in terms of entropy. Hirst (1976, 17) in his analysis of social evolutionary theories suggested that any definition of the term ’evolution’ will entail a def.nite concept of evolution, a specific theoretical system, and a specific evoh tionary process constituted by that theory. He demonstrated how classification of social relations may be ordered by teleologies. Similar considerate ns apply here. Theorists such as Beniger (1986), Campbell (1982), Stonier ~1983; 1986), Wiener (1950; 1951), and others, have advanced genera. theories of information. They hold information to be a real entity, an object with temporal extension, capable of transforming physical, economic and social relations. For theorists such as Shannon, conversely, ’information’ is the result of some act of recording or transmission. On such a view, information and the media that carry it are the same thing. Phy~ical states, shapes or snunds in different places or at different times mny all be simj,’’1r to one another, but to be irforrnatiorr they must be identically the same.



Krippendorf’s



comments



Information is conceived



an
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Despite the confidence displayed by Ursul (1983), and others, that the concept ’information’ explains physical and social reality in a way that other scientific concepts do not, there remains no agreed conceptual framework for information and communication within the disciplinary or national and international policy discourses. The disciplinary and policy fields are unclear in terms of scope, objectives, and methodology (More, 1987, 16). ’In fact, there is not even agreement on what we are talking about, there is neither an agreed terminology, nor a basic taxonomy’



(Ploman



Hamilton, 1980, 214).



&



SOCIAL THEORIES OF INFORMATION



criticised approaches to the definition of information which ascribe to it peculiar characteristics of agency, especially those approaches which relate the physical quantity ’information’ to definition of human rationality and purpose. For Jonas it is people who let certain ’messages’ count as ’information’, and as such make them influence their actions



Jonas (1953)



(1953, 185). The claim that information is ’reduction of uncertainty’ is open to a similar critique. If I am in doubt about whether or not my wife loves me, that uncertainty has ’meaning’. The answer from my wife ’yes I love you’ may reduce my uncertainty, but ’information’ in that case is reducible to ’answers to questions’ and not to ’reduction of uncertainty’. The laws of probability have nothing to do with how my wife will answer or how I will receive her answer (for instance, whether I think my wife’s answer is true or not). To link ’truth’ in this sense to Shannon’s formula would be an impossible business. not be possible to derive a theoretical index of uncertainty or without ignorance intruding into peoples lives. In order to discover what things resolve uncertainty or reduce ignorance we would require experiment and test. A normative ignorance calculus could not be an exclusively theoretical index. It is difficult to find a case of purely intellectual uncertainty - one which makes no difference to anyone. An Oriental potentate, for example, declines to attend a horse race on the ground that it is already known to him that one horse can run faster than another.



It would



to which of several horses could outspeed the others may have been purely intellectual. But also in the story nothing depended from it, no curiosity was aroused. And it is a strict truism that no one would care about any exclusively theoretical certainry or uncertainty. For by definition in being exclusively theoretical it is one which makes no difference anywhere (Dewey, 1929, 38-39).



His



uncertainty as



be said



to
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102 or ignorance, used for social policy, would what resolved uncertainty or reduced ignorance. about require judgements It is predictive advantage that is sought. Predictive advantage and determination of what resolves uncertainty or reduces ignorance could not be gained, on any large scale, without considerable changes and intervention in the lives of people (even if that intervention were, supposedly, to their advantage). There are problems, therefore, in treating information as a ’social actor’ in its own right. Scholars do this in various ways and, in analysing Wiener and others, the author has only examined some of these ways.



An index of



uncertainty



proposition that information is a ’social actor’ in its proposed instead that being ;,ifor111ed exhibited ontological right. characteristics quite different from those advocated by cybernetic epistemology. Humanity, he said, may well be ’in a sense very different from cybernetics, Ít¡1ormatioll’ (Jonas, 1953, 192). Rejections of the conception that information is an object with temporal extension, capable of transforming physical and social relationships, can be found elsewhere in the literature. In Schutz’s (1946) work, for example, the social distribution of knowledge is the stock of knowledge theoretically available to everyone, but consists in experiences which not we but our contemporaries or predecessors have had. As only a small part of our actual and potential knowledge originates in our own experience we must trust in and make judgements about the experience and knowledge of others. ’No car driver is supposed to be familiar with the laws of mechanics, no radio listener with those of electronics’ (Schutz, 1946, 463). We use complex technology without knowing how it works, but we trust in the competence of those who provide it to us. The question is, to what extent can we judge that competence? The core of the problem of the social distribution of knowledge is the Jonas rejected



own



the



He



system of relevances within which we operate. We have our own intrinsic relevances which are the outcome of our chosen interests, established by our spontaneous decision to solve a problem by our thinking or to attain a goal by our action. We are also the mere passive recipients of events beyond our control which occur without our interference. Imposed upon relevant are situations and events which are not connected with interests chosen by us, which do not originate in acts of our discretion (Schutz, 1946, 470). Schutz created three ideal types to exemplify our position in the system of relevances, ’the expert’, ’the well-informed citizen’ and ’the person on the street’. us as



For the ’expert’, expert knowledge is restricted to a limited field, but therein it is clear and distinct. The ’well-informed citizen’ has knowledge which enables him or her to arrive at reasonably founded opinions in Downloaded from jos.sagepub.com at St Petersburg State University on June 19, 2012



103 fields which are at least mediately of concern to them. The well-informed citizen considers him or herself perfectly qualified to decide who is a competent expert and even to make up his or her mind after having listened to opposing expert opinions (Schutz, 1946, 466). The ’person on the street’, however, holds only a knowledge of recipes indicating how to bring forth in typical situations typical results by typical means. The recipes indicate procedures which may be trusted even though they are not clearly understood. By following the prescription the desired result can be gained without questioning why. I do not wish to push a phenomenological line here or to buy into the idea that ’rights’ to ’information’ are ontological attributes of subjects. However, the work of Jonas and Schutz suggests that how information is conceived plays an important part in how the capacities atid statuses of individual and corporate agents are to be conceived.



SOCIAL



CONSEQUENCES



OF THEORIES OF INFORMATION



we have discovered in analysis, is conceived as ’being a thing’ and ’not being a thing’, or both, in different contexts in the disciplinary and policy literature. However, (i) Is information a ’social actor’ in its own right, capable of transforming physical, social and economic relationships?; and, (ii) If’information’ does exist, then in what sense can it be called ’real’? A rejection of the assumption that information is an object with temporal extension, occupying the place of objects and yet not identical with them, does not entail rejection of the existence of negative entropy, messages or uncertainty. There would seem to be a fundamental difference between the meals of becomillg illformed and beiiig it/formed. Shannon recognised that signal states, data structures, negative entropy and the like are appropriately associated with the former but not the latter aspects of definition of information. Disciplinary discourses about ’information’ as a social actor in its own right, however, have the potential to distort theoretical debates and discussion about the processes and effects of becoming informed because they set up propositions which are in many cases absurd.



Information,



Intellectual property law is one area where distortion has already occurred. The claim that information is property, that is a thirrg, entails an inversion of traditional conceptions of intellectual property law. For example, if we follow a Schutzian conception of information it is not at all clear how ’being informed’ can be included in the concept ’property’ because ’being informed’ is not obviously a ’thing’. Property is from the first, to all appearances, a right and not a natural law and it is important for us to consider what sort of tliitigs are objects of property, and whose Downloaded from jos.sagepub.com at St Petersburg State University on June 19, 2012
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they are, or in more ultimate analysis, what sort of exclusive control is exerted over tliitigs, and by whom. In a society whose economic organisation is at all developed, most property consists not only in rights to things and services, but also in the power to make people act in certain ways. Proprietary rights to ’being informed’ would seem to make public ignorance a useful possession. property



The information policy literature cited earlier raises obvious questions about whether information can be conceived as a resource and a commodity. Is information the new property? The issue of definition of information as a resource and a commodity has been dealt with in political economy contexts. For example, Dan Schiller (1988, 31) made a distinction between information as a resource and information as a commodity. ’A resource is anything of use, anytime, anywhere, to anyone; but a commodity bears the stamp of society and of history in its very core’ (1988, 33). What political economy texts have failed to do, however, is to investigate whether the concept ’information’ can be included in the concept ’property’. For theorists such as Hegel there can be little doubt that products of mind are treated as ’things’. A product of mind may, ’owing to the method whereby it is expressed, turn at once into something external like a ’thing’ which eo ipso may then be produced by other people’ (1981, 54). However, the purpose of a product of mind is that people other than its author should understand it and make it the possession of their ideas, thinking, and so on ( 1981, 55). Hegel recognised that products of mind and their means of reproduction are treated as capital assets. However, at the same time, the utility of those products lies in the fact that others make those products their own. ...



Hegel was writing at a time when copyright was much discussed in Germany. A copyright law had been passed in England in 1709 and in France by the revolutionaries. However, there was no systematic copyright law in Prussia in Hegel’s time (see editor’s note 57 in Hegel, 1981, 327). Hegel’s commentary is useful because it raises obvious questions about the capacities and statuses that have been constructed in intellectual property law under Anglo-Australian jurisdictions. In the law of international copyright the act of publication, when voluntarily done by the author, is virtually and necessarily a gift to the public (Yates, cited in Briggs, 1906, 19). From the public domain it is open to anyone to appropriate what he or she likes. ’For when an author throws his ~sic~ work into so public a state that it must immediately and unavoidably become common, it is the same as expressly giving to the public’ (Briggs, 1906, 19). Under Anglo-Australian common law you own your own ideas completely until they are published. Ideas are free; but while the author Downloaded from jos.sagepub.com at St Petersburg State University on June 19, 2012
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confines them to his or her study they are like birds in a cage, ’which none but he can have a right to let fly; for, till he thinks proper to emancipate them, they are under his own dominion’ (Briggs, 1906, 19). People who decide to ’let fly’ their ideas gain a reward because of their contribution to the public domain. Copyright, which defines the right of an author with regard to a production, is undoubtedly given to him or her as recompense for that creative work (Briggs, 1906, 22). While the right to tangible expressions of knowledge is called a property right, it is more precisely a right to reward to those who surrender their exclusive control of their own thoughts. What an individual owns is a (tangible expression of knowledge’ and not the knowledge itself. It could be argued that the fundamental underlying objective of intellectual property law has been from its initial conception to create legal property rights in ’information’ so that information can be treated as private property and traded in markets. Moreover, that by commodifying information, intellectual property law gives people a private market incentive to create information and share it with others by selling it and the rights to use it. Intellectual property law is, thus, a classic illustration of the principles which are present in the principles of private property. However, this would be an embarrassingly simplistic view of the rationale behind intellectual property law and in fact would appear also to be a fundamental inversion of the purpose of such law. One of the most important theoretical principles in intellectual property law is that ’material protected by copyright is existing information expressed in a particular way. The ideas are not protected, at least in theory, but their arrangement and expression is’ (Eisenschitz, 1986, 263). The purpose of intellectual property law is



not to establish private ownership, or even common property ownership (ownership by state agencies or the Crown), in ideas , because no proprietary right or protection is given to ideas themselves, only to their mode of expression. This last point needs particular emphasis.



property



In the case of copyright [there is] a general rule to the effect that, while the ideas contained in the author’s work should be free for all to use, once he has published them to the world at large the author has the right to prevent others appropriating the pnrticnlar mode of expression which he has adopted to convey these ideas [emphasis added] (Ricketson, 1984, 7-8).



Intellectual property law is a contract of gift, rather than a contract of It protects. Rewarding authors and inventors and giving them temporary rights over the mode of expression of their ideas is one aspect of this law. The law does not entail a proprietary right to ideas or to the community’s stock of knowledge. Indeed, orrce a person has published a work and placed it in the public dornairt, that person has surrendered any exclusive riglrt



exchange.
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106 to the ideas in tlre work. This last point is reflected in Hegel’s comment above about the purpose of a published product of mind being that people other than its author should understand it and make it the possession of their ideas, thinking, and so on.



There is a difference between temporary dominion over published works and perpetual control and ownership in ideas and the community’s stock of knowledge. If the Whig landlords who are responsible for most of the details of our glorious constitution had been also authors and inventors for profit, we should probably have had the strictest rights of perpetual property or even of entail in ideas; and there would now have been a Duke of Shakspere to whom we should all have had to pay two or three pounds for the privilege of reading his ancestor’s works, provided that we returned the copy uninjured at the end of a fortnight (Wallas, 1920, 146). A Duke of Shakspere would, perhaps, argue that privatisation of



’information’ maximises the opportunity to create ’information’ and share through markets. This is not, however, the current purpose of intellectual property law, in terms of copyright or patents. For most property theorists property is not things but rights, rights in or to things (Bentham 1978; Cohen 1978; Green 1978; Hegel 1981; Hunt 1986; Macpherson 1978; Locke 1978; Mill 1978; Reich 1964; Rousseau 1978; Tawney 1978; Veblen 1978). Hollowell (1982, 8-9) is an exception where the concern is with how people define ’something (rather than rights in it) as property, more frequently or more intensely than other things.’ The ’right to information’, defined in private property terms, entails a commitment to the assumption that ’information’ is a ’thing’ and that exclusive rights to that ’thing’ must be protected. it



The author is not suggesting that modern information and communication technologies have not complicated the problems facing intellectual property law, or that the existing laws are necessarily sufficient to protect us from a Duke of Shakspere. Our capacities and statuses as agents in intellectual property law can change. In intellectual property law ’the marked tendency under modern conditions is to reach answers about the proper scope of protection by political decision expressed primarily in



legislation’ (Cornish, 1981, 7). CONCLUSION No one would doubt, as Gellner (1974, 168) has suggested, that power, wealth and knowledge have grown immeasurably in the modern world, ’to an extent which makes each of them quite incommensurate with their previous historic forms’. Nor would anyone disagree that the central social Downloaded from jos.sagepub.com at St Petersburg State University on June 19, 2012
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function of knowledge is as a means of orientation (Elias, 1982, 37). Every member of society depends on the means of orientation. Those who monopolise society’s means of orientation hold in their hands very considerable power chances. This paper has only indirectly touched on the knowledge/power paradigm. It is beyond its compass to engage all the literature associated with debates about knowledge and power, but it would be reasonable to argue that the debate about the nature of information and its ownership falls within such a paradigm. However, there are important differences between argument about the social function of knowledge and the nature of information. It is not difficult to associate the concept ’knowledge’, for example, with scientific establishments and the people in those establishments who define what they think is relevant knowledge. It is far more difficult, however, to explain what is the social function of information and how the concept ’information’ may be related to the concept ’knowledge’. Few theorists would argue, for instance, that entropy is knowledge (where information is defined as negative entropy and placed in inverse relation to meaning and knowledge) or that uncertainty can be otvtied (where information has been conceived as uncertainty). Such definitions, however, may affect what is accepted as ’knowledge’ and, more importantly, explanations about the nature of society.



’Information’, of course, need not be conceived as existing. Social theorists such as Jonas or Mead, for instance, reject cybernetic definitions of information and focus on agency and problems in the definition of the well-informed citizen. At the same time, there are many supporters for the proposition that information exists and, moreover, leads to cognitive organisation, social organisation, social order or economic intensification. Hindess (1988) has pointed to the consequences for theoretical discourse and public policy decision making when the notion of ’social actor’ is misconstrued. Misconstruing the nature of information may have similar effects. If, for example, information is treated as anything that ’reduces uncertainty’, then policy decisions on what constitutes ’reduction of uncertainty’ in the community will have consequences for our capacities and statuses as agents. What is proposed in this paper is analysis of the social phenomenon of information that concerns itself with, (i) The effect of disciplinary and policy conceptions of information on the definition and analysis of the social distribution of knowledge (the reality of information). The claim that information is an explanatory concept useful, simultaneously, for both the natural and social sciences requires investigation. Our understanding of the social function of knowledge may well be affected by the definitions of information that we adopt; and, Downloaded from jos.sagepub.com at St Petersburg State University on June 19, 2012
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(ii)



The needs and competencies of a well-informed citizenry and how those needs and competencies may best be met (social equity and the generalisation of competencies). Intellectual property law is an example of protection of the public interest in knowledge. It is important to understand the public policy consequences of discourses about information.



It might be argued that there is no need to establish a ’sociology of information’ to deal with these issues. There are many theoretical approaches that are concerned with such issues, including information theory. Certainly, post-industrial theorists have emphasised that there has been a changeover from a goods-producing society to an information or knowledge society (Bell, 1973, 487) and that major social isssues, like property rights, have emerged because of this change (Porat, 1978, 35). The New World Information Order debate and the political economy of information also centre on the issue of an equitable distribution of information (Bates 1988; Holzberg 1982; Mattelart and Stourdze 1985). However, no analysis of the concept ’information’ has sufficiently clarified the idea of information itself or the concept of ownership of information. This paper has attempted to show that there is a variety of theoretical perspectives that can be directed towards the social phenomenon of information. These diverse perspectives, however, do not give sufficient insight into the nature of information either as an object of disciplinary discourse or as an object of nature. A clarification of the nature of information as a social phenomenon is necessary if we are to avoid entering Plato’s Republic through the back door - through ignorance. Millions of dollars are committed to researching ’information’. Much is said about ’information rich’ and ’information poor’ as if these categories were meaningful, but little is known about the effects of different conceptions of information on disciplinary formation, public policy, the idea of a well-informed citizen or public knowledgeability.



REFERENCES Arrow, K.J. (1979), ’The economics of information’, in M.L. Dertouzos and J. Moses (eds), The



Computer Age, Cambridge,



MIT.



Attneave, F. (1959), Applications of Information Theory concepts, methods and results, New York, Holt.



to



Psychology,



a



summary



of basic



Bates, B.J. (1988), ’Information as an economic good, sources of individual and social value’, in V. Mosco and J. Wasko (eds), The Political Economy of Information, Maddison, University of Wisconsin Press. Bateson, G. (1972), Steps to an Ecology of Mind, London, Intertext. Bearman, T.C. (1987), ’The information society of the 1990s, blue sky and green pastures?’, Online, 11(1), 82-86. Belkin, N.J. (1978), ’Information concepts for information science’, Journal of Documentation, 34(1), March. Downloaded from jos.sagepub.com at St Petersburg State University on June 19, 2012



109 Bell, D. (1973), The Coming of Post-Industrial Society, New York, Basic Books. Beniger, J.R. (1986), The Control Revolution, Cambridge, Harvard University Press.



Bentham, J. (1978), ’Security and equality of property’, in C.B. Macpherson (ed.), Property, Toronto, University of Toronto Press. Berger, P.L. and Luckmann, T. (1976), The Social Construction of Reality., Harmondsworth, Penguin. Braman, S. (1989), ’Defining information’, Telecommunications Policy, Sept, 233-242. Briggs, W. (1906), The Law of International Copyright, London, Stevens and Haynes. Campbell, J. (1982), Grammatical Man, New York, Simon and Schuster. Cherry, C. (1959), On Human Communication, New York, Science Editions. Cohen, M. (1978), ’The new property’, in C.B. Macpherson (ed.), Property, Toronto, University of Toronto Press. Cornish, W.R. (1981), Intellectual Property, London, Sweet and Maxwell. Cronin, B. (1986), ’The information society’, Aslib Proceedings, 38(4), April. Culbertson, J.T. (1982), Consciousness, natural and artificial, New York, Libra. Dewey, J. (1929), The Quest for Certainty, New York, Minton Batch. Edwards, E. (1964), Information Transmission, London, Chapman and Hall. Elias, N. (1982), ’Scientific establishments’, in Elias, N., Martins, H. and Whitley, R. (eds) Scientific Establishments and Hierarchies, Dordrecht, D. Reidel. Fox, C.J. (1983), Information and Misinformation, an investigation of the notions of information, misinformation, informing and misinforming, Westport, Greenwood Press. Garner, W.R. (1962), Uncertainty and Structure as Psychological Concepts, New York, Wiley. Gellner, E. (1974), Legitimation of Belief, Cambridge, Cambridge University Press. Giddens, A. (1984), The Constitution of Society, Cambridge, Polity Press. Green, T.H. (1978), ’The right of the state in regard to property’, in C.B. Macpherson (ed.), Property, Toronto, University of Toronto Press. Habermas, J. (1981), Knowledge and Human Interests, London, Heinemann. Hegel, G.W.F. (1981), Hegel’s Philosophy of Right, Trans. T.M. Knox, London, Oxford University Press. Hindess, B. (1988), Choice, Rationality and Social Theory, London, Unwin Hyman. Hintikka, J. (1968), ’The varieties of information and scientific explanation’, in B. Von Rootselaar and J.F. Staal (eds), Logic, Methodology and Philosophy of Science, Vol 3, Amsterdam, North-Holland. Hirst, P.Q. (1976), Social Evolution and Sociological Categories, New York, Holmes and Meier Publishers.



Hollowell, P.G. (1982), ’The nature of property’, in P.G. Hollowell (ed.), Property and Social Relations, London, Heinemann. Holzberg, B.J. (1982), ’The New World Information Order’, Case Western Reserve Journal of International Law, 14, 387-418. Hunt, E.K. (1986), Property and Prophets, London, Harper and Row. E.T. (1963), ’New engineering applications of information theory’, in J.C. Bogdanoff and F. Kozin (eds), Proceedings of the First Symposium on Engineering Applications of Random Function Theory and Probability, New York, Wiley. Jonas, H. (1953), ’A critique of cybernetics’, Social Research, 20.



Jaynes,



Kochen, M. (1984), ’Information science research, the search for the nature of information’, Journal of the American Society for Information Science, 35(3). Krippendorf, K. (1984), ’Paradox and information’, in B. Dervin and M.J. Voigt (eds), Progress in Communication Sciences, Nonvood, Ablex. Lamberton, D.M. (1975), Who Owns the Unexpected? a perspective on the nation’s information industry, St. Lucia, Queensland University Press. Lathi, B.P. (1983), Modern Digital and Analog Communication Systems, New York, Holt, Rinehart and Winston.



Levitan, K.B. (1980), ’Applying a holistic framework to synthesise information science research’, Progress in Communication Sciences, Vol. 2, Norwood, Ablex. Downloaded from jos.sagepub.com at St Petersburg State University on June 19, 2012



110



Ming. (1985), ’On information’, Social Sciences in China, 6(2), June. Locke, J. (1978), ’Of property’, in C.B. Macpherson (ed.), Property, Toronto, Buffalo, University of Toronto Press. Lyon, D. (1988), The Information Society, issues and illusions, Cambridge, Polity Press. Lytle, R.H. (1986), ’Information resource management, 1981-1986’, Annual Review of Information Science and Technology, 21. Machlup, F. (1980), Knowledge and Knowledge Production, Vol. 1, Princeton, Princeton University Press. Machlup, F. (1982), Knowledge and Knowledge Production, Vol. 2, Princeton, Princeton University Press. Machlup, F. (1983), ’Semantic quirks in studies of information’, in F. Machlup and U. Mansfield (eds), The Study of Information, New York, John Wiley. Machlup, F. (1984), Knowledge and Knowledge Production, Vol. 3, Princeton, Princeton University Press. Machlup, F. and Mansfield, U. (1983), ’Cultural diversity in studies of information’, in F. Machlup and U. Mansfield (eds), The Study of Information, New York, John Wiley. Macpherson, C.B. (1978), ’The meaning of property’, in C.B. Macpherson (ed.), Property, Toronto, University of Toronto Press. Malmberg, B. (1963), Structural Linguistics and Human Communication, Berlin, Springer Verlag. Mann, M. (1986), The Sources of Social Power, Cambridge, Cambridge University Press. Mannheim, K. (1982), Structures of Thinking, London, Boston and Henley. Masuda, Y. (1981), The Information Society as Post Industrial Society, Washington, World Future Society. Mattelart, A. and Stourdze, Y. (1985), Technology, Culture and Communication, New York, Li



North-Holland.



Mead, G.H. (1938), Philosophy of the Act, Chicago, University of Chicago Press. Meadows, A.J. (ed.) (1987), The Origins of Information Science, Vol. 1, London, TaylorGraham.



Melody, W.H. (1987), ’Information, an emerging dimension of institutional analysis’, Journal of Economic Issues, 21 (3), 1313-1339. Mill, J.S. (1978), ’Of property’, in C.B. Macpherson (ed.), Property, Toronto, University of Toronto Press.



Miller, G.A. and Frick, F.C. (1949), ’Statistical behaviouristics and sequences and



responses’, Psychological Review, 56. More, E. (1987), ’Communication policy’, Australian Communication Review, 8(5). Murdock, J.W. and Liston, D.M. (1967), ’A general model of information transfer’, American Documentation, 18. National Commission on Libraries and Information Science (NCLIS) (1982), Public Sector/Private Sector Interaction In Providing Information Services, Washington, NCLIS. Parsons, T. (1954), ’An outline of the social system’, in T. Parsons et al, (eds), Theories of Society, New York, Free Press. Ploman, E.W. and Hamilton, L.C. (1980), Copyright, intellectual property in the information age, London, Routledge and Kegal Paul. Porat, M. (1978), ’Communication policy in an information society’, in Robinson, G.O. (ed.), Communications for Tomorrow, New York, Praeger. Pratt, A.D. (1977), ’The information of the image’, Libri, 27(3). Report of the House of Representatives Standing Committee for Long Term Strategies (1991), Australia as an Information Society, Crasping New Paradigms, Canberra, Australian Government Publishing Service. Ricketson, S. (1984), The Law of Intellectual Property, Melbourne, Law Book Company Limited. Sampson, J.R. (1976), Adaptive Information Processing, New York, Springer-Verlag. Schiller, D. (1988), ’How to think about information’, in V. Mosco and J. Wasko (eds), The Political Economy of Information, Maddison, University of Wisconsin Press. Downloaded from jos.sagepub.com at St Petersburg State University on June 19, 2012



111 Schramm, W. (1973), Men, Messages, and Media, New York, Harper and Row. Schutz, A. (1946), ’The well-informed citizen’, Social Research, 13. Shannon, C. and Weaver, W. (1964), The Mathematical Theory of Communication, Urbana,



University of Illinois Press. Stonier, T. (1986), ’Towards a Stonier, T. (1989), ’Towards



theory of information’, Telecommunications Policy, 10(4). general theory of information’, Aslib Proceedings, 41(2),



new a



February, 41-55. Tawney, R.H. (1978), ’Property and creative work’, in C.B. Macpherson (ed.), Property, Toronto, University of Toronto Press. Tell, B.V. (1974), ’The impact of technology on information transfer’, The Tell Seminar, National information policy and the impact of social and technological change on national information planning, 16-18 April, Canberra, National Library of Australia. Toffler, A. (1980), The Third Wave, New York, William Morrow. Ursul, A.D. (1983), ’Intensifikatsiya i informatsiya’ [Intensification and information], Nauchno-Texhnicheskaya Informatsiya [Information Processes and Systems], 9. (Series 2, 17), [Translated by Professor N. Standish, University of Wollongong, for the author]. Veblen, T. (1978), ’The natural right of investment’, in C.B. Macpherson (ed.), Property, Toronto, University of Toronto Press. Wallas, G. (1920), ’The organisation of society, property under socialism’, in G. Shaw et al., Fabian Essays in Socialism, London, George Allen and Unwin. Wiener, N. (1950), The Human Use of Human Beings, New York, Avon Books. Wiener, N. (1951), Cybemetics, New York, John Wiley. Yovits, M.C. and Abilock, J.G. (1974), ’A semiotic framework for information science leading to the development of a quantitative measure of information’, in Zunde, P. (ed.), Information Utilities, Proceedings of the 37th ASIS annual meeting, Vol. 2,



Washington,



American



Society for Information



Science.



Downloaded from jos.sagepub.com at St Petersburg State University on June 19, 2012



























[image: Journal of Sociology]
Journal of Sociology












[image: Sociology International Journal of Comparative]
Sociology International Journal of Comparative












[image: Contemporary Sociology- A Journal of Reviews-2016-Mortimer-147-9 ...]
Contemporary Sociology- A Journal of Reviews-2016-Mortimer-147-9 ...












[image: Sociology Working Papers Department of Sociology University of Oxford]
Sociology Working Papers Department of Sociology University of Oxford












[image: Sociology Working Papers Department of Sociology University of Oxford]
Sociology Working Papers Department of Sociology University of Oxford












[image: SOCIOLOGY OF EDUCATION.pdf]
SOCIOLOGY OF EDUCATION.pdf












[image: amspdc - Journal of Pediatrics]
amspdc - Journal of Pediatrics












[image: Journal of Zoology]
Journal of Zoology












[image: Journal of Human Sciences]
Journal of Human Sciences












[image: Journal of Zoology]
Journal of Zoology















Sociology Journal of






Email Alerts: ... http://jos.sagepub.com/content/29/1/93.refs.html. Citations: at St Petersburg .... characterises every different subject one is able to recognise and 'it is ubiquitous in that ... Definitions which link the concept 'information' with that of. 






 Download PDF 



















 1007KB Sizes
 0 Downloads
 302 Views








 Report























Recommend Documents







[image: alt]





Journal of Sociology 

Jun 7, 2011 - the later chapters of the book are intended to apply the systems approach that is developed in the early .... pointing out differentiation between marketing networks of fair trade and commercial coffee (p. 351). ... different groups are














[image: alt]





Sociology International Journal of Comparative 

May 20, 2009 - note, small-holders still account for a significant amount of coffee cultivation, ... and packaging is carried out by businesses in the Global North (Talbot, 2004). ... software to estimate ordinary least squares (OLS) FE and ..... app














[image: alt]





Contemporary Sociology- A Journal of Reviews-2016-Mortimer-147-9 ... 

Contemporary Sociology- A Journal of Reviews-2016-Mortimer-147-9.pdf. Contemporary Sociology- A Journal of Reviews-2016-Mortimer-147-9.pdf. Open.














[image: alt]





Sociology Working Papers Department of Sociology University of Oxford 

-0.1971 trades workers building electricians. 32 Sales and services elementary SEO. Cleaners, doorkeepers,. 91. 236. 551. 70. -0.2193 occupations building caretakers. 33 Labourers in construction,. LCM. Freight-handlers, hand. 93. 226. 164. 42. -0.24














[image: alt]





Sociology Working Papers Department of Sociology University of Oxford 

Sociology Working Papers. Paper Number: 2009â€“02. An Occupational Status Scale for Russia. Alexey Bessudnov. Department of Sociology. University of Oxford. Manor Road. Oxford OX1 3UQ, UK www.sociology.ox.ac.uk/swp.html ...














[image: alt]





SOCIOLOGY OF EDUCATION.pdf 

Page 1 of 2. PG â€“ 474. II Semester M.Ed. Examination, June 2016. (CBCS) (Semester Scheme). Education. SOCIOLOGY OF EDUCATION. Time : 3 Hours Max.














[image: alt]





amspdc - Journal of Pediatrics 

such local efforts at the grass roots level, before we see a wave of institutional support to bring .... Over the last year, the Chief. Operating Officer of CHRMC ...














[image: alt]





Journal of Zoology 

1999; Passey et al., 2005b) and provide insight into an individual's diet. ... data are summarized in Supplementary Material Appendix. S2). A single .... âˆ’15. 13C tooth enamel. Figure 2 Histogram showing d13C values of hippos and obligate grazers (














[image: alt]





Journal of Human Sciences 

direction, the speed and the form of social change, because they hold ... As Hertz and Imber argue (1995: 78), semi-structured interviews have a very special .... Al most all Turkish elites have at least a high school (lycee) degree. ... The data abo














[image: alt]





Journal of Zoology 

âˆ’15. 13C tooth enamel. Figure 2 Histogram showing d13C values of hippos and obligate grazers (alcelaphine, waterbuck, buffalo, warthog, zebra). Data from ..... Relative humidity- and ABA-induced variation in caron and oxygen isotopes ratios of cott


























×
Report Sociology Journal of





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















