









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Soft-Decision List Decoding with Linear Complexity for the First-Order Reed-Muller Codes Ilya Dumer



1



University of California Riverside, CA 92521 Email: [email protected]



Grigory Kabatiansky



Inst. for Info. Transmission Problems Moscow, Russia and INRIA, Rocquencourt, France Email: [email protected]



Abstract— Soft-decision decoding on a memoryless channel is considered for the first-order Reed-Muller codes RM(1, m) of length 2m . We assume that different positions j of the received binary vector y can be corrupted by the errors of varying weight wj . The generalized Hamming distance between vector y and any binary vector c is then defined as the sum of weighted differences wj |yj − cj | taken over all n positions. We obtain ˆ T on the number of codewords located a tight upper bound L within generalized Hamming distance T from vector y, and design a decoding algorithm that outputs this list of codewords ˆ T ). with complexity O(n ln2 L In particular, all possible error weights wj equal 1 if this combinatorial model is applied to a binary symmetric channel. In this case, the well known Green algorithm performs full maximum likelihood decoding of RM(1, m) and requires O(n ln2 n) bit operations, whereas the Litsyn-Shekhovtsov algorithm operates within the bounded-distance decoding radius n/4 − 1 with linear complexity O(n). We close the performance-complexity gap between the two algorithms. Namely, for any fixed ² ∈ (0, 1/2), our algorithm outputs the complete list of codewords within the decoding radius n(1/2 −²) with linear complexity of order n ln2 ².



I. I NTRODUCTION Decoding of the first-order Reed-Muller codes RM(, m) has been addressed in many papers since 1960s. One algorithm designed by Green [1] performs maximum likelihood decoding of codes RM(, m) and finds the closest codeword(s) in the Hamming metric with complexity order of n ln2 n bit operations, where n = 2m is the code length. Another algorithm designed by Litsyn and Shekhovtsov [2] performs bounded distance decoding and corrects up to n/4−1 errors with linear complexity O(n). In the area of probabilistic decoding, a major breakthrough was achieved by Goldreich and Levin [3]. Their algorithm takes any received vector and outputs the list of codewords of RM(, m) within a decoding radius n(1/2 − ²) with high probability 1 − 2−k and low poly-logarithmic complexity poly(mk/²) for any k > 0 and ² ∈ (0, 1/2). Later, this 1 Research
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algorithm was substantially generalized for non-binary RM codes in [4]. Recent developments for RM codes have turned to efficient deterministic list decoding algorithms. The algorithm of [6] relegates the Guruswami-Sudan algorithm [5] to BCH codes (as subfield subcodes of RS codes) and then to the 1-shortened codes RM(s, m) codes embedded therein. For RM(1, m) codes, this algorithm yields the list of codewords within the decoding radius n(0.293 − ²) and has complexity O(n3 ²−6 ). Another, more efficient, algorithm [7] corrects up to n( 21 − ²) errors with linear complexity O(n²−2 ) for any ² ∈ (0, 1/2), and therefore allows to decode arbitrarily close to the maximum decoding radius of n/2. This paper advances the results of [7] in two different directions. ¡ First, ¢ the latter algorithm is now refined to yield only O n ln2 ² of bit operations. It is shown in [7] that for a vanishing ² of order n−1/2 , the output list can include as many as O(n) codewords. Each of these is defined by ln n + 1 information bits. Thus, the newly presented algorithm has complexity that closely approaches the bit size O (n ln n) of its output. Also, in this specific case of ² ∼ n−1/2 , the algorithm gives the complexity of the Green algorithm. Secondly, the newly defined algorithm will also be extended to an arbitrary memoryless semi-continuous channel. On this channel, an original codeword from Fn2 is received as some vector z taken from a larger space (usually, Rn or Fn2s ). The decoding result is defined in terms of the maximum likelihood. Equivalently, given any symbol zj in position j ∈ {0, ..., n − 1}, one can first choose the more probable binary bit yj instead of its complement y¯j and define the error weight wj as ¯ ¯ Pr{yj |zj } ¯¯ Pr{1|zj } ¯¯ wj = ln = ln . Pr{¯ yj |zj } ¯ Pr{0|zj } ¯ Thus, an output z can be replaced with a binary vector y ∈ Fn2 and a vector w = (w0 , ..., wn−1 ) of error weights. Then given the output pair y, w, we introduce the generalized Hamming distance n−1 X D(y, c) = wj · |yj − cj | (1) j=0



between the received vector y and any codeword c. Thus, the input c with the maximum posterior probability yields



the smallest distance D(y, c) and soft-decision decoding is executed in terms of the generalized Hamming distance. In the sequel, all sums over integer j will be taken within the entire range [0, n − 1], if not stated otherwise.Without loss of generality, we divide all the weights wj by their maximum max{wj } and assume that wj ∈ [0, 1] for any position j. We shall also use notation X X W1 = wj , W2 = wj2 . j



j



While working with real numbers wj ∈ R, we count our operations in bytes. However, below we assume that our bytes have fixed size s. Therefore, the complexity will have the same order in both byte and bit operations. Our main result reads as follows. Theorem 1: Let the first-order code RM(1, m) be used on a general memoryless channel with any set of error weights {wj } . For any received vector y and any decoding radius T < W1 /2, this code can be decoded into the complete list of codewords {f : D(y, f ) ≤ T } with complexity µ ½ ¾¶ nW2 2 O min n ln2 , n ln n (2) (W1 − 2T )2 Now consider a binary symmetric channel, in which case each position j is assigned the same error weight wj = 1. Corollary 1: Let the first-order code RM(1, m) be used on a binary symmetric channel. For any fixed ² ∈ (0, 1/2) and any received vector y, this code can be list-decoded within the decoding radius n(1/2 − ²) with linear complexity ¡ ¢ O min n ln2 ² , m → ∞. II. D ETERMINISTIC LIST DECODING FOR CODES RM(1, m) A. Johnson bound for generalized Hamming distance By definition [8], given any code C and any received vector y ∈ Fn2 , a list decoding algorithm of radius T produces the list of all codewords within the Hamming distance T from y : LT (y) = {c ∈ C : d(y, c) ≤ T }. Recall that the size of the list LT (y) can be upper-bounded using the classic Johnson bound, which reads as follows. The Johnson bound. Let Bn,T (y) = {x : d(y, x) ≤ T } be the Hamming ball of radius T = θn and center y. Let C be a code of minimum distance d ≥ δn such that δ > 2θ(1 − θ). Then δ |LT (y)| = |C ∩ Bn,T (y)| ≤ . (3) δ − 2θ(1 − θ) We now consider Johnson bound for the generalized Hamming distance defined in (1). Consider the conventional inner product of two real vectors X (a, b) ∈ Rn × Rn : ha, bi = aj bj . j



Given any binary vector c, let ˆ c be the vector with symbols (−1)cj . Given vector w and a binary output y, we shall also



consider the vector wˆ y = (w0 yˆ0 , ..., wn−1 yˆn−1 ). We can now relate the generalized Hamming distance and the inner product as follows X hwˆ y, ˆ ci = wj (−1)yj −cj = W1 − 2D(y, c). (4) j



Also, we observe that the list LT (y) can be written as LT (y) = {c ∈ C : hwˆ y, ˆ ci ≥ W1 − 2T } and reformulate the Johnson bound for the generalized Hamming distance D as follows. Lemma 1: Let y ∈ {0, 1}n be a received vector, w be an error-weight vector, and C be an [n, d]-code. Then the list LT (y) = {c ∈ C : hwˆ y, ˆ ci ≥ W1 − 2T }, has size



(



|LT (y)| ≤ min



)



2d · W2 2



(W1 − 2T ) − (n − 2d)W2



, |C|



(5)



2



provided that (W1 − 2T ) − (n − 2d)W2 > 0. Proof. For brevity, let L denote LT (y), and L be thePsize of c. L. Consider now the two vectors a = wˆ y and b = c∈L ˆ The Cauchy-Schwartz inequality ha, bi2 ≤ ha, aihb, bi implies that * wˆ y,



X



+2 ˆ c



* ≤ hwˆ y, wˆ yi



c∈L



X c∈L



ˆ c,



X



+ ˆ c .



c∈L



Then hwˆ y, wˆ yi = hw, wi = W2 . Also, by construction of the list L, * +2 X 2 wˆ y, ˆ c ≥ L2 (W1 − 2T ) . c∈L



On the other hand, given the code C of distance d, we have inequality * + X X ˆ c, ˆ c ≤ Ln + L(L − 1)(n − 2d), c∈L



c∈L



and therefore 2



L2 (W1 − 2T ) ≤ W2 (Ln + L(L − 1)(n − 2d)). 2



The above gives the required bound (5). B. Sums-Algorithm for generalized Hamming distance f



Below we consider affine Boolean functions Fm 2 → F2 defined on all points x =(x1 , ..., xm ) ∈ Fm , where 2 X f (x1 , ..., xm ) = f0 + fi x i . 1≤i≤m



The set of coefficients (f0 , ..., fm ) will be used to retrieve any such function f in the decoding process. For any f, notation f = f (x1 , ..., xm ) will also denote the corresponding vector of



length n = 2m with symbols f (x1 , ..., xm ). The set of vectors {f } defined by all affine functions {f } forms an optimal ReedMuller code RM(1, m) of length n, size 2n, and code distance d = n/2. Given the received vector y and decoding radius T, consider first the Hamming metric. In decoding, we seek the list LT (y) := { fdec : d(y, fdec ) ≤ T }



be the sum of all error weights taken over the facet Sα . We now observe that any vector F(i) (x1 , ..., xm ) and its i-th prefix f (i) (x1 , ..., xi ) ∈ RM (1, i) differ on Sα only by a constant vector hα =(hα , ..., hα ): F(i) (x1 , ..., xm ) hα



(6)



of required affine functions fdec . The Johnson bound shows that |LT (y)| ≤ (2²)−2 for T = n(1/2 − ²). To extend this decoding for the generalized Hamming distance, we first apply Lemma 1 for the code RM(1, m) and obtain the following. Corollary 2: Let y ∈ {0, 1}n be a received vector and w be an error vector. Then for any T < W1 /2, the list LT (y) = {fdec : D(y, fdec ) ≤ T }



(7)



= f (i) (x1 , ..., xi ) + hα , m X = fj αj



(



Thus, F(i) and f (i) can differ only by an all-one vector 1 (if hα = 1). Now for each Sα we define the function ∆α (a, b)



= min{Dα (a, b), Dα (a + 1, b)} = min{Dα (a, b), Wα − Dα (a, b)}



Let



nW2 2, n . (W1 − 2T ) Remark. The term |C| of (5) is replaced with n in the last expression. Here we use the fact that code RM(1, m) contains an all-one codeword, and at most half the code belongs to LT (y) for any T < W1 /2. Next, we modify the Sums-algorithm of [7] and apply it for the generalized Hamming distance. The algorithm works recursively on each step i, and finds some list LiT (y) of “candidates” def



f



(i)



(x1 , ..., xi ) = f1 x1 + . . . + fi xi .



m X



F (i) (x1 , . . . , xm ) = f1 x1 + . . . + fi xi +



fj xj



j=i+1



with the same set of coefficients (f1 , . . . , fi ) . The main idea of the Sums-algorithm is to approximate the generalized Hamming distance between the received vector y and an arbitrary “extension-vector” F(i) . This approximation is done as follows. Consider the sum of generalized Hamming distances taken over all i-dimensional “facets” . Let Sα = {(x1 , . . . , xi , α1 , . . . , αm−i )} be an i-dimensional facet of the m-dimensional Boolean cube. Here the prefixes (x1 , . . . , xi ) run through Fi2 and the suffixes (α1 , . . . , αm−i ) are fixed. We use notation α = α1 + . . . + αm−i 2m−i−1 . Also, let Dα (a, b) denote the generalized Hamming distance between two arbitrary vectors a, b ∈ Fn2 restricted to a given i-dimensional facet Sα . Let Wα =



j=0



wj+2i α



(9)



∆α (a, b)



(10)



α=0



Given (9) and (10), note that any i-th prefix f (i) (x1 , ..., xi ) and its extension F(i) (x1 , ..., xm ) satisfy inequality D(y, F(i) )



=



2m−i X−1



Dα (y, F(i) ) ≥



α=0



= ∆(y, f



2m−i X−1



∆α (y, f (i) )



α=0 (i)



)



Based on (11), a prefix-function f our algorithm if and only if



(11) (i)



is accepted in step i of



∆(y, f (i) ) ≤ T.



(12)



Thus, the algorithm retrieves the list of affine functions



This list will include the i-th prefixes of all affine functions fdec taken from the list (7). Given any i-th prefix f (i) , below we consider any affine function



i 2X −1



2m−i X−1



)



ˆ T = min |LT (y)| ≤ L



(8)



j=i+1



∆(a, b) =



has size



x ∈Sα .



(i)



LT (y) = {f (i) : ∆(y, f (i) ) ≤ T } and is called the Sums-algorithm. III. L IST SIZE AND COMPLEXITY OF THE S UMS -A LGORITHM (i)



Inequality (11) shows that the prefixes fdec of all required functions fdec ∈ LT (y) will be accepted by the Sums algorithm. In addition, we need to prove that this algorithm does not accept too many other (incorrect) candidates. To do so, below we extend the statement of [7] to the generalized Hamming distance. Lemma 2: For any received vector y, any error-weight (i) vector w, and any decoding radius T < W1 /2, the list LT (y) obtained in decoding step i ∈ [1, . . . , m] has size ¾ ½ ¯ ¯ nW2 def ¯ (i) ¯ i . (13) L(i) = ¯LT (y)¯ ≤ min , 2 (W1 − 2T )2 (i)



Proof. Let f (i) be an arbitrary element of the list LT (y). On every facet Sα , we compare the element f (i) and its complement f (i) +1. Namely, we find two distances, Dα (f , y) and Dα (f +1, y), and choose fmin ∈ {f ,(f +1} which is closer to y. Let Fmin be the vector of length n that equals fmin on each of 2m−i facets. Obviously, the Sums-Criterion (12) is equivalent to the condition D(Fmin , y) ≤ T . Next, let f (i) and



(i)



g (i) be two different elements of the list LT (y). Then it is easy to verify that the corresponding vectors Fmin and Gmin have the Hamming distance d(Fmin , Gmin ) = n/2.



(14)



Indeed, on every facet Sα , vectors Fmin and Gmin are restricted to vectors f (i) + hα and g(i) + h0α , where hα and h0α are constants defined in (8). The latter vectors belong to the code RM(1, i) of length 2i and have distance d(f (i) + aα , g(i) + bα ) = 2i−1 . Now we see that (14) holds. Then we can apply the generalized Johnson bound of Corollary 2 to this set of vectors {Fmin }. We also use the fact that at most (i) 2i vectors of the code RM(1, i) belong to LT (y). 2 We now proceed with the proof of Theorem 1. Here we also employ a new recursive procedure and reduce the former complexity estimates of [7]. Proof of Theorem 1. Let Sα be an i-dimensional facet. Consider the two associated i − 1 dimensional facets: Sα00 = {(x1 , . . . , xi−1 , 1, α1 , . . . , αm−i )}. We consider any prefix accepted in the step i − 1 by the Sums algorithm, f (i−1) (x1 , · · · , xi−1 ) = f1 x1 + · · · + fi−1 xi−1 and its extension to the step i, f (i) (x1 , · · · , xi ) = f (i−1) (x1 , · · · , xi−1 ) + fi xi  ® Let wˆ y, f (i) α denote the inner product of vectors wˆ y, f (i) restricted to a facet Sα . Then, similarly to (4), we see that D E wˆ y, f (i) = Wα − 2Dα (wˆ y, f (i) ) α



D wˆ y, f



(i)



E



D α



=



wˆ y, f



(i−1)



D



2



p X



m X



(s + i − 1)2i · 2m−i + 2



i=1



(s + i − 1)2p · 2m−i



i=p+1



= np (2s + p − 1) + 2n



m X



(s + i − 1)2p−i = O(np2 ).



i=p+1



Now we see that the algorithm has bit complexity (2). 2 Finally, observe that our decoding procedure yields linear complexity under very light restrictions. Namely, the following corollary holds. Corollary 3: Consider a channel, where the sum W1 of n possible error weights wj ∈ [0, 1] satisfies condition W1 ≥ λn



(16)



for some λ > 0. Then for n → ∞ and any ² ∈ (0, 1/2), the Sums algorithm decodes code RM(1, m) within the decoding radius T = W1 (1/2 − ²) with linear complexity



Sα0 = {(x1 , . . . , xi−1 , 0, α1 , . . . , αm−i )},



and



Then in the worst case, the list size L(i) doubles in each of the first p steps and is fixed in the last m − p steps. Thus, L(i) ≤ 2i for i ≤ p and L(i) ≤ 2p for i ≥ p. This gives the total bit complexity bounded by



O(n ln2 (λ²)). Proof. Recall that wj ≤ 1 for all j and therefore W2 ≤ n. On the other hand, W1 −2T ≥ 2²λn. Then the proof is completed by substitution of these two inequalities in expression (2). 2 In particular, Corollary 3 holds for conventional decoding within the Hamming sphere of radius T = n (1/2 − ²) , as W1 = n. Thus, Corollary 1 holds. We also obtain linear complexity if possible error weights occupy a finite range wj ∈ [λmin , λmax ] bounded away from 0. One general example is a quantized channel with 2s fixed nonzero levels of quantization. R EFERENCES



E α0



+(−1)fi wˆ y, f (i−1)



(15)



E α00



In each step i, we verify theSums criterion for any vector f (i) ® (i) by computing the quantities wˆ y, f on any i- dimensional α facet Sα . Recursion (15) shows that these quantities can be calculated using the same quantities obtained in step i − 1. Next, assume that the original weights wj employ some fixed number of s bits. Then in step i, any vector f (i) uses two additions (15) on any facet Sα . Again, we assume that these calculations are performed over (s + i − 1)-digital integers and require 2(s + i − 1) binary operations. The entire verification of f (i) in step i employs 2m−i facets. Given the size L(i) of the list in step i, we see that the overall bit complexity equals to m X 2 (s + i − 1)L(i) 2m−i . i=1



Now we use bound (13) and define parameter µ » ¶¼ nW2 p = log2 . (W1 − 2T )2
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