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Some numerical methods for rare events simulation and analysis Gilles Wainrib



Abstract We present several numerical approaches to investigate rare events in stochastic systems, with a specific focus on application to biological models. We first present several aspects concerning variance reduction of Monte-Carlo methods, with a focus on importance sampling. We show how these method can be applied to basic biological models. We show that these techniques can be useful to deal with multiscale continuous-time Markov chains that are important in the context of biochemical reaction networks. We treat with more detail the problem of first passage time for a linear diffusion process, arising from the integrate-and-fire neuron model, to show the kind of mathematical problems that may arise when trying to design an optimal importance sampling scheme. This leads to the observation that large deviation theory can be helpful to solve these questions. We also review a numerical method designed to estimate large deviations quantities such as the quasipotential and the optimal path and apply this method to estimate numerically the quasipotential of the Morris-Lecar neuron model perturbed by small noise.



1 Introduction A rare event happens with a very small probability, where ’small’ obviously depends on the context. Studying such events may appear to some people useless since their occurrence is highly improbable. However, as their consequences may be huge compared to most of the other events that happen frequently, one may argue on the contrary that their study is particularly important. Think for instance of natural disasters, nuclear accidents, financial crashes, and so on. Estimating the probability of such an event is very difficult in practice and requires advanced theoretical and simulation tools. The growing fields of application ranges from industrial and natural Gilles Wainrib 1 CREA (Ecole polytechnique - CNRS), 2 IJM ( CNRS - Paris 7 - Paris 6), 3 LPMA (Paris 6 - Paris 7 - CNRS), e-mail: [email protected]
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risk to finance and from complex systems reliability to chemistry and biology. For instance, in biology, some spontaneous phenomena happen, even though they are rare, and may then be enhanced by feedback loops and non-linearities : a specific mutation that gives rise to a very contagious virus is a rare event that enables the virus to propagate and reproduce. From a statistical perspective, rare events can be studied within three main frameworks. The first situation is the most usual : suppose the quantity of interest is the mean of many random variables, the problem of rare event here is to estimate deviations from the mean and when the central limit theorem (CLT) holds, it partly provides an answer with the Gaussian distribution. The point is that the CLT does not describe fluctuations that are too far away from the mean and more sophisticated tools are required. The second one is similar, except that one does not assume that the CLT is valid anymore. This is the case if the random variables are heavy-tailed (e.g power law), and another class of universal laws appears, namely the α-stable laws introduced by Levy. The Gaussian law is no more appropriate here. Both situations deal with the behavior of the mean. However, it may be more interesting in some context to study for instance the maximum of the random variables. To this end, the theory of extreme values has been developed, leading to a third class of universal laws encompassing the Frechet, Gumbel and Weibull distributions. In this paper, we are not going to take the statistical point of view. We assume instead that we start from a model of the system of interest and that we want to analyze rare events that may occur in the system. Our purpose is to introduce the reader to some classical methods for the numerical estimation of quantities related to these events once a model has been specified. The difficulty to simulate such events with a naive Monte-Carlo (MC) approach stems from the fact that one has to run many simulations before one success happens. To obtain statistically significant results with a low variance, the number of runs becomes prohibitive. Smart reduction variance techniques for MC simulation have been widely used in many areas, and we are going to present here some of them in the context of rare event simulation, with a slight view towards biological models, which is a rather recent field of application. The difficulty in practice is to find the optimal variance reduction scheme corresponding to a given problem. This practical difficulty can be solved with heuristic techniques, but can also benefit from theoretical results, for instance from large deviations theory. Therefore, as well as showing how theory may help the design of efficient rare event simulation, we will present some numerical methods to analyze rare events through the lens of large deviations theory. These are not stochastic simulation methods, but rather optimization problems, solved by deterministic algorithms, the most probable trajectory that leads to a given rare event. Combining both approaches should provide a rather efficient toolbox to deal with many situations coming from various fields of applications. The paper is organized as follows. In section 2, we recall briefly Monte-Carlo basics and present an overview of the main techniques to rare event simulation. We focus then on one method, importance sampling, showing its application for continuous-time Markov chains and diffusion processes, that are widely used in biological model. In section 3, we introduce minimal concepts of large deviation
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theory and present in some details a recent algorithm [14] designed to compute optimal paths and quasipotentials, with an application to a stochastic neuron model.



2 Monte-Carlo simulation methods Before introducing improved MC techniques designed for rare events simulation, we recall here briefly several useful general results on MC simulation. We refer the reader to [16] for a presentation on the topic. Consider a real random variable X and suppose we are interested in estimating the probability P[X ∈ A] = pA . To do so, we generate N ∈ N∗ independent and identically distributed (Xi ) and build the unbiased estimator 1 N (N) (1) pˆA := ∑ 1Xi ∈A N i=1 (N)



By the law of large numbers, pˆA converges to pA . The quality of this estimator depends essentially upon its empirical variance, estimated by: (N) σˆ2 A :=



 1 N  (N) 2 1Xi ∈A − pˆA ∑ N − 1 i=1



(2)



The Central Limit Theorem and well known asymptotic results [4] in statistical theory of estimators (χ-square law, Student law) provide a way to evaluate a confidence interval for such an estimation. For instance, if pA = 10−9 , then the number N required to have a relative error of 10% with a confidence α = 5% is a prohibitive N ≥ 3.1011 . Therefore, variance reduction methods are necessary to tackle this issue.



2.1 Overview of the different approaches In order to estimate rare events, several MC methods have been introduced. Our aim is not to give a comprehensive and detailed account of all these methods and there ramifications. We refer to the recent book [21] for more details. Instead, our purpose is first to expose an overview of the ideas behind the main approaches, and then to focus on the most used method, importance sampling, showing through original examples its potential application in computational biology.



2.1.1 Importance sampling In practice, a naive MC estimation of a rare event probability consists in simulating N realizations of i.i.d random variables. Almost all of them are unsuccessful. Then,
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a classic average of the results is made, as in (1). Instead, the idea of importance sampling is to change the randomness in order to make the rare event happen more often, and then to associate accordingly a weight to each realization. The classic average in thus replaced by a weighted average. Les us show how the concepts of ”change of randomness” and ”weight” appear in a simple example. Consider a random variable X as before, and assume it has a density f (x). Suppose we are again interested in evaluating pA = P[X ∈ A]. With g(x) a strictly positive function such R that g(x)dx = 1, we have: Z



pA = E[1X∈A ] =



1x∈A f (x)dx  Z  f (x) g(x)dx = 1x∈A g(x) R



(3)



R



(4)



Then, if X˜ is a random variable with density g(x) and if L(x) := f (x)/g(x), then:   ˜ pA = E 1X∈A (5) ˜ L(X) Saying that A is a rare event is equivalent to the fact that f (x) is very small for x ∈ A. The idea is thus to choose g such that g(x) is not small for x ∈ A, in order for the event {X˜ ∈ A} not to be rare. An importance sampling estimator of pA is then: IS,(N)



pˆA



:=



1 N ∑ 1X˜i ∈A L(X˜i ) N i=1



(6)



Introducing g(x) we have made a change of probability and each realization of X˜i must be weighted by a likelihood ratio L(X˜i ). The question is now how to choose IS,(N) g to minimize the variance of the estimator pˆA . We will discuss this question in more details on an example in section 2.2.



2.1.2 Importance splitting To introduce the ideas of importance splitting, we consider a stochastic process X(t) on a space E and we wish to estimate the probability that X(t) enters a set A ⊂ E before going back to its initial value x0 . This probability p may be very small if A is not frequently visited. With a naive MC, one would keep only the trajectories entering A and throw away all the other ones, although they contain some information on the process. The basic idea behind importance splitting technique is to take advantage of those unsuccessful trajectories that were close to enter A. More precisely, considering A1 ⊃ A2 ⊃ ... ⊃ Ad = A, make n0 simulation starting at x0 and when X enters A1 at a point x1 , launch a number n1 of simulations from x1 . Then amongst these n1 trajectories, some of them will reach A2 at some points and be split into n2 copies, etc., until reaching Ad from Ad−1 . Then, a number N = n0 n1 ...nd of trajectories have been simulated, and if NA denotes the number of trajectories that have reached Ad = A, an unbiased estimator for p is thus:
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In the case where the evolution of the paths at each level are i.i.d, an expression for the variance of p˜ is given by [21]: d



Var( p) ˜ = p2 ∑



k=1



1 − pk p1 n0 ...pk nk−1



(8)



where pk is the probability of reaching Ak before x0 , knowing X has entered Ak−1 . The efficiency of a splitting technique should not only be evaluated with the variance, but also with the total number N of simulations. The question is how to choose the numbers ni , and an answer from (8) is to choose them such that pi ni−1 = 1 : intuitively, when pi is small, one needs to launch more trajectories ni−1 , or equivalently, with ni fixed, one should increase the number of levels, thus decreasing pi . Minimizing p2 ∑dk=1 (1 − pk ) yields pi = p1/d and limd→∞ Var( p) ˜ = ln(1/p). 2.1.3 Other methods and refinements Of course, there exist other variance reduction methods, and we refer to [16] for more details. However, for rare event simulation, sampling and splitting techniques appear as the main methods. Most of the research is focused on the optimal design of a sampling or splitting strategy. A typical example is the cross-entropy method [22] which aims at finding the optimal change of probability by minimizing the distance (relative entropy) to the zero variance change of probability. As we will see below, large deviation theory is also a source of inspiration to build efficient sampling schemes, as well as splitting strategies as recently demonstrated [6]. Moreover, an important point concerning rare event simulation is that the method should be chosen to be adapted to the specific question at hand. Thus, new applications raise new theoretical and practical issues, such as dealing with heavy-tailed processes coming from Internet and telecommunication networks modelling. We refer to [21] for a recent account on these questions.



2.2 Focus on Importance Sampling In this section, we are going to give more details on Importance Sampling (IS) in order to see how the setting of section 2.1.1 can be extended to two types of stochastic processes widely used in biological models. First we will focus on Continuous-Time Markov Chains (CTMC), which are building blocks of models for biochemical reaction networks, genetic regulation, ion channel kinetics for instance. Then, the interest will be on diffusion processes, and as an illustration we will discuss more specifically the first passage time problem for the leaky integrate-and-fire neuron model, which is similar to an Ornstein-Uhlenbeck process.
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Importance sampling research is mainly concerned with the choice of the change of probability and our aim is not to go into all the subtleties of this topic, but instead to explain how the idea of IS applies in important examples. Only while discussing IS for diffusion processes, we will try to show how the theoretical results from large deviation theory helps designing a good IS change of probability.



2.2.1 IS for Continuous-time Markov Chains Consider a finite state space E and transition rates αi, j > 0 for i, j ∈ E. These define a CTMC, or Markov jump process, which jumps between states i and j with a rate αi, j . Let us take an example of rare events related issue for these models. If some transition rates are much smaller, say of order O(ε), that the other ones, of order O(1), with ε << 1, then some transitions can be considered as rare events. This is the case in many biological systems which are operating with several time-scales. Methods have been suggested to reduce the dimension of such models (e.g [20]). Here our purpose is to show how importance sampling may be applied to improve MC simulation for these systems. The main tool is the change of probability: instead of simulating Xε defined by its rates α ε = {ai, j for i, j ∈ E f ast and εai, j for i, j ∈ Eslow }, we simulate another process with rates α˜ ε , and weight the result by a likelihood function, also called the Radon-Nikodym derivative, defined by: ! α˜ Xεi ,Xi+1 exp LT (X) =



∏



i:τi ≤T



∑ αXi ,x (τi+1 − τi )



x∈E



! αXεi ,Xi+1 exp



(9)



∑ α˜ Xi ,x (τi+1 − τi )



x∈E



where a trajectory X is represented by the visited states X j and the time spent τ j in each state. Then assume one wants to estimate ξ := E [FT (X ε )], where FT is a functional of the trajectory of X ε on [0, T ]. Instead of simulating N copies of X ε and computing the naive MC estimator: 1 N ξˆN = ∑ FT (Xiε ) N i=1



(10)



one rather simulates N copies of X˜ ε and computes: 1 N ξˆN = ∑ F (X˜iε )LT (X˜iε ) N i=1



(11)



Again, the ultimate question is how to choose the matrix α˜ ε . For a more detailed discussion on this question, see the chapter by W.Sandmann in [21]. Let us examine heuristically this issue on an elementary toy model, that may arise for instance in ion channel gating modeling. The state space E is composed of four states E =
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{A, B,C, D}. The state A may correspond to the ion channel open state. Assume transitions between states A, B and states C, D are fast, say αA,B = αB,A = αC,D = αD,C = 1, whereas the other transitions are slow, say αA,C = αC,A = αB,D = αD,B = ε << 1.



Fig. 1 Toy model of multiscale slow-fast continuous-time Markov chain. Horizontal transitions are fast compared to vertical ones.



Suppose X ε (0) = D and we want to estimate the time spent in the open state A between 0 and T :  ZT  1 ξA := E 1A (X ε (s))ds (12) T 0 Then, as most of the trajectories will stay in states C and D between 0 and T , a naive MC is not adapted. In order to make the event ”Xiε (s) ∈ A” more frequent, we ˜ with all the transition rates equal to 1. Then suggest to introduce another process X, an IS estimator for ξA will be:  Z  1 N 1 T ξˆAIS := ∑ 1A (X˜i (s))ds LT (X˜i ) N i=1 T 0



(13)



with LT (X˜i ) given by eq. (9) where rates α˜ are all equal to 1 and rates α are equal to either 1 or ε depending on the transition. We show a numerical comparison between Naive MC and IS in Table 1. The number of simulation is N = 105 for both methods. When ε is larger than 1/N = 10−5 , both methods give similar averages, but IS has a better variance. What is striking is what happens when ε is smaller than 1/N : the naive MC returns 0, since all the 105 simulated trajectories have stayed in states {C, D}, whereas the IS method can provide a relevant estimation. To our knowledge, an optimal change of measure for a general CTMC with slow and fast transitions has not been fully investigated yet.
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Mean Naive MC 1.630698E-02 1.791695E-04 1.597724E-05 0.000000E+000 0.000000E+00



Variance Naive MC 7.525676E-03 7.769932E-05 9.523466E-06 0.000000E+000 0.000000E+00



Mean IS MC 1.608682E-02 1.743036E-04 1.764975E-05 1.789999E-06 1.749487E-08



Variance IS MC 4.587963E-03 1.097606E-06 5.014123E-08 9.574209E-11 1.062166E-14



Table 1 Comparison between naive MC and importance sampling for the estimation of the time spent in the state A between t = 0 and t = 1, with initial state D. For both methods, the number N of simulation runs is 105 .



2.2.2 Remainders of Large Deviations Theory Before discussing an application of Importance Sampling to diffusion processes in Section 2.2.3 and other numerical methods in section 3., we present here a brief remainder of the necessary definitions and properties of Large Deviations Theory useful for our purposes. Indeed, this theory is focused on estimating exponentially small probabilities, such as the probability of having only heads in a coin toss game. We refer to [24] in the present volume for an introduction on this topic and to [7, 8] for a more detailed account of the main results. Let us start with the main definitions. Consider a sequence of probability spaces (Ωε , Fε , Pε )ε>0 and a sequence of random variables (Xε )ε>0 , taking values in S a complete separable metric space. To the sequence (Xε ) is associated a sequence of laws (Pε ), defined by Pε (C) = Pε (Xε ∈ C). For instance, in the case of stochastic processes, S is a function space, such as C ([0, T ]) the space of continuous functions on [0, T ], and Pε is the law of process Xε . Let (aε ) such that limε→0 aε = 0. For instance, we will consider here the following family of stochastic differential equations with ε > 0 a small parameter: dXε (t) = f (Xε (t))dt + εdWt



(14)



Definition 2.1 Large Deviation Principle (LDP) The sequence (Xε ) satisfies a large deviation principle of speed aε and rate function I(x) if : 1. For all C closed subset of S, lim supaε ln Pε (C) ≤ − inf I(x) := I(C) x∈C



ε→0



2. For all O open subset of S, lim infaε ln Pε (O) ≥ − inf I(x) := I(O) ε→0



x∈O



3. I is lower semi-continuous with compact level sets. A rough interpretation of this definition is that the probability of an event E ∪ S is −1 of order κ(ε)eaε I(E) when ε → 0, and where the estimation of κ(.) requires more analysis. LDP for diffusion processes and Freidlin-Wentzell theory In [11], Large Deviations theory is developed for small random perturbations of dynamical systems. A particular case concern (14), and we summarize here the main results. More details can be found in [24] in the present volume.
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To the generator of the Markov process Xε , one associates a quantity called the Hamiltonian H which may be considered as an analogous of the Laplace transform (see below). By a Legendre transform, one constructs an associated Lagrangian L, and defines the action functional on the space of trajectories in [0, T ]. The generator Aε of Xε is given by: Aε g(x) := f (x).g0 (x) +



ε 2 00 g (x) 2



(15)



Then, one introduces the following: Definition 2.2 1. Let H(x, α) = εe−αε



−1 x



h i −1 Aε eαε . (x), for x, α ∈ Rn , the Hamiltonian: 1 H(x, α) = f (x).α + |α|2 2



(16)



2. Then we denote L(x, β ) the Lagrangian, defined as the Legendre transform of H(x, α): L(x, β ) = sup{(α, β ) − H(x, α)} (17) α



Rr



valued function φt , T1 ≤ t ≤ T2 , we define the action functional:  R T2 ˙ T1 L(φt , φt )dt if φ is abs. continuous and the integral converges ST1 T2 (φ ) = +∞ otherwise



3. For a



With the above definition, we have: Theorem 2.1 [11] Under the assumptions that the drift is bounded and uniformly continuous, (X ε )ε>0 satisfies a LDP of speed ε 2 with good rate function S0T . In the case of (14), one finds: S0,T (φ ) =



1 2



Z T



|φ˙ (s) − f (φ (s))|2 ds



(18)



0



Note that if φt is solution of φ˙t = f (φt ), then S0,T (φ ) = 0, which is consistent with the limit ε → 0. The value of S0,T (φ ) quantifies on a logarithmic scale the ”probability” that X ε follows a given trajectory φ between 0 and T . An interesting consequence of Theorem 2.1 is to provide estimates for quantities related to the exit problem. For instance, if x˙ = f (x) admits a unique stable equilibrium point x∗ , one can consider the first exit time from a domain D containing x∗ : τ ε := inf{t; Xε (t) ∈ / D} For small ε, one expects this time to be very large. In [11], it is proven that the mean time is exponentially large in ε −2 in the sense that:
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lim ε 2 ln E[τ ε ] = inf V (0, y) = V0



(19)



y∈∂ D



ε→0



where we have introduced the quasipotential V (x, y) := inf



inf



T ≥0 φ : φ (0)=x, φ (T )=y



S0,T (φ )



(20)



We refer to Section 3 for more details about the quasipotential and its numerical evaluation. Laplace Principle and Varadhan’s Lemma: We conclude this brief remainder by presenting an important tool in the study of the large fluctuations of a random variable Y . A key point is to understand its high-order moments, which are well R captured by the Laplace transform the law of Y : E[eθY ] = eθ y ρ(y)dy assuming Y admits a density ρ. The Laplace Principle is a general result  enabling to approximate integrals of the form that:



R



A exp (ξ φ (x)) dx



1 ln ξ →∞ ξ



by exp ξ supφ (x) for large ξ , in the sense x∈A







Z



exp (ξ φ (x)) dx = supφ (x)



lim



A



x∈A



This principle can be extended in infinite dimensions, enabling the asymptotic study of functionals of Xε . Let F : S → Rd a smooth functional. Theorem 2.2 Varadhan’s Lemma If (Xε )ε>0 satisfies a LDP of speed aε and rate function I, then: h −1 i λ ( f ) = lim aε ln E eaε F(Xε ) = sup{F(x) − I(x)} ε→0



(21)



x∈S



We refer the reader to [7] for more details. This result will prove useful to estimate the variance of the IS estimator, and thus to choose an optimal change of measure.



2.2.3 IS for Diffusion Processes A second class of widely used processes in biological models is the class of diffusion processes. They appear naturally when considering a dynamical system perturbed by an external white noise. For example, with one of the most elementary neuron models, called leaky integrate-and-fire, one may study the impact of a white noise stimulation: Subthreshold dynamics: dVt = −θVt dt + σ dWt for Vt < Vth



(22)



Reset: Vt + = Vr if Vt = Vth



(23)



Each time the membrane potential Vt reaches the threshold Vth , a spike is emitted. Finding spike time distribution is equivalent to a first passage time problem: τ := inf{t > 0; Vt = Vth }
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For this simple example, several methods have been proposed to find the law of τ [3]. Here we are interested in illustrating how IS can provide an alternative way for estimating numerically this law, through the cumulative distribution function P(τ < t), with MC simulation. If σ is large, or if t is large, or if Vth is close to the starting point, then the event {τ < t} should occur frequently. However, if σ or t are very small, or Vth very high, then P(τ < t) should be small and a naive MC will not be efficient. Consider the case σ << 1 and the other parameters fixed, of order 1. The process (Vt ) fluctuates around 0 with a small amplitude (i.e E[Vt ] = 0 and 2 Var[Vt ] is of order σ2θ ). Moreover, as predicted by large deviation theory (cf. Section 2.2.2 Eq. (19)), a crossing of Vth occurs in a time of order exp(Vth2 θ /σ 2 ) >> 1, meaning that: lim σ 2 ln E[τ] = Vth2 θ (24) σ →0



We want to apply the ideas of IS, that is simulate another process V˜ instead of V , and weight the results by a likelihood function. Here, a natural idea is to add a drift so that the expectation of τ does not tend to +∞ any more. We thus introduce: µ dV˜t = (µt σ − θVt )dt + σ dW˜ t



(25)



Rt



where W˜ t = Wt − 0 µs ds. Denoting τ˜ = inf{t > 0; V˜t = Vth }, a sufficient condition ˜ is µt > θVth /σ . In this way, the hitting time will be to have a finite limit for E[τ] much smaller : when σ is small, we expect τ˜ to be concentrated around a finite value τ ∗ , instead of going to infinity. If µs = µ is constant and strictly larger than θVth /σ , then τ ∗ = θ −1 ln [(V0 − µσ /θ )/(Vth − µσ /θ )]. Thus, for t > τ ∗ , the event {τ < t} should be frequent. To implement the IS algorithm, we need to know the likelihood functional for the change of probability corresponding to the new process V˜ µ . This likelihood µ functional LT is given by Girsanov theorem:  ZT  Z 1 t 2 µ LT (V˜ µ ) = exp − µs dW˜ s − µs ds (26) 2 0 0 µ The dependence of LT upon V˜ µ appears only through the trajectory of the underlying Brownian motion W˜ . An IS estimator for P(τ < t) is then:



pˆIS N (t) =



1 N ∑ 1{τ˜iµ 


(27)



Let us now discuss in more details a strategy to find an optimal choice of (µt ). This is a difficult question and to our knowledge only partial answers are known [17, 19, 5]. The following arguments will rely on large deviation theory, which is briefly introduced in [24]. More details can be found in [7, 2]. Finding an optimal µ means that the variance of the estimator pˆIS N (t) should be minimal. To be slightly more general, consider that we want to estimate
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E [G({Vs }0≤s≤T )]



(28)



where G is a functional of the trajectory. The case of the first passage time enters this framework. The importance sampling estimator is based on the equality:   µ E [G({Vs }0≤s≤T )] = E G({V˜sµ }0≤s≤T )LT (V˜ µ ) (29) which can be rewritten in a shorter way as:  µ EP [G] = EQµ GLT The variance of the estimator is then 1/N multiplied by:  µ Var µ = EP G2 LT − EP [G]2



(30)



(31)



The aim is to find µ that minimizes Var µ . The first observation is that if µ is chosen such that: G 1 (32) µ = EP [G] LT then the variance vanishes. In this case, we say that µ corresponds to the zero variance change of probability. However, this requires to know in advance EP [G] which is precisely the quantity we want to estimate. The first kind of arguments is based on this observation, and the idea is to find a reasonable value for EP [G] with the help of large deviation theory in order to obtain a µ that is close to the zero variance change of probability. If G is only a function of the process at time T (and not a functional of the full trajectory), then it is possible to obtain a tractable formula for Var µ and for the zero variance change of probability. This idea has been developed in the context of option pricing in [10]. This method requires a prior for EP [G] and large deviations theory is a powerful tool to obtain such a prior in the limit of small noise. However, as soon as the drift does not belong to the Hamiltonian class, then analytical expressions of large deviations quantities such as the quasipotential are very difficult to obtain. Numerical methods may then be useful to obtain this prior. We discuss these methods, which have their own interest, in the next section. Based on the same observation, iterative methods were suggested : starting from a guess for EP [G], a first run of MC simulations then give an estimated value, which in turn can be re-injected to define a new change of probability, and so on. The second kind of arguments has appeared in [12, 13] and is based on the Varadhan Lemma, which extends the Laplace transform (cf. Section 2.2.2 Eq. (21) and [7] for more details). Assume V satisfies a large deviation principle when σ → 0, with rate function I. Then, if G is non-negative, we have from Varadhan Theorem (under some assumptions):  µ  ln(G2 LT ) µ (33) lim σ 2 ln EP exp = sup{ln(G2 (φ )LT (φ )) − I(φ )} σ →0 σ2 φ
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where the supremum is over all the absolutely continuous functions on [0, T ] with initial condition φ (0) = V0 . Several authors have then suggested that a interesting choice of µ would be the minimizer in: inf sup{ln(G2 (φ )LT (φ )) − I(φ )} µ



µ



(34)



φ



Such a µ corresponds to a so-called asymptotically optimal change of probability. In our setting, I is given by: 1 I(φ ) = 2



Z T



b(φt ) − φ˙t



0



2



(35)



dt



µ



where b(φt ) = −θ φt . Then replacing LT and I by their expressions, the minimization/maximization problem can be rewritten as: inf sup{2 ln(G(φ )) + µ



φ



1 2



Z T 0



Z 2 µt − (b(φt ) − φ˙t ) dt −



0



T



b(φt ) − φ˙t



2



dt}



(36)



Then, assuming the conditions for inverting the infimum and the supremum are satisfied (see [13]), then this problem reduces to: µ



sup{2 ln(G(φ )) −



Z T 0



µ



µt2 dt}



(37)



where φ µ is solution of φ˙ = b(φ ) + µt . In our setting, G(φ ) = 1{ sup φ (s) > V } , th s∈[0,T ]



so that the problem is now: Z T



− µ:



inf sup φ µ (s) > Vth



0



µt2 dt



(38)



s∈[0,T ]



Finding a solution to this problem is elementary if one considers only constant drifts µt ≡ µ. In this case, µ should be such that τ ∗ = T , which gives: µ∗ =



θ V0 −Vth eθ T σ 1 − eθ T



(39)



To conclude, we display in Fig. 2 some simulations of the trajectories for the initial process, and in Fig. 3 simulations of the drifted process : the crossing event was very rare in the initial problem and has become frequent in the new one. Finally, in Tab. 2, we compare the estimated value of P(τ < 1) between the naive MC and the importance sampling strategy : with N = 104 the naive method fails completely, whereas with the IS strategy, a rather good estimation is obtained.
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Fig. 2 Hundred sample trajectories of the original Vt with parameters θ = 1, Vth = 1, T = 1, σ = 0.1 and µ = 0 : the event of crossing Vth = 1 before T = 1 is a (very) rare event.



µ



Fig. 3 Hundred sample trajectories of the drifted Vt with parameters θ = 1, Vth = 1, T = 1, σ = 0.1 and µ = 15.81 : the event of crossing Vth = 1 before T = 1 happens approximately half of the time. In the MC estimator (27), a very small weight LT is associated with each sample trajectory to make the average.



Some numerical methods for rare events simulation and analysis Number of runs N 102 103 104 105 106



Mean Naive MC 0.000000E+000 0.000000E+000 0.000000E+000 1.000000E-005 2.000000E-006



Variance Naive MC 0.000000E+000 0.000000E+000 0.000000E+000 9.999900E-006 1.999996E-006



Mean IS MC 1.216769E-006 6.819034E-007 9.431057E-007 8.287159E-007 9.018805E-007



15 Variance IS MC 2.427873E-011 1.535202E-011 2.717738E-010 1.157617E-010 4.450138E-009



Table 2 The importance sampling method improves significantly the variance of the estimator of the probability that the first passage time is larger than T = 1. Parameters : θ = 1, Vth = 1, T = 1, σ = 0.3, µ ∗ = 5.273257



3 Numerical methods based on large deviations theory 3.1 Quasipotential and optimal path While describing simulation methods for rare events, we have seen that having a reasonable prior for the quantity we are trying to estimate can be a key element to design an efficient algorithm. For instance in the importance sampling method, a way to find a good change of probability (in the sense of minimal variance) is to try being close to the zero-variance change of probability, which requires a knowledge of the value one wants to estimate. To find such a prior, approximation methods are useful, and often rare events can be studied in a framework of small noise asymptotics. Therefore large deviations theory can provide asymptotic estimates that can be used in the design of simulation methods. Moreover, the results obtained by large deviations techniques have their own interest. A situation of special interest is when considering a dynamical system perturbed by small external noise or a large population close to its deterministic ’law of large numbers’ description, where finite size effects play the role of internal noise. In this situation, suppose the underlying deterministic system has two stable equilibria. Because of the noise, the system will jump between those two stable states. Two types of questions can be asked about such a system: what is the law of the time between two jumps (in particular its expectation) and what is the most likely path (MLP) in the phase space from one equilibrium to the other. If the dynamics is non-gradient, then the classical Kramer’s rate theory fails, and one needs other tools. The MLP can be predicted using large deviations theory, and not only it provides an insight in the mechanism of the rare event, but also can be used to deduce the jumping rate. In the Freidlin-Wentzell theory of large deviations [11], this MLP is shown to minimize an action functional. This functional on a trajectory space can be interpreted as a probabilistic cost function : it assigns a sort of ’likelihood’ to a given path between two points. Of course, if there exists a trajectory solution of the deterministic system with the prescribed starting and ending points, then it is exactly the MLP. However, in the situation of interest there is no such a deterministic solution : an escape from one stable equilibria to the other is a noise-induced phenomenon.
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To find the MLP, one has to find the trajectory φ starting from x at time t = 0 and ending at y at time t = T which minimizes the action function S0,T (φ ). The minimization should also be taken over all T ≥ 0, and this leads to the following definition of the so-called quasipotential: V (x, y) := inf



inf



T ≥0 φ : φ (0)=x, φ (T )=y



S0,T (φ )



(40)



The quasipotential has two interesting properties. First the average time of exit from a domain D around a stable fixed point x is of order exp(V ∗ (x)/ε 2 ), where V ∗ (x) := inf V (x, y). Secondly, the most likely exit point on the boundary is given, if unique, y∈∂ D



by y such that V (x, y) = V ∗ (x). We refer to [24] and [9] in the present volume for more details about the quasipotential. Our purpose is to present an algorithm [14] designed to compute numerically the quasipotential corresponding to a given small noise system.



3.2 Numerical methods The problem we are dealing with is an optimization problem, which defines the quasipotential: V (x, y) = inf inf {S0,T (φ )} x ,x T ≥0 φ ∈Ca1 2 (0,T )



where Cax1 ,x2 (0, T ) is the set of all absolutely continuous functions φ from [0, T ] to D with φ (0) = x and φ (T ) = y.



3.2.1 General comments on quasipotential computation algorithms There exist several numerical methods to solve this minimization problem. The first idea is to use a shooting method [15] considering the boundary value problem for the Hamiltonian equation associated with the minimization problem. Another method, called the minimum action method has been introduced in [25] and is based on a relaxation method for the associated Euler-Lagrange equation. The problem of this method is that it is well suited when T is fixed but not when the infimum has to be taken over T as well, since the MLP may be obtained for T → ∞. The method we are going to present here, called the geometric minimum action method and introduced in [14], is based on a geometric reformulation which prevents from difficulties related to large times T → ∞ and is thus more efficient in this context.
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3.2.2 Presentation of the algorithm from [14] The ideas behind the algorithm are the following: • reformulate the problem so that the infimum should not be taken over all T and φ but only over the curves ψ ∈ Cax1 ,x2 (0, 1) going from x1 to x2 • write the Euler-Lagrange equation corresponding to the reformulated optimization problem • solve numerically this equation through a discretization relaxation method Three main assumptions are made for the method, and we recall them here. D is an open connected of Rn . A1 ∀x ∈ D, H(x, 0) ≤ 0 A2 H(., .) is twice continuously differentiable A3 Hθ θ (x, .) is uniformly elliptic on compacts In the case of a diffusion process, with diffusion matrix a diagonal (uncorrelated Brownian motions), then Hθ θ = a and assumption A3 requires the diffusion process to be uniformly non-degenerate.



Geometric reformulation By definition: V (x1 , x2 ) = inf



{ST (φ )}



inf



T φ ∈Cax1 ,x2 (0,T )



The main result is the following reformulation: V (x1 , x2 ) =



inf



˜ {S(ψ)}



x ,x ψ∈Ca1 2 (0,1)



˜ with the two following expressions for S: ˜ S(ψ) =



Z 1



< ψ 0 , θ˜ (ψ, ψ 0 ) > dα



(41)



L(ψ, λ ψ 0 )/λ dα



(42)



0



Z 1



= 0



λ = λ (ψ, ψ 0 ) where the functions θ˜ (x, y) and λ (x, y) are defined implicitly for all x ∈ D and y ∈ Rn − 0 as the unique solution of the system: H(x, θ˜ ) = 0,



Hθ (x, θ˜ ) = λ y,



λ ≥0



In the case of a diffusion process (??), H is given in (16), and the above system reduces to: 1 f (x).θ˜ (x, y) + |θ˜ (x, y)|2 = 0, 2



f (x) + θ˜ (x, y) = λ (x, y)y,



λ ≥0
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What is important is that the extremal function ψ ∗ for the minimization problem of the reformulation will have the same probabilistic interpretation (optimal path) as the extremal function φ ∗ for the original problem, after of course an appropriate time change.



Derivation To read a rigorous proof we refer the reader to [14], but here we will describe heuristically one way to derive the result (cf. [14] Remark 2.6 p19). Every function φ ∈ Cax1 ,x2 (0, T ) can be written as: φ = ψoG−1 where ψ ∈ Cax1 ,x2 (0, 1) follows the path of φ at constant speed, and G is an appropriate time-rescaling. Then, minimizing over all φ and T is equivalent to minimizing over all functions ψ and G. After a change of variable, setting g = G0 : Z T



ST (φ ) =



L(φ , φ˙ )dt =



0



Z 1



L(ψ, ψ 0 /g)gdα



0



˜ So to find S(ψ) we have to minimize over all g, which can be done as follows by setting the derivative of the integrand of the second expression equal to zero: 0 = < −ψ 0 /g2 , Ly (ψ, ψ 0 /g)g > +L(ψ, ψ 0 /g)   = < −ψ 0 /g, θ ∗ (ψ, ψ 0 /g) > + < θ ∗ (ψ, ψ 0 /g), ψ 0 /g > −H(ψ, θ ∗ (ψ, ψ 0 /g) = −H(ψ, θ ∗ (ψ, ψ 0 /g)) with θ ∗ (x, y) being the maximizer in the Legendre transform: L(x, y) = sup{< θ , y > −H(x, θ )} θ



= < θ ∗ (x, y), y > −H(x, θ ∗ (x, y)) So that we have: Hθ (x, θ ∗ (x, y)) = y and Ly (x, y) = θ ∗ (x, y) Thus, the condition : H(ψ, θ ∗ (ψ, ψ 0 /g)) = 0 is satisfied with λ = 1/g such that: θ˜ (x, y) = θ ∗ (x, λ y), Hθ (x, θ˜ (x, λ y)) = λ y



Some numerical methods for rare events simulation and analysis



19



and we then derive expressions (2) immediately and expression (1) noticing that L(ψ, λ ψ 0 )λ =< θ˜ (ψ, ψ 0 ), ψ 0 > −0



Euler-Lagrange equation As we have this new formulation of the optimization problem defining the quasipotential, we will derive the Euler-Lagrange equation associated with the minimization ˜ of S. Let us Rrecall the Euler-Lagrange equation associated with the optimization of J(v) = 01 F(v, v0 )dt. If J 0 (u) = 0 then:   ∂F d ∂F (u, u0 ) − (u, u0 ) = 0 dt ∂ y ∂x ˜ Then, if J(v) = S(v), then we have the following equation: ∂α (θ˜ + θ˜yT ψ 0 ) − θ˜xT ψ 0 = 0 with all the θ˜ being evaluated at (ψ, ψ 0 ). After some technical calculus, this equation gives the following system (EL): −λ 2 ψ 00 + λ Hθ x ψ 0 − Hθ θ Hx − λ λ 0 ψ 0 = 0 0



> with initial and final condition : ψ(0) = x1 and ψ(0) = x2 and with λ = 


3.2.3 Towards a study of spontaneous action potential generation In this section, we just show an illustration of the results on a widely used neuron model that can be obtained with the above algorithm. A further development of this approach is the subject of ongoing research. The original three-dimensional Morris-Lecar model was introduced in [18] to account for the voltage oscillation of the barnacle muscle fiber. In order to account for various sources of noise, we add small a white noise term on each variable, so the system reads: (1)



CmV˙ = [−gCa m∞ (V )(V −VCa ) − gK w(V −VK ) − gL (V −VL ) + I] dt + σ1 dBt (2)



w˙ = [(1 − w)αK (V ) − wβK (V )] dt + σ2 dBt
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with auxiliary functions and parameters given in Appendix A. Here the variable V is the membrane potential, w corresponds to the proportion of open potassium channels. As we are dealing with the small noise regime, the only noise parameter that we can introduce is the ratio δ = σ1 /σ2 . This parameter corresponds to the ratio between the extrinsic (synaptic) and intrinsic (channel) sources of noise. For the input current I = 0, we compute the quasipotential V (x1 , x2 ) with x1 the stable fixed point of the system, and for all x2 in the phase plane (cf. Fig. 4). This quasipotential can be interpreted as a noise-induced energy landscape, in the sense that small fluctuations can lead the trajectory far from the stable equilibrium but with an associated cost which is precisely the quasipotential.



Fig. 4 This figure shows two things: first, the background color map represents the quasipotential V (x1 , x2 ) with x1 the stable fixed point of the system for different values of x2 in the phase plane; second, the red curve is an example of an extremal trajectory for the action function S(ψ) of the algorithm presented above, starting from x1 , to another (arbitrary) point. Color code : from low values of the quasipotential (blue) to high values (red).



In Fig 5, we explore how this picture is affected by a change of parameters I and δ . We observe that increasing I or δ induces an ”opening” of the quasipotential. For I, this is presumably related to a bifurcation in the underlying deterministic system, since increasing I changes the stability of the fixed point x1 . For δ , this is related to a noise-induced increase of the escape rate (see for instance the second line, from right to left : I is fixed and δ is increased). Further quantitative studies of the quasipotential is an ongoing research work.
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Fig. 5 Quasipotential pictures for different values of δ ∈ {5, 2.5, 1} (from left to right) and I ∈ {0, 10, 20, 30, 40} (from up to down). In each figure, abscissa is the potential variable V (in mV) and ordinate the recovery variable w (without unit). The red and yellow curves are respectively the w- and V - nullclines of the system. Their intersection is the equilibrium point x1 from which the quasipotential V (x1 , x2 ) is computed, for any x2 in the phase plane. Notice that x1 depends on I. Color code : from low values of the quasipotential (blue) to high values (red).



4 Conclusion In this paper, we have introduced several concepts and methods that helps estimating rare events related quantities. In the first part, we have discussed several aspects concerning variance reduction of Monte-Carlo method, with a focus on importance sampling. Our aim was to illustrate how these method may apply to elementary situations inspired by biological models. We have shown that these techniques can be useful to deal with multiscale continuous-time Markov chains. We have treated with more detail the problem of first passage time for a linear diffusion process to show the kind of mathematical problems that may arise when trying to design an optimal
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importance sampling scheme. This has led to the observation that large deviation theory can be helpful to solve these questions. Therefore, we have also presented a numerical method designed to estimate large deviations quantities such as the quasipotential and the optimal path. This approach provides asymptotic estimates which have their own interest, but these estimates can be used in turn to initiate an efficient Monte-Carlo simulation, for example to construct an almost optimal change of probability. The link between large deviations and rare event simulation is treated in more details in [2]. Several rare event simulation problems are not completely solved and new questions arising from biological modeling will certainly require new techniques. For the interested reader, we recommend the reading of the recent book [21] where developments of both theory and applications are presented. The question of rare events is not new, and many philosophers have discussed this topic. We would like to end by a quote from Lucretius [1]: First-beginnings of things (...) have been wont to be borne on, and to unite in every way and essay everything that they might create, meeting one with another, therefore it comes to pass that scattered abroad through a great age, as they try meetings and motions of every kind, at last those come together, which, suddenly cast together, become often the beginnings of great things, of earth, sea and sky, and the race of living things.



Appendix A. Auxiliary functions and parameters The auxiliary functions of the Morris-Lecar model [18] used in the paper are:     V −V3 V −V3 1 1 + tanh (43) αK (V ) = λn cosh 2 2V4 V4     1 V −V3 V −V3 βK (V ) = λn cosh 1 − tanh (44) 2 2V4 V4 m∞ (V ) = αCa (V )/(αCa (V ) + βCa (V )) with :



    1 V −V1 V −V1 cosh 1 + tanh 2 2V2 V2     1 V −V1 V −V1 βCa (V ) = cosh 1 − tanh 2 2V2 V2



αCa (V ) =



(45) (46) (47)



The values of the parameters and initial conditions used for the numerical integration and stochastic simulations are: V1 = 0 mV ; V2 = 15 mV ; V3 = 10 mV ; V4 = 10 mV ; gCa = 4 mS/cm2 ; gK = 8 mS/cm2 ; gL = 2 mS/cm2 ; VK = −70 mV ; VL = −50 mV ; VCa = 100 mV ; Cm = 20 µF/cm2 ; λn = 0.1.
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