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Some Perplexities Arising from Temporal Variation in Fitness Bruce Glymour Kansas State University For POBAM, June, 2012 1. A phenomenon of interest. Consider two haploid populations, P1 and P2. In both there are two types, As and Bs, reproducing with perfect fidelity. Both populations begin with size N=100, with equal numbers of type A and B individuals. Both have discrete generations, with no survival over generations, and in neither is there mortality before reproduction. Both occupy each of two environments, E1 and E2. The distributions over reproductive success for individuals of each type in each environment are given in Table 1. The populations differ in only one respect: in P1, the environmental state is chosen at the beginning of each generation, with Pr(E1)=Pr(E2)=.5 while in P2 the environmental state is chosen once each fifth generation, with Pr(E1)=Pr(E2)=.5, so that the environment remains constant for each successive 5 generation period. The two populations are characterized by the same equilibria—both populations go to fixation for type As with probability .5 and to fixation for Bs with probability .5. However, they differ markedly with respect to population dynamics: fixation is achieved more rapidly in population 2 than in population 1 (Figure 1). The difference between the two populations is easy enough to explain—it is a consequence of the period over which the environment varies. And it is easy enough to formalize this relevant difference using the correlation between successive environments. In population 1, the correlation between the environmental states in the ith and i+1th generation is 0; in population 2 it is .8. The correlation between the state of the environment in successive generations may be itself be conceptualized as feature of a meta-environment. If the meta-environment



occupied by a population is understood to comprise the time distribution of E1 and E2, then P1 and P2 occupy different meta-environments, and the selection processes acting on P1 and P2 are correspondingly different. Because the difference in selection processes corresponds to a mathematically describable difference in environment, it is possible to model selection in either, and to appeal to differences in the models to explain differences in the dynamics characteristic of our two populations (c.f. Hartl and Cook 1973; Hedrick 1974; Gillespie 1971 and 1973, Gillespie and Guess 1978, Gillespie 1979).1 But such models raise a number of interpretive questions about the relationship between fitness coefficients and selection processes, about interpretations of fitness, and ultimately, about just what has to be interpreted if one is to understand population genetic models as descriptions of the causal or nomic processes by which evolutionary change is generated. In this paper I am concerned to specify the puzzles.



2. A Closer Look at the Populations. A number of facts about the evolution of our populations, or more precisely about an ensemble of such populations, will be useful. The data reported here are drawn from a series of 5000 trials; in each trial a population of 100 individuals is constructed, 50 of type A and 50 of type B. For P2, an environment is chosen by random draw, and reproduction for each individual is determined by random draw from the appropriate probability distribution. A new population is then constructed from the offspring, and the cycle repeats. In the fifth generation and every successive five generations the environment is re-chosen, again at random with Pr(E1)=Pr(E2)=.5. For each run, a population is terminated if it fixes, or if the population size exceeds
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Though, as we will see below, currently available models involve dubious simplifying assumptions.
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50,000 individuals. For P1 the procedure is the same, except that the environment is rechosen in every generation. Of the 5000 P2 trials, approximately 3.7% of the populations fix by generation 10, 11.5% by generation 15, 17.3% by generation 20, and approximately 23.4% by generation 25. Over all runs, 39.7% of the populations fix before population size exceeds 50,000 individuals, and no fixation event occurs after generation 89. The chance of extinction is small, but not zero, and in these 5000 trials, 12 populations went extinct. The comparison with a similar sequence of trials for P1 reveals differences. In generation 10, the percentage of populations fixed is .06%, with .6% fixing by generation 15, 1.6% fixing by generation 20, and 3.0% fixing by generation 25. Over all runs 8.2% fixed before exceeding a population size of 50,000, and the last fixation event occurs in generation 106. Of these populations, 3 went extinct. Prima facie, selection operates differently in the two populations—evolution is much slower in P1 than in P2, though population growth is significantly faster (but also more varied) in P2 than in P1. How are we to model P1 and P2? Is there a model which when fitted to each of the two populations differs only in the fitness parameters it assigns to types, and if so, in what ways does this constrain how we interpret the fitness parameters? One possibility is to calculate fitness from the expectations and the variances we see in measured values of reproductive success, over all trials. Figure 2, for example, reports the joint empirical distributions for W1 and W2 in the ensemble of P1 populations and the ensemble of P2 populations. The relevant expectations do not differ, but the relevant variances do. If we take fitness to be a function of both moments, then it is easy enough to distinguish P1 and P2 by appeal to differing fitnesses.
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But there is a problem in so doing. The variation in reproductive success is largely between generations, and so the correct formula for the fitness of type A, for example, is fitness(A)=exp(W1)-σ2/2, were W1 is the actual per capita reproductive success of type A (Gillespie, 1977). This yields for type A the value 1.014 in P1 and 1.013 in P2 (and equivalent corresponding values for type B in P1 and P2 respectively). But it will not do to distinguish selection in P1 from selection in P2 in this way. First, that difference in fitness is too small to explain the difference in fixation rates. Second, P2 populations do not behave in the same way that populations in which type A has a constant (absolute) fitness of 1.013 behave, and this is because the probability distribution over per capita rates of reproductive success varies over generational time in P2. The standard method treating such non-constant distributions is to model fitness as a stochastic process. Putting things this way, however, invites conflations we will need to avoid, since part of our problem will be exactly how to understand fitness in relation to the stochastic process employed by a model. It is better to view things in the following way. At each generation there is some joint probability distribution over the rate of reproductive success for each type. The actual rate of success for each type in a given generation is determined by a random draw from the distribution obtaining at that time. By way of illustration, Figure 3 shows these distributions for a particular P2 population (population 2533) at generations 9, 10 and 11; I shall call such distributions, obtaining at a particular generation for a particular population given the local environment, population size and composition, a ‘local’ distribution).2 The time 2



These densities are estimated from 20,000 trials for each generation, with the environment and type population sizes set to the values actually experienced by population 2533 in the respective generations.
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evolution of the local distributions, from which rates of success are drawn in successive generations, is governed by a stochastic process. Fitness, whatever it may be, is measured at a given time by the value of a function among whose arguments are moments of the local distribution generated at that time by this stochastic process. Typically in so modeling a population, one employs a continuous time, stationary stochastic processes. That the stochastic process is continuous in time is problematic, since that is nearly always an idealization, and the behavior of discrete and continuous time processes may be very different (Gillespie and Guess, 1978). A ceond and somewhat more pressing concern is the assumption of stationarity. A stochastic process specifies the joint distribution of some set of random variables at each of a succession of time steps, and the process is said to be strictly stationary if this distribution is invariant; the process is said to be weakly stationary if the expectations and variances do not change with time, though other moments of the distribution may. A quick first test for weak stationarity is to examine the between-generation correlations between type rates of reproductive success. Let W1(g) be the per-capita reproductive success of type A in generation g, and W2(g) be the per-capita reproductive success of type B in generation g. Weak stationarity requires that W1(g) be uncorrelated with W1(g+1), and similarly W2(g) be uncorrelated with W2(g+1). And that is what we see in P1, i.e. the generation specific distributions in P1 are (approximately) weakly stationary.3 Unfortunately, the distributions in P2 are not. For example, if the process is stationary, the correlation between W(g) and W(g+1) should not differ between generations 11 and 12 (where there is no change of environment) and generations 19 and
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Weak stationarity requires that Wt(g) be independent of Wt(g+i) for all types t, generations g, and lags i, which P1 satisfies, but also that Var(Wt(g)) be constant, which P1 does not satisfy.
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20 (where there is). Unsurprisingly, in P2 the correlations between rates of success do differ over time. The one-generation autocorrelation for W1 is .67 (p


Thus, the joint density over W1(g), W2(g) is changing from generation to



generation, and doing so in ways that, importantly, are not predictable from information about the fitnesses in the preceding generation. It may be possible to use differencing to produce a cointegrated variable which is a function of both current and past values of W1 and W2, and then consider a stationary process over this cointegrated variable. The method derives from the work of Clive Granger on time series data in economics (see Granger and Weiss 1983, and Engle and Granger 1987). The method has not, to my knowledge, been employed in population genetics, and I cannot say whether it is here useful. But let us assume it is, so that we can in principle construct a model of the time evolution of the generation specific densities over per capita rates of reproductive success for populations like P1 or P2. What we desire is a function from parameters or variables in this model to fitness parameters for each type, and we would like to be able to interpret the resulting fitness parameters so as to satisfy standard intuitions about what fitness is, what it explains and what it predicts. We will begin with potential solutions to the second class of problems, noting relevant intuitions, and then ask whether there is any solution to the first that is consonant with those intuitions.



3. Puzzles (Part 1). One fairly strong and reasonably common intuition is, roughly, as follows. Individual organisms have various genic and phenotypic properties which, in
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conjunction with particular environments, generate a stable disposition to reproduce in those environments. It is not altogether clear, on this view, whether the ‘generative’ connection is causal, nomic or some species of supervenience relation, but that question need not detain us—it is enough that physical properties of organisms underpin in some way an environmentally specific but otherwise stable disposition or propensity to reproduce. It is further supposed that this disposition can be measured by a real valued variable, and that some function on the set of such values for all members of a type to the real numbers either measures or defines of the fitness of a type. And again, it is supposed that this type fitness represents some stable disposition or propensity of the type to increase or decrease its numbers, in the environment. There are of course a number of complexities. The function need not be simple, and it will likely have several arguments—an expectation and a variance at least, and perhaps population size, and so on. But technical challenges aside, the idea is deeply attractive. Considerations in its favor go something like this. Stable propensities to reproduce for individual organisms arise from the physical properties, whether environmental, genetic or phenotypic, that cause individual reproductive success. Some of these properties are common to all or nearly all members of a type, because they define that type or are caused by other features definitive of the type or are aspects of a shared environment. Other properties exhibit considerable variation among members of the type. Those properties common to the type, one supposes, underpin a stable propensity to reproduce in the specific environment, a propensity that is in some sense characteristic of the type. By averaging over those causes that vary within the type, it ought to be possible to extract a single valued measure of this stable propensity, a
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measure which can then be employed in equations predicting the behavior of the population over evolutionary time. It seems natural enough, on this view, to define ‘fitness’ as the relevant measure. While the basic idea originates in the work of Brandon (1978) and Mills & Beaty (1979), I am unconcerned with any particular elaboration of it. There are any number of others who offer similarly motivated definitions or interpretations of fitness, differing only in technical details, and yet many more who define fitness differently or not at all, but are nonetheless happy to suppose that there is some correspondence between fitness, as they define it (or not), and stable dispositions to reproduce. Unfortunately, P2 challenges the most central presupposition of such stories. Any such interpretation of fitness (or correspondence between fitness and dispositions) depends essentially on the idea that types are characterized by some stable propensity to reproduce, to increase or decrease their membership, or anyway to increase or decrease in the proportion of the population they compose. Look again at the distributions in Figure 3. The types in population 2533 just are not characterized by a stable propensity to reproduce, and in this respect they are just like every other population in our ensemble— see Figure 4, for example, to see the joint distributions for population 2537 and Figure 5 to see those for population 2539 obtaining at generations 9, 10 and 11. Importantly, the availability of a stationary model of some cointegrated variable will not change this fact, it will rather accommodate it. It may be said in response that the stability in question is not unconditional. It depends first on sample sizes being large enough so that averaging over the peculiarities of individual members of a type avoids egregious sampling error. And the stability
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depends as well on a stable environment. In focusing on the generation specific distributions for a single population in our ensemble, it might be argued, we have not adopted a sufficiently abstract perspective—one from which environments are constant and sample sizes large enough to vitiate sampling error. The first worry is clearly out of place here. In P2 there is no individual variation within types at all—every member of type A (and of type B) has in any given generation exactly the same propensity to reproduce as any other. It is true, however, that although the meta-environment is constant, the local environment does change over generations for population 2533, and for (nearly) every other P2 population. And so it might be thought that the stable propensities to reproduce will not be exhibited by some invariance over successive generations in the population-specific, local, distributions over W1 and W2, but rather by an invariance over generations in the distributions of W1 and W2 in the ensemble. That is, it might be thought that, for any given P2 population, type A’s disposition in generation g to reproduce in generation g varies as g varies, but type A’s disposition in generation 1 to reproduce in generation g is constant for all values of g. If this were so then, for example, the disposition of a P2 population at generation 1 to reproduce in generation 6 should be identical to its disposition in generation 1 to reproduce in generation 21, and it is this invariance that fitnesses should track. Unfortunately, there is no such invariance. Consider Figure 6, which reports the the joint density over W1 and W2 for generations 6, 10 and 21, over all trials in P; I will call such distributions, those characterizing the ensemble rather than a particular
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population, global distributions.4 Clearly, the density is changing in generational time, i.e. the disposition of types in P2 populations at generation 1 to reproduce in generation 6 is not the same as the disposition of types in P2 populations at generation 1 to reproduce in generations 10 or 21. And again, a model employing a stationary stochastic process defined with respect to cointegrated variables generated by differencing W1(g) and, .e.g., W(g-1) will not change this fact, it will merely accommodate it. Put otherwise, whatever invariant feature is extracted by a stationary stochastic process over a cointegrated variable, that feature will necessarily be constrained not only by the probability density governing the behavior of P2 populations in generation g, but also by the behavior of those populations in both future and past generations. To the extent that any such feature is used to define fitness, fitness itself does not perfectly correspond the probability densities constraining behavior at any given generation. That is a problem: it threatens to cut the connection between the causal, biological, details governing the reproductive fate of both individuals and types from the causal or nomic constraints governing evolutionary change within a population. Or at least, our models will permit us to recognize only those causal or nomic constraints governing evolutionary change which are common to all populations in the ensemble, in every generation. This disconnect between model based measures and the underlying phenomena can be seen another way. Simply compare the joint densities over W1 and W2 obtaining at generation 10 for populations 2533, 2537 and 2539, given in Figures 35, to the density at generation 10 derived from all populations given in Figure 6. It is the latter density to which model based measures are sensitive, but it is the former to which 4



Formally, a local distribution over W1, W2 is a distributional conditional on the value of g, the composition of the population at g, and the state of the environment at g. A global distribution conditions only on the value of g.
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the specific populations are responding. Some may not find this prospect troubling, and we will return below to ways in which it might be cheerfully ignored. But first, let us see if the threat can be turned back.



4. Puzzles (Part 2). One might attempt to bound the variation in the distribution over W1 conceptually, in the following way. The variation in the distributions over W1 and W2 arises from two sources—changes in the environment and changes in population size. The latter do not effect expectations, but only variances. One might argue, therefore, that these influences are properly understood as drift rather than selection, and hence really ought not be incorporated into our fitness parameters. On this view, selection does not, in fact, differ between the populations P1 and P2. Such differences in evolutionary dynamics as there are arise because there is greater variation in population growth in P2, and so its evolutionary fate is more strongly influenced by drift than is the fate of P1. And while that may pose predictive problems, it does not in any way threaten the conceptual underpinnings of fitness, understood as a stable propensity to reproduce. Call this kind of view a ‘containment strategy’. The containment strategy clearly names and categories the troubling variation in the distributions over W1 and W2. But it does not, at the end of the day, avoid the difficulties implied by such variation. It rather merely makes them problems for someone else. First, the containment strategy simply fails to render models that permit reliable prediction of population dynamics. In effect, it disowns such predictions as a
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desideratum of our models of selection. Some, e.g. the ‘statisticalists’, may be comfortable with that but others, myself among them, will surely find it problematic.5 Second, to adopt this strategy is to hold that models of selection ought attend only changes in the expectations of the distributions over reproductive success, and further to recognize that these models are therefore inadequate to predict the speed with which populations approach equilibria, indeed inadequate sometimes even to predict equilibria. On this view, for example, Gillespie (1974 and 1977) errs in writing fitness as a function of variance: it may be true that for the populations he considers, the newly defined parameter is predictively useful, but is not a fitness value exactly because it is sensitive to variance, variations in which are an effect of drift rather than selection. Unless one is willing to disown ‘Gillespie fitness’ and with it the intuitions aired in Beaty and Finsen (1989), this strategy will be problematic. It can be made more so by considering again P1 and P2. To conceptually bound the variation in the distribution over W1 and W2 which we find problematic, one must hold that the same selection process operates in P1 and P2, and the different probability distributions over their states at any future time result from drift rather than selection. Some consequences follow. First, the environment influences drift. This must be so because, by assumption, the types in P1 and P2 are identical, hence differences in behavior must be a function of differences in the environment. Similarly, by assumption, the same selection process operates in P1 and P2, hence differences in behavior must be a
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It is never quite clear to me whether those who count themselves as statisticalists take fitnesses to represent facts about actual rates of reproductive success, or facts about the distribution of such rates in an ensemble of identical populations, and I do not wish here to engage in the niceties required by any careful interpretative endeavor. Those inclined to the former view may find this sort of conceptual bounding attractive; those inclined to the latter are less likely to do so.
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function of drift. Consequently, there is a dependence relation between drift and the environment, even conditional on facts about fitness. That view is not itself unintelligible, but it is quite different from the view implicit in standard models, whether they be algebraic models, models employing difference or differential equations, or diffusion approximations. Second, and in consequence, it will be a mistake to condition on environments simply by appeal to fitness values. That is, models which represent the environment only by attributions of fitness will be inadequate, since environmental features that imply the same fitness coefficients can have quite different effects on drift, as will be the case, on this sort of account, in P1 and P2. Third, it follows that classical population genetics models cannot provide a (correct) unification of evolutionary phenomena. This is because, in both classical and many non-classical models, the environment is represented, if at all, only by fitnesses (or a ‘drift’ term in a diffusion approximation), and drift only by population size (or a variance term in a diffusion approximation). Fitnesses and drift terms are in turn functions of expectations, and so those features of the environment that influence drift without influencing expectations are unrepresented by them. And population sizes or the variances implied by them are not the only influences on variance in the joint distribution over W1 and W2, e.g. the temporal delay in switching between local environments matters as well. No such features can be captured by classical models, on this view of them. Again, P1 and P2 are illustrative: the generation 1 population sizes are the same for both populations, as are (according to the containment strategy) the generation 1 fitnesses, and yet their expected future behavior will be quite different, and (again
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according to the containment strategy) will be so in consequence of the differential influence of drift. P1 and P2 ought therefore not be unified—something importantly different is happening in P2 that is not happening in P1. But whatever that something may be, according to the containment strategy it is and ought to be invisible to proper models of selection, which will therefore wrongly unify P1 and P2. Hence, a conceptual bound on the variation in the joint distributions of W1 and W2 essentially ducks the duty to represent and predict the relevant variation or its evolutionary consequences. In so doing the containment strategy preserves the connection between fitness and selection, and between both of these and the biological causes of individual survival and reproductive success, but does so at the price of relinquishing claims to predictive and explanatory competence, and perhaps worse, similarly claims to provide an adequate unification of evolutionary phenomena.



5. Puzzles (Part 3). There is another, importantly different, set of intuitions about selection, which intuitions fit comfortably with the idea that fitnesses should be divorced from the biological details about the causes of survival and reproductive success. I have in mind here the sort of view I take Elliott Sober defend (e.g. in Sober 1984). Again, I am not concerned here with interpretive niceties—the elaboration that follows will doubtless be misrepresentative of Sober and each of his fellow travelers in important ways. I intend only to specify roughly an underlying intuition which might recommend a Sober-like position in response to the challenges posed by the contrast between P1 and P2.
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On this kind of view, the object of explanatory importance is the population. We may conceive of it as being pushed around through a state-space defined by type frequencies. What pushes it around are various forces which act on the population in response to various properties exhibited by the population. One such force is selection, and it is sensitive to the property of fitness: the strength of this force is proportional to the differences in fitness between the types, i.e. to the selection coefficients. Another such force is drift, and it is sensitive to population size: the strength of this force is inversely proportional to population size. There are other forces—mutation, migration and so on, but drift and selection are enough for the moment. On this view, the job of a theory of evolution is to say how these forces compose, and a standing interpretive difficulty for the view is to identify measures of the forces and the functions that compose them in the model equations of population genetics. A presupposition of that endeavor is that the forces really are distinct, for if not, there is no composing to do. And P2 threatens that presupposition; more, it does so in ways that belies the interest of the project, so conceived. Consider again population 2533 at generation 10. It is composed of N(A)=667 A types and N(B)=19 B types, and the local joint distribution over W1 and W2, the probability distribution obtaining at generation 10 for population 2533, which I will call D(W1,W2), is as given in Figure 3(b). By random draw from these distributions, W1=.784 and W2=1.053, giving population 2533 a composition in generation g+1 of N’(A)=523 A types and N’(B)=20 B types. One way to understand population genetics, qua theory of evolution, is as the theory which takes us from D(W1,W2), N(A) and N(B) to next generation composition, i.e. to N’(A) and N’(B). That raises two puzzles. The
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first is technical: which part, what aspects, which moments, of D(W1, W2) are drift, and which selection? If we associate the mean with selection and the variance with drift, we again are forced to eschew ‘Gillespie fitness’. And if we don’t, what then? Equally, what of the autocorrelation between W1(g) and W1(g+1)—is this selection, or is it drift, or neither? And if neither, are we not forced to give up the pretence that population genetics, qua theory of evolution, offers (reliable) quantitative predictions about population dynamics and, sometimes, equilibria? Those are real problems, but arguably merely technical. To me the more problematic difficulty is this. If our theory of evolution takes the local distributions over W1 and W2 as input, along with N(A) and N(B), and confines itself only to explaining or predicting N’(A) and N’(B) from them, the theory verges on triviality. In the case of P2, calculating expected values for N’(A) and N’(B) is a mere application of the probability calculus, and though a long calculation is required, it is not a terribly interesting calculation. Even if we add some complexity, e.g. by moving to a diploid population, allowing mutation, and so on, we still have no more than some simple statistics plus Mendelian genetics. A theory enabling those calculations is of course a real achievement, and the actual calculations are interesting as an exercise, once or twice. But as a formalization of the theory of evolution by natural selection its interest (to me at least) lies in the predictions we can get from it about evolutionary outcomes and the speed with which they are achieved. But to achieve those predictive goals one will need to predict W1(g) and W2(g), and do so for many values of g. That is to say, never mind what we mean by ‘fitness’, we cannot simply take D(W1,W2) or any function of its moments as input, we must rather predict the distribution or its moments. But the view
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on offer forgoes such prediction; a fortiori it forgoes the ability to predict (reliably) population dynamics, at least when reproductive success is governed by a non-stationary stochastic process. A slightly different take on the Soberesque approach is possible. Instead of thinking about population genetics cum theory of evolution by natural selection as a theory about the forces moving a population through the hyperspace defined by type frequencies, we might instead think of it as a theory about how the densities over W1 and W2 are modified over time (or better, as a theory of both things). I find much in this view to like, but it too confronts puzzles. One way of working out such a theory is to attend to the biological causes, environmental, phenotypic and genic, of per capita rates of success for the types. But any such theory is ecological rather than population genetic. The laws it uncovers will be source rather than consequence laws, in Sober’s terminology. I myself am attracted to that kind of theory, though others are not. The alternative is to seek a mathematical description of the time evolution of the densities over W1 and W2, i.e. a model, containing variables and parameters that can be categorized as representing selection, drift, and the like, related by equations which can be said to compose these distinct forces. And now we recur to the problem confronting the effort to mathematically bound the variation in the distributions over W1 and W2. We presumed right at the start that by some suitable differencing of W1(g) and W(g-1) we could produce a cointegrated variable governed by a stationary stochastic process and from which fitnesses could be defined. In point of fact, we do not have any such model,
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but suppose we did. To identify fitness with (some function of) its variables and parameters is to relinquish some very deep intuitions indeed. Suppose for example that Granger style differencing allows us to produce a vector autoregression model, converting the non-stationary stochastic process over W1(g) into a stationary stochastic process over Y=f1[W1(g)]-f2[W1(g-i)]+ε. In so doing, we will effectively incorporate into a single term representing selection both information about expectations over W1 and information about correlations between present and future values of W1. Insofar as Y represents something stable, invariant, about the forces pushing a P2 population through the state space defined by type frequencies, it fails to represent quite a lot about the forces actually affecting that population at any given generation. Instead, what it represents is a stable relation between the global densities (densities like those in Figure 6), from which the local densities, densities like those in Figures 3, 4 and 5, may be predicted. We have then abstracted not only from the biological causes driving the reproduction among individuals, and the biological causes driving rates of reproduction for types, we have also abstracted from the forces operating locally on the population to determine its next move through the space of possible type frequencies. The invariance is delivered, but at an enormous cost (or anyway change) in representational power. Part of that cost is this. If fitness is so understood, and we further take fitnesses to be a measure of the strength of natural selection, we will need to reconceptualize what selection is. In particular, selection could not properly be understood as a force operating to generate differences in survival and reproductive success among individuals, or indeed among types. It rather must be understood as a force that modifies global distributions
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over time. That may actually be the right view (I am myself not unattracted to it), but it is certainly non-Darwinian and, to my knowledge anyway, different from any conception of fitness now being defended.



6. Implications? I do not know how to resolve the puzzles here specified, but I don’t know that they can’t be resolved. And even should they resist resolution, I don’t wish to moot the absence of solutions as criticisms of any of those sets of intuitions about fitness, or the associated interpretations of fitness, described above. But I do think the puzzles are pressing, if only for this reason. There is quite a lot that population genetics has been made to do (or anyway represented as doing). But when we apply population genetics to do those many things, we are quite often presupposing conflicting understandings of the principal representation of selection in those models, namely fitness. It is plausible to suppose that nearly all actual populations will exhibit variation in type specific rates of reproductive success that can be directly modeled only by nonstationary stochastic processes. If that is so, and absent a resolution of the puzzles, then fitnesses can be made to depend only on the local distribution over rates of success, but at the price of making the equations within which fitnesses are embedded predictively incompetent. Differently, fitnesses can be made independent of such variation in these distributions as does not influence the expectations for per capita reproductive success, but again only at the price of making the embedding equations predictively incompetent, and what is worse, non-unificatory. Or, if autoregression models of cointegrated, differenced, rates of success are possible, fitnesses can potentially be defined in ways that permit predictions of population dynamics. But the price is any claim to represent the
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local biological causes operating on organisms, or indeed the local, generation specific forces operating on populations. More, by implication, we will need either to relinquish the view that fitnesses are measures of selection, or reconceptualize the very nature of selection. Thus, population genetics can represent, and it can unify, and it can predict. But, absent a resolution of the puzzles, it cannot do all three at once. Moreover, there are substantive questions about just what we want population genetic models to represent. In particular, it is one thing to employ fitnesses that are some measure of the local joint density over W1 and W2 obtaining at a particular generation in a particular population. It is yet another for fitness to measure some feature of the global joint density over W1 and W2 at a given generation. It is yet a third thing for fitness to measure some stable feature of the time-evolution of local densities in a particular population, and a fourth thing again for fitness to measure some invariant feature of the time-evolution of the global densities. Fitnesses can, at least potentially, do any one of those things. But they cannot do all four at the same time. I should like to know just which of these various aims we should take to be most central when, as in the case of P2, the complexity of nature outstrips our mathematical resources resources.



20



References Beatty, John and Susan Finsen (1989): “Rethinking the propensity interpretation”, pp1731 in.What the Philosophy of Biology Is: Essays for David Hull, M. Ruse ed, Kluwer: Dordrecht, Holland. Brandon, Robert (1978): “Adaptation and evolutionary theory”, Studies in the History and Philosophy of Science, 9:181-206. Engle, R. and C.W.J. Granger (1987): “Co-integration and error correction: Representation, estimation and testing”, Econometrica, 55:251-276. Gillespie, John (1971): “The effects of stochastic environments on allele frequencies in natural populations”, Theoretical Population Biology, 3:241-248. Gillespie, John (1973): “Natural selection with varying selection coefficients-a haploid model”, Genetic Research, 21:115-120 Gillespie, John (1974): “Natural selection for within-generation variance in offspring number”, Genetics, 76:601-606. Gillespie, John (1977): “Natural selection for variation in offspring number: A new evolutionary principle”, The American Naturalist, 1010-1014. Gillespie, John (1979): “Molecular evolution and polymorphism in a random environment”, Genetics, 93:737-754. Gillespie, John and Harry Guess (1978): “The effects of environmental autocorrelations on the Progress of selection in a random environment”, The American Naturalist, 112: 897-909. Granger, C.W.J. and A.A. Weiss (1983): “Time series analysis of error-correction models”, pp 255-278 in Studies in Econometrics, Time Series and Multivariate Statistics, in Honor of T.W. Anderson, Academic Press, San Diego. Hartl, Daniel and Dennis Cook (1974): “Autocorrelated random environments and their effects on gene frequency”, Evolution 28:275-280. Hedrick, Philip (1974): “Genetic variation in a heterogeneous environment. I. Temporal heterogeneity and the absolute dominance model”, Genetics 78: 757-770. Mills, Susan and John Beatty (1979): “The propensity interpretation of fitness”, Philosophy of Science, 46:263-286. Sober, Elliott (1984): The Nature of Selection, MIT Press, Cambridge MA.



21



Table 1 Env.



E1



E2



Type



# Offspring



W



0



1



2



A



Pr=1/6



Pr=2/6



Pr=3/6



8/6



B



Pr=3/6



P=1/6



Pr=2/6



5/6



A



Pr=3/6



P=1/6



Pr=2/6



5/6



B



Pr=1/6



Pr=2/6



Pr=3/6



8/6
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Figure 1
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Figure 2 a)



b)



Interpolated counts produced by SAS default linear interpolation in proc g3d.
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Figure 3 a)



b)



c)



Interpolated percentages produced by SAS default linear interpolation in proc g3d. Population 2533 is nearly all type A in these generations (hence the narrow W1 range), and the environment moves from E1 to E2 at generation 10.
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Figure 4 a)



b)



c)



Interpolated percentages produced by SAS default linear interpolation in proc g3d. Population 2537 is nearly equally type A and type B in these generations (hence similar W1, W2 ranges), and the environment moves from E2 to E1 at generation 10.
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Figure 5 a)



b)



c)



Interpolated percentages produced by SAS default linear interpolation in proc g3d. Population 2539 is nearly all type B in these generations (hence the narrow W2 range), and the environment moves from E2 to E1 at generation 10.
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Figure 6 a)



b)



c)



Interpolated percentages produced by SAS default linear interpolation in proc g3d.
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