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Sparse Distributed Learning Based on Diffusion Adaptation Paolo Di Lorenzo, Member, IEEE, and Ali H. Sayed, Fellow, IEEE



Abstract—This article proposes diffusion LMS strategies for distributed estimation over adaptive networks that are able to exploit sparsity in the underlying system model. The approach relies on convex regularization, common in compressive sensing, to enhance the detection of sparsity via a diffusive process over the network. The resulting algorithms endow networks with learning abilities and allow them to learn the sparse structure from the incoming data in real-time, and also to track variations in the sparsity of the model. We provide convergence and mean-square performance analysis of the proposed method and show under what conditions it outperforms the unregularized diffusion version. We also show how to adaptively select the regularization parameter. Simulation results illustrate the advantage of the proposed filters for sparse data recovery. Index Terms—Adaptive networks, compressive sensing, diffusion LMS, distributed estimation, sparse vector.
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I. INTRODUCTION



E consider the problem of distributed mean-squareerror estimation, where a set of nodes is required to collectively estimate some vector parameter of interest from noisy measurements by relying solely on in-network processing. We consider an ad-hoc network consisting of nodes that are distributed over some geographic region. At every time instant , every node collects a scalar measurement of some random process and a regression vector of some random process with covariance matrix . The objective is for the nodes in the network to use the collected data to estimate parameter vector in a distributed manner. some There are a couple of distributed strategies that have been developed in the literature for such purposes. One typical strategy is the incremental approach [1]–[5], where each node communicates only with one neighbor at a time over a cyclic path. In the incremental strategy, information is processed in a cyclic Manuscript received June 13, 2012; revised September 21, 2012; accepted November 07, 2012. Date of publication December 11, 2012; date of current version February 25, 2013. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Ta-Sung Lee. The work of A. H. Sayed was supported in part by NSF grants CCF-1011918 and CCF0942936. Part of this work was presented at the IEEE International Conference on Acoustic, Speech and Signal Processing, Kyoto, Japan, March 2012. P. Di Lorenzo is with the Department of Information, Electronics, and Telecommunications (DIET), Sapienza University of Rome, 00184 Rome, Italy. A. H. Sayed is with the Electrical Engineering Department, University of California, Los Angeles, CA 90095 USA (e-mail: [email protected]; [email protected]). Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org. Digital Object Identifier 10.1109/TSP.2012.2232663



manner across the nodes of the network until optimization is achieved. However, determining a cyclic path that covers all nodes is an NP-hard problem [6] and, in addition, cyclic trajectories are prone to link and node failures. When any of the edges along the path fails, the sharing of data through the cycle is interrupted and the algorithm stops performing. Adaptive diffusion techniques [7], [8] help alleviate these difficulties. In diffusion implementations, the nodes exchange information locally and cooperate with each other without the need for a central processor. In this way, information is processed on the fly by all nodes and the data diffuse across the network by means of a real-time sharing mechanism. The resulting adaptive networks exploit the time and spatial-diversity of the data more fully, thus endowing networks with powerful learning and tracking abilities. In view of their robustness and adaptation properties, diffusion networks have been applied to model a variety of self-organized behavior encountered in nature, such as birds flying in formation [12], fish foraging for food [13] or bacteria motility [14]. Diffusion adaptation has also been used to solve dynamic resource allocation problems in cognitive radios [15], to perform robust system modeling [18], and to implement distributed learning over mixture models in pattern recognition applications [16]. In many situations, the parameter of interest, , is sparse, containing only a few relatively large coefficients among many negligible ones. Any prior information about the sparsity of can be exploited to help improve the estimation performance, as demonstrated in many recent efforts in the area of compressive sensing (CS) [27]–[29]. Nevertheless, most CS efforts so far have concentrated on batch recovery methods, where the estimation of the desired vector is achieved from a collection of a fixed number of measurements. In this paper, we are instead interested in adaptive (online) techniques that allow the recovery of the vector to be pursued both recursively and distributively as new data arrive at the nodes. More importantly, we are interested in schemes that allow the recovery process to track changes in the sparsity pattern of the vector over time. Such schemes are useful in several contexts such as in the analysis of prostate cancer data [28], [41], spectrum sensing in cognitive radio [45], and spectrum estimation in wireless sensor networks [46]. Some of the early works that mix adaptation with sparsityaware constructions include methods that rely on the heuristic selection of active taps [20]–[22], and on sequential partial updating techniques [23], [24]; some other methods assign proportional step-sizes to different taps according to their magnitudes, such as the proportionate normalized LMS (PNLMS) algorithm and its variations [25], [26]. In subsequent studies, motivated
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by the LASSO technique [28] and by connections with compressive sensing [29], [30], several algorithms for sparse adaptive filtering have been proposed based on LMS [34], [35], RLS [36], [37], and projection-based methods [38], [39]. A couple of distributed algorithms implementing LASSO over ad-hoc networks have also been considered before, although their main purpose has been to use the network to solve a batch processing problem [40], [41]. One basic idea in all these previously developed sparsity-aware techniques is to introduce a convex penalty term into the cost function to favor sparsity. However, these earlier contributions did not consider the design of both adaptive and distributed solutions that are able to exploit and track sparsity while at the same time processing data in real-time and in a fully decentralized manner. Doing so would endow networks with learning abilities and would allow them to learn the sparse structure from the incoming data recursively and, therefore, to track variations in the sparsity pattern of the underlying vector as well. Investigations on adaptive and distributed solutions appear in [42], [43], and [44]. In [42], we employed diffusion techniques that are able to identify and track sparsity over networks in a distributed manner; the techniques relied on the use of convex regularization terms. In the related work [43], the authors employ projection techniques onto hyperslabs and weighted -balls to develop a useful sparsity-aware algorithm for distributed learning over diffusion networks. In [44], the authors use the same formulation of [42] and the techniques of [7], [8] to independently arrive at useful diffusion strategies except that they limit the function in (2) to choices of the form , for particular selections of -vector norms; they also include the regularization factor into the combination step of their algorithm rather than in the adaptation step. The algorithms proposed here and in [42] are more general in a couple of respects: they allow for broader choices of the regularization function , they allow for sharing of both data and weight estimates among the nodes (and not only estimates) by allowing for the use of two sets of combinations weights instead of only one set, and the resulting mean-square and stability analyses are more demanding due to these generalizations; see, e.g., Appendices A and B. We further use the results of the analysis to propose an adaptive method to adjust online the important regularization parameter in (2). This is an important step in order to endow the resulting diffusion strategies with full adaptation abilities: adaptation to nonstationarities in the data and to changes in the sparsity patterns of the data. The approach we follow in this work is based on developing diffusion strategies that are stable in the mean-square-error sense, with guaranteed performance bounds. For this reason, a detailed mean-square-error analysis is carried out in order to examine the behavior of the algorithm in the presence of noisy measurements and random regression data. The analysis ends up suggesting a convenient method for adapting the regularization parameter in a distributed manner as well. Doing so, enhances the sparsity-awareness of the algorithm and adds another useful layer of adaptation to the operation of the network. In summary, in this paper we extend our preliminary work in [42] to develop adaptive networks running diffusion algorithms subject to constraints that enforce sparsity. We consider two convex regularization constraints. In one case,



IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 61, NO. 6, MARCH 15, 2013



we consider an -norm regularization term, which acts as a uniform zero-attractor. In another case, and in order to improve the estimation performance, we employ reweighted regularization to selectively promote sparsity on the zero elements of , rather than uniformly on all the elements. We provide a rather detailed convergence analysis of the proposed methods, giving a closed form expression for the bias on the estimate due to regularization. We carry out a mean-square-error analysis, showing the conditions under which the sparse diffusion filter outperforms its unregularized version in terms of steady-state performance. It turns out that, if the system model is sufficiently sparse, it is possible to tune a single parameter to outperform the standard diffusion algorithm. Then, on the basis of this result, we propose a method to adaptively choose the regularization parameter. In this way, the network is able to learn the sparse structure from the incoming data recursively and to adjust its parameters for improved tracking. The main contributions of this paper are therefore: (a) exploitation of sparsity for distributed estimation over adaptive networks; (b) derivation of the mean-square properties of the sparse diffusion adaptive filter; (c) and adaptation of the regularization parameter to enhance performance under sparsity. The paper is organized as follows. In Section II we develop the sparse diffusion algorithm for distributed adaptive estimation. Section III provides performance analysis, which includes mean stability, mean-square performance and adaptation of the regularization parameter. Section IV provides simulation results in support of the theoretical analysis, and Section V draws some conclusions. Notation: We use bold face letters to denote random variables and normal font letters to denote their realizations. Matrices and vectors are respectively denoted by capital and small letters. II. SPARSE DISTRIBUTED ESTIMATION OVER ADAPTIVE NETWORKS We assume the data collected by the various nodes are related to an unknown sparse vector via the linear model: (1) is a zero mean random variable with variance , where independent of for all and , and independent of for and . Linear models of the form (1) arise frequently in applications and are able to represent many cases of interest. The cooperative sparse estimation problem is cast as the search for the optimal estimator that minimizes in a fully distributed manner the following cost function: (2) is a where denotes the expectation operator, and real-valued convex regularization function weighted by the parameter , which is used to enforce sparsity of the solution. The optimization problem in (2) may be solved in a centralized fashion. In this approach, the nodes send their data to a central processor, or fusion center, where all computations can be performed. Centralized implementations of this type require
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transmitting data back and forth between the nodes and the central processor, which translates into requirements of power and bandwidth resources. Additionally, centralized solutions have a serious point of failure: if the central processor fails, then the network operation is adversely affected and operation comes to a halt. For these reasons, we are interested in distributed solutions, where each node communicates with its neighboring nodes, and processing is distributed among all nodes in the network. In this way, communications are localized, and even when individual nodes fail, the network can continue to operate.



start by noting that a completion of squares argument shows that (5) can be rewritten in terms of as (7) where mmse is a constant term that does not depend on , the notation , for any nonnegative definite matrix , and (8)



A. Adaptive Diffusion Strategy We follow the approach proposed in [8], [11] to derive distributed strategies for the minimization of in (2). We start by introducing an matrix with non-negative ensuch that tries



Thus, using (4), (5) and (7), and dropping the constant mmse terms, we can replace the original global cost (2) with the equivalent cost:



(3) where denotes the vector with unit entries and denotes the neighborhood of node . Each coefficient represents a weight value that node assigns to information arriving from its neighbor . Of course, the coefficient is equal to zero when nodes and are not connected. Furthermore, each row of adds up to one so that the sum of all weights leaving each node should be one. Using the coefficients in (3), the global cost function in (2) can be expressed as: (4) where (5) The function introduced in (5) is a local (neighborhood) cost for node ; it involves a weighted combination of the costs of its neighbors without considering the sparsity constraint. Assuming the processes and are jointly wide sense stationary, the minimization of the local cost function (5) over leads to the optimal local solution:



(9) Expression (9) shows how the local cost can be modified to approach the desired global cost; two correction terms appear on the right-hand side: the regularization term and a sum involving the local estimates . Node cannot minimize (9) directly. This is because the cost in (9) still requires the nodes to have access to global information, namely, the local estimates , and the matrices , from all other nodes in the network. To enable a distributed and iterative procedure, we make three adjustments to (9). First, we limit the sum over to a sum over the neighbors . This step is reasonable since of node , i.e., only over node can only rely on data that are available to it from its neighborhood. Second, we replace the covariance matrices with constant diagonal weighting matrices of the form , where is a set of non-negative real coefficients that give different weights to different neighbors, and is the identity matrix. Although the from its neighbors are available to node , this step is meant to simplify the structure of the resulting algorithm. This substitution is also reasonable in view of the fact that norms are equivalent and that each of the weighted norms in (9) can be bounded as



(6) is assumed positive-definite (i.e., ) and , where the operator denotes complex-conjugate transposition. Thus, the local estimate is based solely on local covariance data from the neighborhood of node . If we multiply both sides of (1) by and take expectations and then add over the neighborhood of node , it is easy to verify that the estimate from (6) agrees with the desired vector . Therefore, in principle, each node can estimate if it knows the moments . Often, in practice, these moments are not available and nodes only sense realizations of data arising from these statistical distributions. In that case, cooperation among the nodes can help them improve their estimates of from the data realizations. To motivate the cooperative procedure, we where



(10) Substitutions of this kind are common in the stochastic approximation literature where Hessian matrices, such as , are replaced by multiples of the identity matrix; such approximations allow the use of simpler steepest-descent iterations in place of Newton-type iterations [11]. At this stage, we do not need to worry about the selection of the weights because they are going to be embedded into another set of coefficients that the designer can choose. Finally, while the nodes are attempting to estimate , they do not know what the optimal local estimates are during the iterative learning process. As the ensuing discussion will reveal, each node in the resulting distributed algorithm will be working on estimating the sparse vector and will have access to a local estimate for , which we denote by
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at node . Due to the diffusion process, this estimate will not be based solely on data from the neighborhood of node but also on data from across the network. We are therefore motivated to replace in (9) by . In this way, each node can instead minimize the following modified local cost function:



If we now introduce the entries of an such that



matrix



(17) then, we can rewrite the update in (14)-(15) as: (11) (18) The cost in (11) is now defined in terms of information that is available to node . Observe that while (11) is a local approximation for the global cost (9), it is nevertheless more general than the local cost (5). The node can then proceed to optimize (11) by means of a steepest-descent procedure. Note that all functions in (11) are continuously differentiable except possibly , which is only supposed to be convex. Thus, computing the sub-gradient of (11) we obtain



(12) where is the sub-gradient of the convex function . Then, we can use (12) to obtain a steepest descent recursion for the estimate of at node at time , denoted by , such as



(13) for some sufficiently small positive step-sizes . The update (13) involves the sum of three terms and we can compute it in two steps by generating an intermediate estimate , as follows:



(14) (15) Since every node in the network will be running recursions of the form (14)–(15), then the intermediate estimate of that is available to each node at time is . Therefore, we re. Moreover, since is an updated estiplace in (15) by mate relative to , as evidenced by (14), we are motivated to replace in (15) by , which generally leads to encontains more information than hanced performance since . This step is reminiscent of an incremental-type substitution [1]–[5]. Performing these substitutions in (15), we get: (16)



where the weighting coefficients ative and satisfy:



are real, non-neg-



(19) The recursion in (18) requires knowledge of the second-order moments . An adaptive implementation can be obtained by replacing these second-order moments by local instantaneous approximations, say, of the LMS type, as follows: (20) Thus, substituting the approximations (20) into (18), we arrive at the following Adapt-then-Combine (ATC) strategy. We refer to the algorithm as the ATC sparse diffusion algorithm. ATC sparse diffusion LMS Start with for all . Given non-negative real coefficients satisfying (19), for each time and for each node , repeat:



(21) The first step in (21) is an adaptation step, where the coefficients determine which nodes should share their measurements with node . The second step is an , from aggregation step where the intermediate estimates the neighbors , are combined through the coefficients . We remark that had we reversed the steps (14) and (15) to implement (13), we arrive at a similar but alternative strategy, known as the Combine-then-Adapt (CTA) strategy; in this implementation, the only difference is that data aggregation is performed before adaptation (see, e.g., [8]). The complexity of the sparse diffusion schemes in (21)–(22) is , which is the same complexity as standard stand-alone LMS adaptation. It was argued in [8] that ATC strategies generally outperform CTA
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strategies. For this reason, we continue our discussion by focusing on the ATC algorithm (21); similar analysis applies to CTA.



and the entries of the vector are obtained by applying the following function to each entry of : (26)



CTA sparse diffusion LMS Start with for all . Given non-negative real coefficients satisfying (19), for each time and for each node , repeat:



(22)



This update leads to what we shall refer to as the zero-attracting (ZA) diffusion algorithm. The ZA update uniformly shrinks all components of the vector, and does not distinguish between zero and non-zero elements [30], [34]. Since all the elements are forced toward zero uniformly, the performance would deteriorate for systems that are not sufficiently sparse. Motivated by the idea of reweighting in compressive sampling [30], [34], [38], we also consider the following approximation: (27)



Compared with the strategies proposed in [43] and [44], the diffusion algorithm (21) exploits data in the neighborhood more fully; the adaptation step aggregates data from the neighbors, and the diffusion step aggregates estimates from the same neighbors. The implementation in [43] uses a different algorithmic structure with so that data from the neighbors are not directly used. Compared with [44], observe that the effect of the regularization factor in (21) influences the adaptation step, and not the combination step as in [44]. Observe also that the adaptation step allows for the exchange of data among the nodes through the use of the coefficients , whereas [44] uses as well. B. Sparse Regularization Before proceeding with the discussions, let us comment on the regularization function in (2). A sparse vector generally contains only a few relatively large coefficients interspersed among many negligible ones and the location of the non-zero elements is often unknown beforehand. However, in some applications, we may have available some upper bound on the number of nonzero elements. Thus, assume that satisfies (23) is the -norm, denoting the number of non-zero where entries of a vector, and is a known upper bound. Since the -norm in (23) is not convex, we cannot use it directly. Thus, motivated by LASSO [28] and work on compressive sensing [29], we first consider the following -norm convex choice for a regularization function: (24) which amounts to the sum of the absolute entries of the vectors. The -norm works as a surrogate approximation for the -norm. This choice leads to an algorithm update in (21) where the subgradient column vector is given by (25)



which, for very small positive values of , is a better approximation for the -norm of a vector than the -norm [30], thus enhancing sparse recovery by the algorithm. Therefore, interpreting (27) as a weighted -norm regularization, to update the algorithm in (21), we shall consider the following sub-gradient column vector:



(28) This choice leads to what we shall refer to as the reweighted zero-attracting (RZA) diffusion algorithm. The update in (28) selectively shrinks only the components whose magnitudes are comparable to , and there is little effect on components satisfying , see, e.g., [30], [34], [38], [42], [44]. III. MEAN-SQUARE PERFORMANCE ANALYSIS From now on, we view the estimates as realizations of a random process and analyze the performance of the sparse diffusion algorithm in terms of its mean-square behavior. To do so, we introduce the error quantities , and the network vectors: .. .



.. .



.. .



(29)



We also introduce the block diagonal matrix (30) and the extended block weighting matrices (31) where denotes the Kronecker product operation. We further introduce the random block quantities: (32) (33)
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Then, we conclude from (21) that the following relations hold for the error vectors: (34) (35)



where denotes the maximum eigenvalue of a Hermitian positive semi-definite matrix . Furthermore, as , the estimators across all nodes have biases that are given by the corresponding entries in the following bias vector: (41)



where (36)



where (42)



We can combine (34) and (35) into a single recursion: Moreover, it holds that (37)



(43)



This relation tells us how the network weight-error vector evolves over time. The relation will be the launching point for our mean-square analysis. To proceed, we introduce the following independence assumption on the regression data. Assumption 1 (Independent Regressors): The regressors are temporally white and spatially independent with . It follows from Assumption 1 that is independent of for all and . Although not true in general, this assumption is common in the adaptive filtering literature since it helps simplify the analysis. Several studies in the literature, especially on stochastic approximation theory [47], [48], indicate that the performance expressions obtained using this assumption match well the actual performance of stand-alone filters for sufficiently small step-sizes. Therefore, we shall also rely on the following condition. Assumption 2 (Small Step-Sizes): The step-sizes are sufficiently small so that terms that depend on higher-order powers of can be ignored.



where is the block maximum norm of a vector (defined in Appendix A), and denoting the spectral radius of a matrix Proof: See Appendix A.



, with .



B. Convergence in Mean-Square We now examine the behavior of the steady-state mean-square deviation, as , for any of the nodes and derive conditions under which the sparse diffusion filter outperforms its unregularized version in terms of steady-state performance. In particular, we will show that, if the vector parameter is sufficiently sparse, then it is possible to tune the sparsity parameter to achieve better performance than the standard diffusion algorithm. Following the energy conservation framework of [7], [8] and under Assumption 1, we can establish the following variance relation:



A. Convergence in the Mean (44)



Let (38) Then, taking expectations of both sides of (37) and calling upon Assumption 1, we conclude that the mean-error vector evolves according to the following dynamics: (39) The following theorem guarantees the asymptotic mean stability of the diffusion strategy (21), and provides a closed form expression for the weight bias due to the use of the regularization term. Theorem 1 (Stability in the Mean): Assume data model (1) and Assumption 1 hold. Then, for any initial condition and any choice of the matrices and satisfying (19), the diffusion strategy (21) asymptotically converges in the mean if the stepsizes are chosen to satisfy: (40)



where is any Hermitian nonnegative-definite matrix that we are free to choose, and (45) Relations (44)–(45) can be derived directly from (37) if we compute the weighted norm of both sides of the equality and use the fact that is independent of and . We can rewrite (44) more compactly if we collect the terms depending on as (46) with (47) (48) (49) Moreover, setting (50)
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we can rewrite (46) in the form (51) denotes the trace operator. Let and , where the notation stacks the columns of on top of each other and is the inverse operation. We will use interchangeably the notation and to denote . Using the Kronecker product property the same quantity , we can vectorize both sides of (45) and conclude that (45) can be replaced by the simpler linear vector relation: , where is the following matrix with block entries of size each: where



The limits in (56)–(57) exist. Indeed, first, in Appendix C we show that converges to . Second, we also show in Appendix B that the LHS of (55) converges. Therefore, the term also exists. Expression (55) is a useful result: it allows us to derive several performance metrics through the proper selection of the free weighting parameter (or ), as was done in [8]. For example, the MSD for any node is defined as the steady-state , as , and can be obtained by comvalue puting with a block weighting matrix that has the identity matrix at block and zeros elsewhere. Then, denoting the vectorized version of the matrix by , where is the vector whose -th entry is one and zeros elsewhere, and if we select in (55) as , we arrive at the MSD for node :



(52) Using the property (51) as follows:



(58)



we can then rewrite The average network



is given by:



(53) The following theorem guarantees the asymptotic mean-square stability (i.e., convergence in the mean and mean-square sense) of the diffusion strategy (21). Theorem 2 (Mean-Square Stability): Assume the data model (1) and Assumptions 1 and 2 hold. Then, the sparse diffusion LMS algorithm (21) will be mean-square stable if the step-sizes are sufficiently small such that (40) is satisfied, and the matrix in (52) is stable. Proof: See Appendix B. Remark 1: Note that the step sizes influence (52) through the . Since the step-sizes are sufficiently small, we can matrix ignore terms that depend on higher-order powers of the stepsizes. Then, we can approximate (52) as



(54) . Now, since is left-stochastic, it where can be verified that the above is stable if is stable [11], [9]; this latter condition is guaranteed by (40). In summary, sufficiently small step-sizes ensure the stability of the diffusion strategy in the mean and mean-square senses. Taking the limit as (assuming the step-sizes are small enough to ensure convergence to a steady-state), we deduce from (53) that:



(55)



where



(59) Then, to obtain the network MSD from (55), the weighting mashould be chosen as . Let trix of denote the vectorized version of , i.e., , and selecting in (55) as , the network MSD is given by:



(60)



C. Comparison With Unregularized ATC Diffusion We now examine under what conditions the sparse diffusion filter (21) dominates in terms of mean-square performance its unregularized counterpart when . Considering the MSD expression (58) at the -th node, we notice that the first term on the RHS coincides with the MSD of the standard diffusion algorithm when (compare with (48) in [8]), whereas the second term in (58) is due to the regularization. Then, if (61) the second term on the RHS of (58) is negative and sparse diffusion would outperform standard diffusion. The condition , where is given by (49), is a necessary condition to have dominance of sparse diffusion over standard diffusion. Let us examine an interpretation for the condition in terms of the sparsity of the vector . Since is a real-valued convex function, by the definition of subgradient it holds that



(56) (57)



(62)
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Then, choosing



and



, where , we get



Since in (67) is quadratic in , we can choose the optimal parameter that minimizes (67) as: (71)



(63)



Now, exploiting the small step-sizes assumption in (69), we consider the following approximation:



If the step-sizes are sufficiently small, we can approximate , neglecting the second term that depends on . Then, we have



(72)



(64) fluctuates close to . Now, At convergence, the vector , expression (64) can be interpreted as a gradient since descent update minimizing the function , yielding for small step-sizes a vector that is closer to than . If is sparse, the non-zero elements (NZ set) of the vector are in general much less in number than the zero elements (Z set). Then, the gradient update in (64) helps move the components of the vector that belong to the Z set closer to zero. Intuitively, if the Z set is larger than the NZ set, will be more sparse than . Thus, considering (63) at convergence, measures the sparsity of the vector , since the function it is expected that (65) since is likely to be more sparse than . Consequently, is likely to be true. Therefore, by propthe condition erly selecting the sparsity coefficient to satisfy (61), the sparse diffusion algorithm will yield better MSD than the standard diffusion algorithm at each node. On the other hand, if is not sparse, condition (63) in general would not be true and the sparse diffusion algorithm will perform worse than standard diffusion.



An approximate expression for the sparsity parameter in (71) is then given by: (73) Remark 2: The rule (73) cannot be directly used due to the presence of the true parameter vector in , which is unknown to the nodes in the network. Furthermore, the update (73) depends on data coming from all nodes. However, in the sequel we propose some useful approximations that allow the local computation of the regularization parameter. First, we notice that the regularization parameter (73) depends on the combination matrix , which influences how the nodes perform the combination step in (21). This step helps improve the quality of the node’s estimate by reducing the effect of the measurement and gradient noises but, it generally has a marginal effect on the sparse recovery capability of the algorithm. The regularization function appears instead inside the adaptation step in (21). Thus, to simplify expression (73), we consider the case in which we want to select under the condition that , i.e., no cooperation is performed among the nodes. In this case, the following relations hold: (74)



D. Adaptation of the Regularization Parameter To endow networks with the capability to adaptively exploit and track the sparsity of the system model, we now propose a systematic approach to choosing the regularization parameter in an adaptive fashion. We thus allow the sparsity parameter to be iteration dependent, i.e., . Following similar steps as in Section III.B, we can replace (51) with the conditional relation:



(75) Let



and



. Using (62), we find that



(66) where



(76)



is given by (45) and (67) (68) (69)



and if , the sparse diffusion Thus, letting algorithm will outperform the standard diffusion algorithm in terms of the instantaneous MSD. The condition is satisfied when (70)



In practice, some prior knowledge about the sparsity of the true vector is often available. For example, the -norm of can be upper bounded by some constant value [28]. In this work, we assume that (77) for some given positive constant . Using (77) in (76), we get (78)
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and, using (74) and (78), the regularization parameter in (71) can instead be approximated as: (79) Remark 3: The update (79) still depends on data coming from all nodes in the network. However, we can replace (79) with a local rule where each node computes its own from data received from its neighbors only, say, (80) In the simulation section, we will check the performance of the sparse diffusion strategy using (80). We summarize below the sparse diffusion strategy with adaptive regularization. The complexity of this strategy is , which is the same complexity as standard stand-alone LMS adaptation. ATC sparse diffusion LMS with adaptive regularization Start with for all . Given non-negative real coefficients satisfying (19), for each time and for each node , repeat:



(81) Fig. 1. Network topology (top), noise variances (bottom) and regressor variances (middle).



Remark 4: Equation (80) indicates that, in order to ensure superiority of the sparse diffusion strategy, the construction (80) is triggered only if , otherwise, . The performance of the sparse diffusion strategy depends on how close the upper bound is to the right value. In the simulation section, we will check the robustness of the regularized diffusion algorithm to misspecified values of . IV. SIMULATION RESULTS In this section, we provide some numerical examples to illustrate the performance of the sparse diffusion algorithm. In the first example, we compare the performance of the sparse diffusion strategy with respect to standard diffusion, considering fixed values of the regularization parameter . The second example shows the benefits of adapting the sparsity parameter according to (80). Numerical Example 1 : Performance: We consider a connected network composed of 20 nodes. The topology of the network is shown in Fig. 1. The regressors have size and are zero-mean white Gaussian distributed with covariance matrices , with shown on the middle of Fig. 1. The background white noise power of each node is depicted on the bottom side of Fig. 1. The first example aims to show the tracking and steady-state



performance for the sparse diffusion algorithm. In Fig. 2, we report the learning curves in terms of network MSD for 6 different adaptive filters: ATC diffusion LMS [8], ZA-ATC diffusion described by (21) and (25) and RZA-ATC diffusion described by (21) and (28), and the non-cooperative approach from [34]. The simulations use a value of and the results are averaged over 100 independent experiments. The sparsity parameters are set to for ZA-LMS, for RZA-LMS, for ZA-ATC, for RZA-ATC, and . In this simulation, we consider diffusion algorithms without measurement exchange, i.e., , and a combination matrix that simply averages the estimates from the neighborhood such that for all . Initially, only one of the 50 elements of is set equal to one while the others are equal to zero, making the system very sparse. After 1000 iterations, 25 elements are randomly selected and set equal to 1, making the system have a sparsity ratio of 25/50. After 2000 iterations, all the elements are set equal to 1, leaving a completely non-sparse system. As we see from Fig. 2, when the system is very sparse both ZA-ATC and RZA-ATC yield better steady-state performance than standard diffusion. The RZA-ATC outperforms ZA-ATC thanks to reweighted regularization. When the vector is only half sparse, the performance of ZA-ATC deteriorates, performing worse than standard diffusion, while RZA-ATC
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Fig. 2. Transient network MSD for the non-cooperative approaches LMS, ZA-LMS [34], RZA-LMS [34], and the diffusion techniques ATC [8], ZA-ATC given by (21)–(25), RZA-ATC given by (21)–(28).



has the best performance among the three diffusion filters. When the system is completely non-sparse, the RZA-ATC still performs comparably to the standard diffusion filter. We also notice the gain of diffusion schemes with respect to the non-cooperative approaches from [34]. The theoretical derivations in Section III showed that it is possible to select the regularization parameter in order to have dominance in terms of MSD of the ATC-SD filter with respect to the unregularized diffusion algorithm. To quantify the effect of the sparsity parameter on the performance of the ATC-SD filters with respect to different degrees of system sparsity, we consider two additional examples. In Fig. 3 (top), we show the behavior of the difference (in dB) between the network MSD of ATC-ZA and standard diffusion versus , for different sparsity . We consider the same settings of the previous degrees of simulation and the results are averaged over 100 independent experiments and over 100 samples after convergence. As we can see from Fig. 3 (top), reducing the sparsity of , the interval of values that yields a gain for ATC-ZA with respect to standard diffusion becomes smaller, until it reduces to zero when the system is not sparse enough. Different update functions may affect differently the steady-state performance of the ATC-SD algorithm. Thus, in Fig. 3 (bottom), we repeat the same experiment considering the ATC-RZA algorithm. As we can see, thanks to the reweighted regularization in (28), ATC-RZA gives better performance than ZA-ATC and yields a performance loss with respect to standard diffusion, for any , only when the vector is completely non-sparse. Finally, we compare our proposed sparse diffusion schemes with the sparsity promoting adaptive algorithms for distributed learning recently proposed in [43] and in [44]. At the best of our knowledge, the works in [43] and [44] are the only two present in the literature that exploit sparsity processing data both in an adaptive and distributed fashion. In Fig. 4 (top), we compare the steady-state performance, averaged over 100 independent simulations, of five adaptive filters: ATC diffusion LMS [8], ZA-ATC diffusion described by (21) and (25), RZA-ATC diffusion described by (21) and (28), the ATC -LMS and the ATC -RWLMS algorithms from [44]. We consider a vector



Fig. 3. Differential MSD versus sparsity parameter for ZA-ATC Diffusion LMS (top) and for RZA-ATC Diffusion LMS (bottom), for different degrees of system sparsity.



parameter with only 5 elements set equal to one, which have been randomly chosen, leading to a sparsity ratio of 5/50. The sparsity parameters are set to for ZA-ATC, for RZA-ATC, and , for both our methods and the algorithms from [44]. The other settings are the same of the previous simulation, except that in this simulation the combination coefficients in (21) are chosen as for all , thus leading to ZA-ATC and RZA-ATC diffusion algorithms with measurement exchange. As we can notice from Fig. 4 (top), the proposed methods outperform the algorithms from [44] in terms of steady-state MSD. In Fig. 4 (bottom), we compare the transient network MSD of four adaptive filters: ATC diffusion LMS [8], ZA-ATC diffusion described by (21) and (25), RZA-ATC diffusion described by (21) and (28), and the projection based sparse learning from [43]. The settings of the ZA-ATC and RZA-ATC diffusion algorithms are the same of the previous simulation, whereas the parameters of the algorithm from [43] are chosen in order to have similar steady-state MSD with respect to the RZA-ATC diffusion method. Using the same notation adopted in [43], the parameters of the projection
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Fig. 4. (Top) Transient network MSD for the diffusion techniques ATC [8], ZA-ATC described by (21) and (25), RZA-ATC described by (21) and (28), and the sparse diffusion algorithms from [44]. (Bottom) Transient network MSD for the diffusion techniques ATC [8], ZA-ATC described by (21) and (25), RZA-ATC described by (21) and (28), and the projection based distributed learning technique from [43].



Fig. 5. (Top) Transient network MSD for the the diffusion techniques ATC [8], ZA-ATC described by (21) and (25), RZA-ATC described by (21) and (28) with adaptive selection of the regularization parameter . (Bottom) Temporal evaluated through the adaptive rebehavior of the regularization parameter lation (80) for ZA-ATC diffusion (solid) and RZA-ATC diffusion (dashed).



based filter are: ; the (i.e., the radius of the weighted ball is equal to correct sparsity level); for and for ; the number of hyperslabs used per time . From Fig. 4 (bottom), it is possible to update equals to notice how the projected based method has a larger convergence rate with respect to the RZA ATC diffusion method. This positive feature is paid in terms of computational complexity. Indeed, while our methods have an LMS type complexity , the projection-based method from [43] has a complexity equal to , due to the presence of projections onto the hyperslabs and 1 projection on the weighted ball per iteration. Numerical Example 2 - Adaptation of the Regularization Parameter: In this example, we consider the same network shown in Fig. 1 and the same setting of the previous simulation for the regression data and additive noise. The first example aims to show the tracking and steady-state performance of the ATC-SD algorithm with adaptive regularization. In Fig. 5 (top), we report the learning curves in terms of network MSD for



3 different adaptive filters: ATC diffusion LMS [8], ZA-ATC diffusion described by (21) and (25) and RZA-ATC diffusion described by (21) and (28), when the regularization parameter is chosen locally at each node according to the adaptive and the rule (80). The simulations use a value of results are averaged over 100 independent experiments. The approximation parameter for RZA-ATC diffusion in (28) is chosen equal to . Initially, only one of the 50 elements of is set equal to one while the others are equal to zero, making the system very sparse. After 1000 iterations, 5 elements are randomly selected and set equal to 1, making the system have a sparsity ratio of 5/50. After 2000 iterations, all the elements are set equal to 1, leaving a completely non-sparse system. The upper bound in (77), used to evaluate the sparsity parameter in (80), is set to and varies in time according to the different choices of . As we can see from Fig. 5 (top), when the system is very sparse both ZA-ATC and RZA-ATC yield better steady-state performance than standard diffusion. The RZA-ATC outperforms ZA-ATC thanks to the reweighted regularization. When
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the system determines an increment of the bias that strongly affects the performance. On the contrary, from Fig. 6, we notice how the RZA-ATC diffusion algorithm is robust to errors in the selection of the trigger parameter . This benefit is again due to regularization, whose presence reduces the magnitude of the bias, improving the estimation capabilities of the algorithm and relaxing the choice of the system parameters. V. CONCLUSION



Fig. 6. Sensitivity of ZA-ATC diffusion and RZA-ATC diffusion to misspecifications of the trigger parameter .



the vector is less sparse, the performance of ZA-ATC deteriorates, getting closer to standard diffusion, while RZA-ATC still guarantees a large gain. When the system is completely non-sparse, the three filters have the same performance. To see the effect of different sparsity ratios of the vector on the choice of the regularization, in Fig. 5 (bottom) we show the average behavior of the parameter evaluated according to (80), for ZA-ATC diffusion and RZA-ATC diffusion, averaged across nodes over 100 independent realizations. As we can see, the system reacts to different sparsity ratios of the vector , adjusting accordingly the regularization parameter in order to improve the performance of the ATC-SD strategy with respect to the unregularized algorithm. From Fig. 5 (bottom), it is interesting to note how the regularization parameter converges close to the minimum of the Differential MSD plotted in Fig. 3 for both ZA-ATC and RZA-ATC. In particular, is forced to zero when the vector is totally non-sparse, leading to the same performance of the standard diffusion algorithm. Since the adaptive update of the sparsity parameter in (80) depends on the selection of the trigger , which depends on some available prior knowledge on the sparsity level of , it is important to check the sensitivity of the ATC-SD algorithm to misspecified values of . Thus, in Fig. 6, we report the average behavior of the MSD, for ZA-ATC diffusion and RZA-ATC diffusion, versus a percentual error on the specification of the true trigger value . The settings are the same of the previous simulation and the results are averaged over 100 independent experiments and over 100 samples after convergence. We consider a vector parameter with only 5 elements set equal to one, which have been randomly chosen, leading to a sparsity ratio of 5/50. In this case, the true value for the trigger parameter would be equal to . The regularization parameter is chosen locally at each node according to the adaptive rule (80). As we can notice from Fig. 6, the ZA-ATC diffusion algorithm is very sensitive to misspecified values of , especially in the case of under-estimation of the trigger parameter. Indeed, by under-estimating the value of , the system would try to increase the sparsity parameter , in order to make the solution more sparse. Thus, as we notice from Fig. 6, being the true vector not sparse enough with respect to the selection of the trigger ,



In this paper we proposed a class of diffusion LMS strategies, regularized by convex sparsifying penalties, for distributed estimation over adaptive networks. Two different penalty functions have been employed: the -norm, which uniformly attracts to zero all the vector elements, and a reweighted function, which better approximates the -norm, selectively shrinking only the elements with small magnitude. Convergence and mean-square analysis of the sparse adaptive diffusion filter show under what conditions we have dominance of the proposed method with respect to its unregularized counterpart in terms of steady-state performance. Further analysis leads to a procedure to update the regularization parameter of the algorithm, in order to ensure dominance of the sparse diffusion filter with respect to its unregularized version. In this way, the network can adjust in real-time the system parameters to improve the estimation performance, according to the sparsity of the underlying vector. Several numerical results show the potential benefits of using such strategies. APPENDIX A PROOF OF THEOREM 1 Letting recursion (39) gives



and



,



(82) where is the initial condition. As long as we can show that both terms on the right hand side of (82) converge as goes to infinity, then we would be able to conclude the convergence of . To proceed, we call upon results from [10], [11], [9]. denote a vector that is obtained by Let stacking subvectors of size each (as is the case with ). The block maximum norm of is defined as (83) denotes the Euclidean norm of its vector argument. where Likewise, the induced block maximum norm of a block matrix with block entries is defined as: (84) It is easy to check that the first term on the RHS of (82) con. Indeed, note that verges to zero as (85)
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if we can ensure that . This condition is actually satisfied by (40). To see this, we invoke the triangle inequality of norms to note that



(86) in view of the fact that since matrix [10]. Therefore, to satisfy require



which means that the series (93) and, consequently, the series (89), are absolutely convergent. In summary, since both first and second term on the RHS of (82) asymptotically converge to finite values, we conclude that will converge to a steady-state value. Now, taking the limit of (39) as , it is easy to derive a closed form expression for the bias:



is a left-stochastic , it suffices to (87)



(94) Moreover, exploiting (90), (92) and (93), we further note that



Now, we recall a result from [11], [48] on the block maximum norm of a block diagonal and Hermitian matrix with blocks , which states that (88) Thus, since is diagonal, condition (87) will hold if the matrix is stable. Using (38), we can easily verify that this condition is satisfied for any step-sizes satisfying (40), as claimed before. Therefore, when the step-sizes satisfy condition (40), the first term on the RHS of (82) will converge to zero. We will show next that condition (40) also implies that the second term on the RHS of (82) asymptotically converges to a finite value, thus leading to the overall convergence of the recursion (82). One effective tool to prove convergence of a series is the comparison test ([51], p. 14): a series is absolutely convergent if each term of the series can be bounded by a term of an absolutely convergent series. Thus, denoting by the -th entry of a vector , it suffices to show that the series



(95) This completes the proof of Theorem 1. APPENDIX B PROOF OF THEOREM 2 From (47)–(49) we have



(89) converges for each series in (89) can be bounded as:



(90) where



(96)



. Now, each term of the



is a bounded function for Since, as noted in Appendix A, all , the term in (48) can be upper bounded by a positive for all . The term in (49) can be written constant term as where the vector



and



(97) (91)



The second inequality in (90) holds because the block maximum norm of a vector is greater than or equal to the largest absois finite for the follute value of its entries. The scalar lowing reason. First, note that the subgradient vector has bounded entries. In particular, for the ZA update in (25), and for the RZA update in (28). and . It We further note that follows that (92) Now, if condition (40) is satisfied, then



and (93)



is again bounded for all . Thus, we have



(98) . As shown in Appendix A, the where evolution of is given by (82), which, for any finite initialization vector , converges as and cannot diverge can for all , if the step-sizes satisfy (40). Consequently, be upper bounded by some positive constant vector for all . Thus, letting , expression (53) can be upper bounded as (99)
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where . The positive constant can be related to the quantity through some constant , say, . Relation (99) is an inequality, which can be used to prove convergence of the sequence to a bounded region instead of a fixed point. Alternatively, we convert (99) into an equality recursion as follows:



APPENDIX C EXISTENCE OF Let us consider the bounded random vector in (97), which is independent of the noise sequence for all . Letting and , from (37), we get



(100) that depends on both for some coefficient and . Recursion (100) leads to:



(107)



(101) is the initial condition. We first note that if where is stable, as . In this way, the first term on the RHS of (101) vanishes asymptotically. Now, proceeding as in Appendix A, we can use the comparison test ([51], p. 14) to prove that, if is a stable matrix, the second term on the RHS of (101) is an absolutely convergent series. Thus, denoting again by the -th entry of a vector , it suffices to show the convergence of the series: (102) with , for series in (102) can be bounded as:



. Each term of the



(103) where the second inequality in (103) holds because the coefficients for all , whereas the third inequality in (103) holds because the block maximum norm of a vector is greater equal than the largest absolute value of its entries. A known result in matrix theory ([49], p. 30) states that for every square stable matrix , and every , there exists a submultiplicative matrix norm such that (104) , we can choose such that . Now, since in a finite dimensional space all , for some norms are equivalent [50], we have positive constant . Thus, we have Since



is stable,



(105) and, substituting (105) into (103), we get (106) which means that the series (106) and, consequently, the series (102), are absolutely convergent. In summary, since both the first and second terms on the RHS of (101) asymptotically converge to finite values, we conclude that will converge to a steady-state value, thus completing our proof.
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