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Motivation ● (Gated) Recurrent Neural Networks: ○ ○



Current state of the art Do not scale well to large data => slow to train/evaluate



● Maximum Entropy: ○ ○ ○



Can mix arbitrary features, extracted from large context windows Log-linear model => suffers from same normalization issue as RNNLM Gradient descent training for large, distributed models gets expensive



● Goal: build computationally efficient model that can mix arbitrary features (a la MaxEnt) ○



computationally efficient: O(counting relative frequencies) Sparse Non-negative Matrix Language Modeling
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Sparse Non-Negative Language Model ●



Linear Model:



●



Initialize features with relative frequency:



●



Adjust using exponential function of meta-features: ○ ○ ○



Meta-features: template t, context x, target word y, feature countt(x, y), context count countt(x), etc + exponential/quadratic expansion Hashed into 100K-100M parameter range Pre-compute row sums => efficient model evaluation at inference time, proportional to number of active templates



Google Confidential and Proprietary



Adjustment Model meta-features ●



Features: can be anything extracted from (context, predicted word) ○ [the quick brown fox]



●



Adjustment model uses meta-features to share weights e.g. ○ Context feature identity: [the quick brown] ○ Feature template type: 3-gram ○ Context feature count ○ Target word identity: [fox] ○ Target word count ○ Joins, e.g. context feature and target word count



●



Model defined by the meta-feature weights and the feature-target relative frequency:
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Parameter Estimation ● ● ●



Stochastic Gradient Ascent on subset of training data Adagrad adaptive learning rate Gradient sums over entire vocabulary => use |V| binary predictors



●



Overfitting: adjustment model should be trained on data disjoint with the data used for counting the relative frequencies ○ leave-one-out (here) ○ small held-out data (100k words) to estimate the adjustment model using multinomial loss ■ model adaptation to held-out data, see [Chelba and Pereira, 2016]



●



More optimizations: ○ see paper for details, in particular efficient leave-one-out implementation Sparse Non-negative Matrix Language Modeling
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Skip-grams ● Have been shown to compete with RNNLMs ● Characterized by tuple (r,s,a): ○ ○ ○



r denotes the number of remote context words s denotes the number of skipped words a denotes the number of adjacent context words



● Optional tying of features with different values of s ● Additional skip- features for cross-sentence experiments



Model



SNM5-skip



SNM10-skip



n



r



s



a



tied



1..3



1..3



1..4



no



1..2



4..*



1..4



yes



1..(5-a)



1



1..(5-r)



no



1



1..10



1..3



yes



1..5



1..10



Sparse Non-negative Matrix Language Modeling



10



Outline ● ● ● ●



Motivation Sparse Non-negative Matrix Language Model Skip-grams Experiments, investigating: ○ ○ ○ ○ ○



Modeling Power (sentence level) Computational Complexity Cross-sentence Modeling MaxEnt Comparison Lattice Rescoring



● Conclusion & Future Work



Sparse Non-negative Matrix Language Modeling



11



Experiment 1: One Billion Word Benchmark ● ● ● ● ● ● ●



Train data: ca. 0.8 billion tokens Test data: 159658 tokens Vocabulary: 793471 words OOV rate on test data: 0.28% OOV words mapped to , also part of vocabulary Sentence order randomized More details in [Chelba et al., 2014]
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Model



Params



PPL



KN5



1.76 B



67.6



SNM5 (proposed)



1.74 B



70.8



SNM5-skip (proposed)



62 B



54.2



SNM10-skip (proposed)



33 B



52.9



RNNME-256



20 B



58.2



RNNME-512



20 B



54.6



RNNME-1024



20 B



51.3



SNM10-skip+RNNME-1024



41.3



ALL



41.0



TABLE 2: Comparison with all models in Chelba et al., 2014
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Computational Complexity ● Complexity analysis: see paper ● Runtime comparison (in machine hours):



Model



Runtime



KN5



28h



SNM5



115h



SNM10-skip



487h



RNNME-1024



5760h



TABLE 3: Runtimes per model
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Experiment 2: 44M Word Corpus ● ● ● ● ●



Train data: 44M tokens Check data: 1.7M tokens Test data: 13.7M tokens Vocabulary: 56k words OOV rate: ○ ○



check data: 0.89% test data: 1.98% (out of domain, as it turns out)



● OOV words mapped to , also part of vocabulary ● Sentence order NOT randomized => allows cross-sentence experiments ● More details in [Tan et al., 2012] Sparse Non-negative Matrix Language Modeling
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Model



Check



Test



KN5



104.7



229.0



SNM5 (proposed)



108.3



232.3



SLM



-



279



n-gram/SLM



-



243



n-gram/PLSA



-



196



n-gram/SLM/PLSA



-



176



SNM5-skip (proposed)



89.5



198.4



SNM10-skip (proposed)



87.5



195.3



SNM5-skip- (proposed)



79.5



176.0



SNM10-skip- (proposed)



78.4



174.0



RNNME-512



70.8



136.7



RNNME-1024



68.0



133.3



TABLE 4: Comparison with models in [Tan et al., 2012]
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Experiment 3: MaxEnt Comparison ●



(Thanks Diamantino Caseiro!) Model



# params



PPL



Maximum Entropy implementation that uses SNM 5G 1.7B 70.8 hierarchical clustering of the vocabulary KN 5G 1.7B 67.6 (HMaxEnt) ● Same hierarchical clustering used for SNM HMaxEnt 5G 2.1B 78.1 (HSNM) HSNM 5G 2.6B 67.4 ○ Slightly higher number of params due HMaxEnt 5.4B 65.5 to storing the normalization constant HSNM 6.4B 61.4 ● One Billion Word benchmark: ○ HSNM perplexity is slightly better than HMaxEnt counterpart ● ASR exps on two production systems (Italian and Hebrew): ○ about same for dictation and voice search (+/- 0.1% abs WER) ○ SNM uses 4000X fewer resources for training (1 worker x 1h vs 500 workers x 8h)
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Conclusions & Future Work ● ●



●



Arbitrary categorical features ○ same expressive power as Maximum Entropy Computationally cheap: ○ O(counting relative frequencies) ○ ~10x faster (machine hours) than specialized RNN LM implementation ○ easily parallelizable, resulting in much faster wall time Competitive and complementary with RNN LMs
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Conclusions & Future Work Lots of unexplored potential: ○ Estimation: ■ replace the empty context (unigram) row of the model matrix with context-specific RNN/LSTM probabilities; adjust SNM on top of that ■ adjustment model is invariant to a constant shift: regularize ○ Speech/voice search: ■ mix various data sources (corpus tag for skip-/n-gram features) ■ previous queries in session, geo-location, [Chelba and Shazeer, 2015] ■ discriminative LM: train adjustment model under N-best re-ranking loss ○ Machine translation: ■ language model using window around a given position in the source sentence to extract conditional features f(target,source) Sparse Non-negative Matrix Language Modeling



20



References ●



Chelba, Mikolov, Schuster, Ge, Brants, Koehn and Robinson. One Billion Word Benchmark for Measuring Progress in Statistical Language Modeling. In Proc. Interspeech, pp. 2635-2639, 2014.



●



Chelba and Shazeer. Sparse Non-negative Matrix Language Modeling for Geo-annotated Query Session Data. In Proc. ASRU, pp. 8-14, 2015.



●



Chelba and Pereira. Multinomial Loss on Held-out Data for the Sparse Non-negative Matrix Language Model. arXiv:1511.01574, 2016.



●



Tan, Zhou, Zheng and Wang. A Scalable Distributed Syntactic, Semantic, and Lexical Language Model. Computational Linguistics, 38(3), pp. 631-671, 2012.



Sparse Non-negative Matrix Language Modeling



21




























Sparse Non-negative Matrix Language Modeling - Research at Google













Sparse Non-negative Matrix Language Modeling - Research at Google













SPARSE NON-NEGATIVE MATRIX LANGUAGE ... - Research at Google













Sparse Non-negative Matrix Language Modeling - ESAT - K.U.Leuven













Sparse Non-negative Matrix Language Modeling - Semantic Scholar













Pruning Sparse Non-negative Matrix N-gram ... - Research at Google













Pruning Sparse Non-negative Matrix N-gram ... - Research at Google













EXPLORING LANGUAGE MODELING ... - Research at Google













NONNEGATIVE MATRIX FACTORIZATION AND SPATIAL ...













n-gram language modeling using recurrent ... - Research at Google













Recursive Sparse, Spatiotemporal Coding - Research at Google













FAST NONNEGATIVE MATRIX FACTORIZATION













QUERY LANGUAGE MODELING FOR VOICE ... - Research at Google













Written-Domain Language Modeling for ... - Research at Google













Large Scale Language Modeling in Automatic ... - Research at Google













Joint Weighted Nonnegative Matrix Factorization for Mining ...













Group Sparse Coding - Research at Google













Auditory Sparse Coding - Research at Google













Data Selection for Language Modeling Using Sparse ...













Natural Language Processing Research - Research at Google













Toward Faster Nonnegative Matrix Factorization: A New Algorithm and ...













On Constrained Sparse Matrix Factorization













On Constrained Sparse Matrix Factorization













Toward Faster Nonnegative Matrix Factorization: A New ...















Sparse Non-negative Matrix Language Modeling - Research at Google






test data: 1.98% (out of domain, as it turns out). â—‹ OOV words mapped to , also part of ... Computationally cheap: â—‹ O(counting relative frequencies). 






 Download PDF 



















 728KB Sizes
 3 Downloads
 298 Views








 Report























Recommend Documents













Sparse Non-negative Matrix Language Modeling - Research at Google 

same speech recognition accuracy on voice search and short message ..... a second training stage that adapts the model to in-domain tran- scribed data. 5.




















Sparse Non-negative Matrix Language Modeling - Research at Google 

Table 4 that the best RNNME model outperforms the best SNM model by 13% on the check set. The out- of-domain test set shows that due to its compactness,.




















SPARSE NON-NEGATIVE MATRIX LANGUAGE ... - Research at Google 

Email: {ciprianchelba,noam}@google.com. ABSTRACT. The paper ..... postal code (ZIP) or designated marketing area (DMA) geo- tags, and used along the .... The computational advantages of SNM over both ME and. RNN-LM estimation are ...




















Sparse Non-negative Matrix Language Modeling - ESAT - K.U.Leuven 

Do not scale well to large data => slow to train/evaluate. â—‹ Maximum .... ~10x faster (machine hours) than specialized RNN LM implementation. â—‹ easily ...




















Sparse Non-negative Matrix Language Modeling - Semantic Scholar 

Gradient descent training for large, distributed models gets expensive. â—‹ Goal: build computationally efficient model that can mix arbitrary features (a la MaxEnt).




















Pruning Sparse Non-negative Matrix N-gram ... - Research at Google 

a mutual information criterion yields the best known pruned model on the One ... classes which can then be used to build a class-based n-gram model, as first ..... [3] H. Schwenk, â€œContinuous space language models,â€� Computer. Speech and ...




















Pruning Sparse Non-negative Matrix N-gram ... - Research at Google 

Pruning Sparse Non-negative Matrix N-gram Language Models. Joris Pelemans1 ... very large amounts of data as gracefully as n-gram LMs do. In this work we ...




















EXPLORING LANGUAGE MODELING ... - Research at Google 

ended up getting less city-specific data in their models. The city-specific system also includes a semantic stage for inverse text normalization. This stage maps the query variants like â€œcomp usaâ€� and â€�comp u s a,â€� to the most common web- tex




















NONNEGATIVE MATRIX FACTORIZATION AND SPATIAL ... 

ABSTRACT. We address the problem of blind audio source separation in the under-determined and convolutive case. The contribution of each source to the mixture channels in the time-frequency domain is modeled by a zero-mean Gaussian random vector with




















n-gram language modeling using recurrent ... - Research at Google 

vocabulary; a good language model should of course have lower perplexity, and thus the ..... 387X. URL https://transacl.org/ojs/index.php/tacl/article/view/561.




















Recursive Sparse, Spatiotemporal Coding - Research at Google 

formational invariants from the statistics of natural movies. We adopt a generative .... ative model of the data; we call this the analysis step. The second step ...




















FAST NONNEGATIVE MATRIX FACTORIZATION 

FAST NONNEGATIVE MATRIX FACTORIZATION: AN. ACTIVE-SET-LIKE METHOD AND COMPARISONSâˆ—. JINGU KIMâ€  AND HAESUN PARKâ€ . Abstract. Nonnegative matrix factorization (NMF) is a dimension reduction method that has been widely used for numerous application




















QUERY LANGUAGE MODELING FOR VOICE ... - Research at Google 

ABSTRACT ... data (10k queries) when using Katz smoothing is shown in Table 1. ..... well be the case that the increase in PPL for the BIG model is in fact.




















Written-Domain Language Modeling for ... - Research at Google 

Language modeling for automatic speech recognition (ASR) systems has been traditionally in the verbal domain. In this paper, we present finite-state modeling ...




















Large Scale Language Modeling in Automatic ... - Research at Google 

The test set was gathered using an Android application. People were prompted to speak a set of random google.com queries selected from a time period that ...




















Joint Weighted Nonnegative Matrix Factorization for Mining ... 

Joint Weighted Nonnegative Matrix Factorization for Mining Attributed Graphs.pdf. Joint Weighted Nonnegative Matrix Factorization for Mining Attributed Graphs.




















Group Sparse Coding - Research at Google 

encourage using the same dictionary words for all the images in a class, providing ... For dictionary construction, the standard approach in computer vision is to use .... learning, is to estimate a good dictionary D given a set of training groups.




















Auditory Sparse Coding - Research at Google 

processing and sparse coding to content-based audio analysis tasks. We present ... of training examples and discuss how sparsity can allow algorithms to scale ... ranking sounds in response to text queries through a scalable online machine ... langua




















Data Selection for Language Modeling Using Sparse ... 

semi-supervised learning framework where the initial hypothe- sis from a ... text corpora like the web is the n-gram language model. In the ... represent the target application. ... of sentences from out-of-domain data that can best represent.




















Natural Language Processing Research - Research at Google 

Used numerous well known systems techniques. â€¢ MapReduce for scalability. â€¢ Multiple cores and threads per computer for efficiency. â€¢ GFS to store lots of data.




















Toward Faster Nonnegative Matrix Factorization: A New Algorithm and ... 

College of Computing, Georgia Institute of Technology. Atlanta, GA ..... Otherwise, a complementary ba- ...... In Advances in Neural Information Pro- cessing ...




















On Constrained Sparse Matrix Factorization 

given. Finally conclusion is provided in Section 5. 2. Constrained sparse matrix factorization. 2.1. A general framework. Suppose given the data matrix X=(x1, â€¦




















On Constrained Sparse Matrix Factorization 

Institute of Automation, CAS. Beijing ... can provide a platform for discussion of the impacts of different .... The contribution of CSMF is to provide a platform for.




















Toward Faster Nonnegative Matrix Factorization: A New ... 

Dec 16, 2008 - Nonlinear programming. Athena Scientific ... Proceedings of the National Academy of Sciences, 101(12):4164â€“4169, 2004 ... CVPR '01: Proceedings of the 2001 IEEE Computer Society Conference on Computer Vision and.


























×
Report Sparse Non-negative Matrix Language Modeling - Research at Google





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















