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Abstract The timing of spring river-ice breakup, a major annual event for physical, biological, and human systems on Arctic rivers, has been used to infer regional climate variations over the past century or more. Most observations of ice breakup are recorded as point data taken from selected ground-based stations. It is unknown whether these point observations are fully representative of breakup patterns elsewhere along the course of a river. Here, daily time series of moderate resolution imaging spectroradiometer (MODIS) and advanced very high resolution radiometer (AVHRR) satellite images are used to remotely sense spatial and temporal patterns in ice breakup along 1600–3300 km lengths of the Lena, Ob’, Yenisey, and Mackenzie Rivers. The first day of predominantly ice-free water is visually identified and mapped for ten years (1992–1993, 1995–1998, and 2000–2003), with a mean precision of F1.75 days. The derived breakup dates show high correlation with ground-based observations, although a slight trend towards earlier satellite-derived dates can be traced to differences in the way ice breakup date is defined. Large ice jams are often observed, particularly at confluences, although smaller ice jams may not be visible due to the limited spatial resolution of the imagery used. At the watershed scale, spatial patterns in breakup seem to be primarily governed by latitude, timing of the spring flood wave, and location of confluences with major tributaries. Interestingly, channel-scale factors such as slope, width, and radius of curvature, which are known to influence ice breakup at the reach scale, do not appear to be major factors at the scale observed here. The degree of similarity between interannual trends in breakup date at distant points along a river is generally high, which supports the use of point-scale data to infer regional climate variations. This similarity does not hold true for the Mackenzie River, where substantial spatial differences in breakup trends are observed. A new variable, spatially integrated breakup date (d i ), uses weighted spatial averaging to provide a more encompassing measure of breakup timing. The Ob’ and Yenisey Rivers show similar trends in spatially integrated breakup date from year to year. In contrast, the Mackenzie and Lena show a remarkably consistent negative correlation, here attributed to sea surface temperature anomalies associated with the Pacific Decadal Oscillation Index. D 2004 Elsevier Inc. All rights reserved. Keywords: River-ice breakup; Pacific Decadal Oscillation Index; MODIS and AVHRR satellite image; Arctic Hydrology



1. Introduction The spring flood and accompanying breakup and clearance of ice is the most important annual hydrologic event for human, physical, and biological systems associated with large northern rivers. In the United States alone, damages related to ice breakup exceed $100 million
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on an annual basis (White & Eames, 1999), while Canadian damages total $60 million annually (Beltaos, 2000). Most of this damage, largely to bridges, dams, hydropower equipment, and low-lying buildings, is associated with flooding caused by ice jams (Ettema et al., 1999). In addition, the breakup period normally coincides with annual peak flow, making it an extremely important erosive event (Gray & Prowse, 1993; Prowse, 2001). The movement of ice during breakup is also associated with a variety of erosive and depositional features including significant bank scour, melting of near-
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bank permafrost and ice lenses, temporary or permanent diversion of flow into secondary channels, and deposition of sediment at the upstream ends of islands (Prowse, 2001). In Arctic rivers, maximum sediment transport occurs during this period because of high flows and because of the mobilization of accumulated sediments deposited during winter low flows (Milburn & Prowse, 2000; Prowse, 2001). Similarly, the same period sees peaks in organic carbon transport and transport of trace metals including copper, iron, zinc, and magnesium (Milburn & Prowse, 2000). From a biological standpoint, breakup plays an important role in floodplain ecology. Flooding associated with spring breakup is the only source of recharge for many perched lakes adjacent to Arctic rivers and to delta ecosystems near their mouths (Marsh & Lesack, 1996; Prowse, 1994; Prowse & Conly, 1998; Prowse & Lalonde, 1996). Similarly, the breakup period is in many cases the only time of year during which significant sediment and carbon exchange between the river and its floodplain can occur (Smith & Alsdorf, 1998). Finally, the relatively warm flow associated with the period immediately following ice clearance creates a corridor of higher temperatures, which may lead to increased biological activity in adjacent areas (Gill, 1974; Prowse, 1994). The timing of ice breakup and freeze-up has been recorded on some rivers for as long as 150 years, and these records have recently been used to infer northern hemisphere climate warming (Magnuson et al., 2000). Other studies have focused specifically on trends in breakup date in the former Soviet Union (Ginzburg & Soldatova, 1996; Smith, 2000; Soldatova, 1993; Vuglinsky, 2002). All of these studies use ground observations taken at one or more point locations on a given river. While in the past this has been the only viable way to study long-term trends in ice breakup timing, it may have limitations due to local geomorphic and climatic effects. As a result, it is possible that apparent trends in the timing of ice breakup may vary from point to point along a single river. If so, the viability of breakup date taken at a single point as a proxy for regional climate variability could be called into question. At the local scale, a number of studies have focused on predicting or modeling the location and timing of ice breakup (e.g., Beltaos, 1990, 1997; Ma & Fukushima, 2003; Prowse & Conly, 1998; Shulyakovskii, 1972). These studies show that a variety of variables such as the shape and timing of the hydrograph, ice thickness and strength, channel radius of curvature, channel width, cumulative degree days of warming, and snowpack depth in tributary basins all may influence the timing and location of breakup. However, most of these studies have also focused on relatively short reaches, so their importance with respect to breakup timing along the entire course of a river is unknown. There is widespread disagreement regarding which variables predominate in determining the timing of
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breakup, but almost all studies agree that some combination of climate, timing and magnitude of the flood wave, and channel morphology influence breakup timing. A good discussion of the mechanisms by which climate change may affect river ice processes is found in Beltaos and Burrell (2003). Despite its significance in all aspects of Arctic river systems and as a proxy for climate change, spring ice breakup is a process about which much remains to be learned. In particular, few studies have attempted to understand breakup patterns along the entire course of a river. Remote sensing offers a powerful tool to do so, but its application to river ice studies is nascent. Among remote sensing studies of river ice, only one has examined large-scale breakup patterns: Dey et al. (1977) completed a study in which very high resolution radiometer (VHRR) and Landsat time series were used to map ice breakup on the Mackenzie River for 1975–1977. Other past studies have used either synthetic aperture radar (SAR) imagery to examine small-scale patterns in ice processes (e.g., HallAtkinson & Smith, 2001; Murphy et al., 2001; Smith, 2002; Weber et al., 2003; Vincent et al., 2004) or have used Landsat data to observe somewhat larger areas (Gatto, 1990). Both of these data sets, however, have inherent limitations for studying ice breakup. In particular, the long duration between repeat passes makes it difficult to obtain more than one or two images during the entire period of breakup on a particular river. Unlike lake ice studies (Hall et al., 1994; Jeffries et al., 1994; Nolan et al., 2002), the individual scenes are generally too small in extent to contain more than a relatively short section of the river under study. The present study seeks to provide a method by which ice breakup timing and location may be mapped over long (N1000 km) reaches of large northern rivers through the use of daily time series of moderate resolution imaging spectroradiometer (MODIS) and advanced very high resolution radiometer (AVHRR) images. The technique and results presented here aim to address three objectives that have remained elusive to date. First, we provide a method that allows the timing and location of ice breakup to be observed without reliance on an increasingly limited network of ground-based stations. The number of hydrological monitoring stations in the Arctic has decreased dramatically over the past few decades (Shiklomanov et al., 2002), and a method that does not rely upon these stations for data collection may allow the extension of data sets that might otherwise cease to be maintained. Second, we examine the spatiotemporal patterns of ice breakup in an attempt to better understand which factors influence the location and timing of breakup at the scale of an entire watershed. Finally, we assess the viability of using breakup data taken at a single point as a proxy for regional climate change and provide a new, spatially encompassing variable that may address any potential limitations of point data.
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2. Methodology 2.1. Study rivers The Ob’, Lena, Yenisey, and Mackenzie Rivers were chosen for study. These rivers are the four largest flowing into the Arctic Ocean and play dominant roles in the Arctic hydrologic cycle and oceanic freshwater budget (Aagard & Carmack, 1989). The primary channel of each of these rivers is sufficiently wide to be clearly visible on satellite imagery with a spatial resolution of 1 km or better. The river lengths studied here range from approximately 1600 km for the Mackenzie to nearly 3300 km for the Lena, with the Ob’ (~2600 km) and the Yenisey (~1800 km) falling in between (Fig. 1). Rivers were observed using AVHRR imagery from 1992 to 1993 and from 1995 to 1998; MODIS data were used for observations from 2000 to 2003. Data unavailability precluded satellite observations in 1994 and 1999. 2.2. MODIS and AVHRR imagery The two most important criteria used to select appropriate satellite imagery for observing river ice breakup are spatial and temporal resolution. The spatial resolution must be sufficiently high so that the presence or absence of ice within the channel can be resolved. From trial and error, we found that for the largest Arctic rivers the spatial resolution must be at least 1 km or finer. The temporal resolution must



also be frequent enough to identify quick-changing patterns in ice breakup along the entire length of the channel, with a daily time series of images as a practical goal. With these two requirements in mind, the sensors chosen for this study were AVHRR (1 km resolution) and MODIS (500 m resolution for the channels used in this study). MODIS data with a spatial resolution of 250 m were also considered, but the finer resolution provided little added value when mapping the simple presence or absence of ice cover on the large rivers observed here. For both sensors, a combination of visible and near-infrared bands was used to differentiate ice-covered and ice-free conditions. Color composites were created in which band 1 (620–670 nm for MODIS, 580–680 nm for AVHRR) was assigned to blue and band 2 (841–876 nm for MODIS, 725–1100 nm for AVHRR) was assigned to red and green. Because the contrast in spectral signature between river ice and open water is large, the differences in the spectral bandwidth between the two sensors were found to be irrelevant for our purposes (Fig. 2). Consideration was given to the use of the Normalized Differenced Snow Index (NDSI), a product derived from MODIS imagery and used to map snow extent (Hall et al., 2002). While NDSI is also effective in differentiating ice from open water, it was not used here because it is only available from 2000 onwards and thus would provide only 4 years of data. Additionally, for our purposes of mapping simply the presence or absence of ice, it provides little



Fig. 1. Locations of the four rivers used in this study. Ground-based stations providing ice breakup dates and daily discharge data are represented as circles, and locations of notably persistent ice jam floods are denoted by arrows.
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Fig. 2. A typical time-series of MODIS imagery acquired for the Yenisey river in 2003. River ice appears white and open water is dark blue. Arrows show the beginning and end of the section(s) of river that are ice-free on the corresponding day. The ice cover is intact on May 11 (a), and clouds largely obscure observations on May 12 (b). Some sections are ice-free on May 13 (c). One ice/water boundary can be seen through clouds on May 14 (d). By May 16 (e), the entire channel is ice-free. Data for May 15 are unavailable. (f ) Lower-resolution AVHRR image acquired over the same area in 1998. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)



added value over standard visible and near-infrared imagery. NDSI, however, should be considered for use in future studies or more detailed mapping of the ice breakup process. A daily time series of color composites was generated for each river starting before the initiation of breakup and ending after the end of ice clearance for every year examined. Next, day-to-day differences in the location of the ice breakup front(s) were mapped visually onto Digital Chart of the World (DCW) river network data. For example, an area covered by ice on day 1 but ice free on day 2 would be mapped as having broken up on day 2. The lengths of channel sections, rather than being preselected, were determined solely by the differences in ice cover between one image in the series and the next. As such, the spatial resolution of the ice breakup maps approaches that of the MODIS or AVHRR images used. A series of images covering five sequential days and illustrating the approach taken here is available in Fig. 2. It should be noted that, for the purposes of this study, the date of ice breakup is defined as the first date on which a section of river is predominantly ice-free. The initial output of this process is a map showing the date of ice breakup at every point along the section of river channel mapped. A series of these maps covering 10 years on the Mackenzie River is shown in Fig. 3a.



2.3. Ancillary data Other data used in this study include channel slope, daily ground-based observations of ice breakup and river discharge, and Digital Chart of the World (DCW) river networks. Slope profiles for each channel were derived from the GTOPO30 1-km digital elevation models using channel network extraction and channel profile tools in the River Tools analysis software package (Research Systems). Historical observations of ice breakup were obtained from the Russian River Ice Thickness and Duration database (Vuglinsky, 2000). More recent ice breakup observations as well as daily discharge measurements were obtained from the Russian State Hydrologic Institute in St. Petersburg. 2.4. Error analysis An error term representing the window of uncertainty on either side of the recorded ice breakup date was derived for each observation. Three sources for this error term were identified. First, cloudiness can completely obscure all observation of river ice cover. While the differences in spectral reflectance between ice-covered and ice-free con-
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spatially and temporally averaged mean value for all observations was F1.75 days, indicating that, on average, it is usually possible to pinpoint breakup date at any point to within 3–4 days. An example showing the spatial distribution of this error term for all 10 years on the Mackenzie River is shown in Fig. 3b. 2.5. Ground truth



Fig. 3. (a) Patterns of ice breakup along the Mackenzie River for the 10 years studied. Study reach is approximately 1600 km and its location is shown in Fig. 1. (b) Temporal uncertainty associated with the breakup dates shown in (a). The primary contributor to error is obscuration by cloud cover, with data unavailability and uncertainty in differentiating ice-covered and ice-free reaches playing lesser roles.



ditions are large enough to observe through thin clouds, thicker cloud cover can render a particular image unusable, increasing the temporal uncertainty associated with the timing of breakup. This was by far the largest source of error in mapping ice breakup dates. The second contributor to increased uncertainty was either missing, corrupted, or distorted data. This was a problem for less than 5% of all observations, but did substantially contribute to an increased error term in a few cases. Finally, in several instances (particularly on the Ob’ River), a condition occasionally occurred in which the ice cover was clearly no longer intact, but the channel was also not predominantly ice-free. In these cases, conditions were considered uncertain and contributed to the error term in the same way as an image in which the river channel was obscured by cloud cover. This resulted in slightly higher error terms in isolated cases, but did not have nearly the impact of cloud cover or data availability issues. The error term was calculated for each observation as the number of days on either side of the date chosen on which breakup could have taken place. The maximum value was F8 days, and the minimum value was F0 days. The



A limited number of ground-based observations of ice breakup were collected at stations on the Ob’, Lena, and Yenisey Rivers during the period of study (see Fig. 1 for station locations). These observations provide valuableindependent assessment of the accuracy of satellite-based measurements of ice breakup and clearance (Fig. 4). The ground and satellite-derived breakup dates are strongly correlated (r=0.96), with a tendency for satellite-derived ice breakup dates to slightly precede their ground-based counterparts by 1 to 5 days. In two instances, ground-based observations precede satellite observations. This tendency may be due to the criteria used to define ice breakup: in the case of the Russian field data, the date listed is the first date when the river is completely cleared of ice. The satelliteobserved date is recorded as the first day on which a crosssection of the channel is approximately 75% ice-free, a subtle but important distinction. Dey et al. (1977) also analyzed the accuracy of satellite-derived ice breakup maps in comparison with ground-based observations for 13 points over 3 years on the Mackenzie River and found similarly high levels of correlation.



Fig. 4. Satellite vs. Russian ground-based observations of ice breakup date. Error bars represent temporal uncertainty in the satellite observations. Errors for the ground-based data are unknown. Data are included for the Lena (.) in 1992 and 2001–2003, the Ob’ (n) in 1992–1993 and 2001– 2003, and the Yenisey (E) in 2001–2003. A 1-to-1 line is also included for reference.
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3. Results 3.1. Spatial patterns of ice breakup Using the method described, it was possible to successfully map ice breakup along each river for every year studied. To help identify any spatial patterns in breakup, the data from these maps were plotted as a function of distance along the river (Fig. 5a–d). The plots were constructed by calculating the distance upriver from the mouth for the starting and ending point of each channel section mapped. As such, they are continuous graphs of ice breakup date, in contrast to the discontinuous graphs created by systematic sampling of the data. Several patterns emerge upon close examination of Fig. 5. First, breakup generally proceeds both downriver and in a northerly direction, as expected. However, spatial and temporal variations in ice clearance within this general pattern suggest other factors that influence the timing and location of breakup. Most appreciable among these is the timing of breakup on major tributaries. For example, confluences with major open-water tributaries found 1200 km upstream from the mouth of the Yenisey (Fig. 5b), 1300 km upriver on the Mackenzie (Fig. 5d), and 2200 km upstream on the Lena (Fig. 5c) all lead to somewhat earlier breakup in adjacent sections of the main channel. These features can be seen as slight dips on the graphs of Fig. 5. In the case of the Ob’ (Fig. 5a), three tributaries enter from the south between 1300 and 2200 km upstream from the mouth, causing this section of river to break up more rapidly than the rest of the river. Similarly, the timing of breakup on a tributary also appears to influence breakup patterns further downstream from its entry into the main channel. For example, an unusual feature of breakup on the Yenisey is a marked increase in the rate of breakup up once the river reaches about the 1400 km mark upstream from the mouth (Fig. 5b). No hydrologic or geomorphic feature explaining this change in breakup rate is apparent, but the shift does coincide with the breakup of ice at the mouth of the Angara River, which enters at the same point that our observations begin. The associated flood wave likely explains the increased rate of breakup a few days later at the ice clearance front several hundred kilometers downstream on the Yenisey. As expected, a strong relationship (r=0.90) exists between the timing of ice breakup and the timing of the spring flood (Fig. 6), with ice breakup usually occurring a few days before the flood peak. In contrast, channel morphology may exert a slight influence on the pattern of ice breakup at the scale considered here, but such effects appear limited. For example, the Ob’, with its much more sinuous channel, does not break up more slowly than the relatively straight Yenisey. The only locale where channel morphology may play a significant role in determining spatiotemporal patterns in breakup date at basin-wide scales is found on the Lena. Starting approximately 1300 km upstream from the mouth, breakup slows somewhat in



Fig. 5. Ice breakup dates for each river as a function of distance upstream from the mouth of the Ob’ (a), Yenisey (b), Lena (c), and Mackenzie (d). Channel elevation profiles derived from the GTOPO30 DEM are also included for each river.
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probable that many smaller-scale ice jam floods therefore went undetected in this study. 3.2. Temporal patterns in ice breakup



Fig. 6. Comparison of satellite-derived ice breakup date and the timing of peak river discharge as measured at Salekhard (Ob’ River, 1992–1993, 1998; .), Kyusyur (Lena River, 1992–1993, 1995–1998; n), and Igarka (Yenisey River, 1992–1993, 1995–1998; E). A 1-to-1 line is included for reference.



comparison to upstream reaches (Fig. 5c). This slowdown in ice clearance coincides with both a decrease in channel slope, which can be observed in a flattening of the channel profile at approximately the same location (Fig. 5c), and a marked increase in anastomosis and braiding. As such, this observation is consistent with the greater bank friction and reduced flow velocity associated with multiple smaller channels and reduced water surface slope. However, neither changes in slope nor differences in degree of braiding appear to reduce or increase ice clearance rates elsewhere. It is apparent from the channel elevation profiles in Fig. 5a and b that channel slopes on the Ob’ and Yenisey are so small that it is difficult to discern any covariance between ice breakup and channel slope on these rivers. A more detailed and quantitative analysis of the relationship between ice breakup timing and various morphologic, climatic, and hydrologic variables at a variety of scales would represent a significant future contribution to understanding in this area. Large-scale ice jam flooding was visible in a number of the composites used to map breakup. Flooding occurred at a variety of locations on all of the rivers and was consistent from year to year at only a few notable locations. For example, the confluence of the Lena and Olekma rivers experienced ice jam flooding nearly every year (Fig. 7). Similar phenomena occurred on a nearly annual basis at the junctions of the Ob’ and Ket’ Rivers and the Mackenzie and Mountain Rivers (Fig. 1). In general, major ice jam flooding was observed most frequently at the confluences of one or more tributaries with the main channel. It should be noted that substantial overbank flooding is necessary before ice jam floods can be observed confidently due to the moderate spatial resolution of MODIS and AVHRR imagery. It is



To determine whether interannual variations in breakup at a single point (e.g., as recorded by a ground station) are representative of conditions elsewhere in the river system, we examined breakup variability along a series of arbitrarily chosen, regularly spaced points for each river course. Test sites were spaced every 160 km upstream from the mouth of each river to 1600 km inland, providing a total of 11 samples for each river in each year (Fig. 8a–d). Comparison of breakup timing between points shows that except for an expected temporal lag downstream, the breakup timing at each point generally covaries with breakup timing at other points, even when separated by hundreds of kilometers. This is particularly true on the Ob’ River (Fig. 8a) and to a lesser extent on the Yenisey (Fig. 8b) and Lena (Fig. 8c) Rivers, where patterns in breakup vary little from one location to another. Maximum, mean, and minimum correlation coefficients between individual test sites on each river are positive and are often close to 1.0 (Table 1). However, despite a general consistency, it is clear that interannual breakup patterns are not always identical from one location



Fig. 7. The confluence of the Lena and Olekma Rivers shown during (a) typical breakup (May 12, 2000) and (b) an ice jam flood (May 15, 2002).



T.M. Pavelsky, L.C. Smith / Remote Sensing of Environment 93 (2004) 328–338



to another along a river. In particular, the mean correlation coefficient (r=0.54) between stations on the Mackenzie suggests that breakup patterns are quite dissimilar from
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Table 1 Maximum, minimum, and mean correlation coefficients between point locations from Fig. 8 River



Maximum



Minimum



Mean



Ob Yenisey Lena Mackenzie



1.00 0.98 0.92 0.93



0.88 0.39 0.51 0.03



0.96 0.77 0.75 0.54



While correlations between the points on each river are positive, they vary widely from river to river. Interannual trends in ice breakup date are consistent from point to point on the Ob’ and, to some degree, on the Lena and Yenisey. However, the degree of correlation among points on the Mackenzie shows substantial divergence.



place to place along the channel. The source of this dissimilarity is unknown but may be related to effects of local climate and hydrology, including variations in the amount of winter precipitation and the timing of the spring flood in upstream basins (Prowse & Conly, 1998). In order to mitigate such point-to-point variations in breakup and to take advantage of the full spatial view enabled by remotely sensed imagery, a new variable called bspatially integrated breakup dateQ (d i ) is presented: di ¼



n X



ðln dn Þ=lt



ð1Þ



i¼1



where n is the total number of observations (each of which is a section of river) for a particular river in a particular year, l n is the length of the observation in question in kilometers, d n is the date of breakup for that section of river in days from the beginning of the year, and l t is the total length of all observations for a particular river in kilometers. In essence, each observation is weighted by its length and the observations are then averaged to provide a single value for each river in each year (Fig. 9). The contrast between d i and point-based ice breakup dates is apparent in Fig. 8, where d i eliminates many of the local anomalies found in point observations. Because d i represents the timing of ice breakup as averaged throughout the basin, variations in d i may better reflect regional climate variations than point data does. For example, it is known that the timing of ice breakup is largely dependent on the timing and magnitude of the spring flood wave, which in turn are highly influenced by winter and spring temperature and precipitation (Beltaos & Burrell, 2003; Gray & Prowse, 1993;



Fig. 8. Timing of ice breakup at 11 point locations, spaced 160 km apart upstream from the mouth of the Ob’ (a), Yenisey (b), Lena (c), and Mackenzie (d) Rivers, as well as d i values for each river. The figures show a general consistency from point to point along a river, with the exception of the expected temporal lag from point to point downstream. d i (the solid green line in the figure) appears to encapsulate the average temporal pattern of ice breakup while reducing variations associated with point locations. The dashed portions of the lines do not imply continuity and are included to facilitate interpretation of the figure. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 9. Interannual variability in spatially integrated breakup date (d i ) for each river. As expected due to their geographic proximity, variability on the Ob’ and Yenisey Rivers is quite similar (r=0.68). In contrast, temporal patterns in breakup date for the Lena and Mackenzie Rivers are negatively correlated (r=0.52). The dashed portions of the lines do not imply continuity and are included to facilitate interpretation of the figure.



Prowse & Conly, 1998). Thus, when d i is relatively low (high), it likely represents higher (lower) wintertime and springtime temperatures for the river basin as a whole.



4. Discussion and conclusions Using MODIS and AVHRR imagery, it appears possible to map ice breakup to within a few days on large northern rivers. This advancement has potential bearing on a number of problems that have remained intractable to date. As Shiklomanov et al. (2002) have noted, the problem of decreasing gauging and ground-based observation of Arctic watersheds has made it more difficult to conduct basic hydrologic research in the region. Remote sensing offers one way to offset this decline in data availability, and the methodology developed here can provide continued observation of ice breakup at known gauge sites as well as other unstudied areas. In the Russian Federation, most groundbased observations of breakup end in the early 1990s, and remotely sensed data may be the only way to update these datasets and to extend them into the future. In addition, remote sensing of ice breakup enables observations to be taken along the entire length of a large river rather than at one or several points. As such, it is possible to observe spatiotemporal patterns both within one breakup event and across multiple rivers and years. Over time, characteristic patterns of ice breakup can be determined, as well as yearto-year differences reflecting variations in climate and hydrology. In addition, patterns in the location and frequency of major ice jam flooding can be observed. Previous studies have shown that a number of geomorphic and hydrologic variables can affect the timing and location of breakup, including channel slope, radius of curvature, width, degree days of warming, and timing and magnitude of the spring flood (Beltaos, 1990, 1997; Ettema et al., 1999; Ma & Fukushima, 2003; Shulyakovskii, 1972). In this study, properties associated with channel geometry



(slope, width, and radius of curvature) were found to have little impact on the process of ice breakup at the watershed scale. Instead, at the watershed scale, we find that the timing of the spring flood, location of open-water tributaries, latitude, and direction of flow play dominant roles in determining the timing and pattern of ice clearance. The approach of Magnuson et al. (2000), in which pointbased ice breakup records are used to infer regional and hemispheric climate variations, is supported by the substantial agreement in interannual variability in breakup timing between spaced point locations along the same river (Fig. 8, Table 1). That said, the fact that apparent btrendsQ can actually differ substantially from one point to another along a river is still problematic. A more general variable representing breakup along an entire river channel is the spatially integrated breakup date (d i ), which uses weighted spatial averaging to provide a more spatially encompassing measure of breakup timing. From the perspective of using d i as a proxy for regional climate, it is encouraging to note that values of d i on the Ob’ and Yenisey Rivers, which are in relatively close geographic proximity, show good correlation (r=0.68). Interestingly, we also find a negative correlation (r=0.52) between d i for the Lena and the Mackenzie Rivers (Fig. 9). For these two rivers, the observed d i values move in exactly opposite directions from one year to the next in 9 of 10 years observed. The physical explanation for this near-perfect anticorrelation between the two watersheds may lie with the spatial distribution of North Pacific sea surface temperature anomalies associated with the Pacific Decadal Oscillation (PDO) Index (Fig. 10). In 7 out of 10 years examined, d i values for the Lena moved in the same direction as the PDO index for March, April, and May (MAM), with a higher value of the index associated with later ice breakup timing on the Lena. In contrast, values of d i for the Mackenzie River move in the opposite direction from the MAM PDO index in 7 of 10 years observed, indicating that a higher index value is associated with earlier breakup on the Mackenzie. The Arctic Oscillation and El Nin˜o/Southern Oscillation were also examined, but no relationship was found with ice breakup dates in either case. The PDO is centered on the North Pacific and behaves similarly to the El Nin˜o/Southern Oscillation phenomenon with the exception that the PDO generally operates on multidecadal rather than subdecadal timescales (Bond & Harrison, 2000; Hare & Francis 1995; Mantua et al., 1997). The PDO has two phases, warm and cool, with the warm phase predominating from the middle of the 1970s until at least the middle of the 1990s (Bond & Harrison, 2000). Significant changes in climate-related variables of Western North America have been linked to shifts in the phase of the PDO, including snowpack depth in British Columbia (Moore & McKendry, 1996) and salmon populations throughout Northwestern North America (Hare & Francis, 1995). Far less is known about the potential impacts of the PDO on Eastern Eurasia. While it is recognized that large-
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Fig. 10. Typical sea surface temperature anomalies associated with the warm and cool phases of the Pacific Decadal Oscillation (PDO). Note the opposition of SST anomalies occurring roughly southward of the Bering Straight, leading to opposing directions of temperature change between Western North America and Eastern Eurasia. Interannual variations in basin-averaged ice breakup (d i ) on the Lena and Mackenzie Rivers displays similar opposition in 9 of 10 years studied (adapted and revised from Mantua et al., 1997).



scale oscillations between the warm and cold phases of the PDO operate on time scales much longer than those considered here, smaller-scale variations in sea surface temperature that occur on an interannual basis are also captured by the PDO index. The observed contrast in d i between the Lena and Mackenzie rivers is consistent with cooler (warmer) sea surface temperatures observed in the Western Pacific and is associated with a more positive (negative) value of the PDO index, although the magnitude of these interannual shifts is certainly much smaller than the endpoints represented by the extreme positive and negative phases of the PDO (Fig. 10). Warmer (cooler) sea surface temperatures adjacent to Northwestern North America, observed when the PDO is in its positive (negative) phase, are also consistent with the anticorrelation in d i values between the two rivers. The apparent sensitivity of ice breakup dates on the Lena and Mackenzie Rivers to changes in the PDO index suggests that climate variations and ice breakup timing may be linked to a substantial degree, corroborating past observations based on point-scale ice breakup data and air temperature records (Magnuson et al., 2000). Development of the remotely sensed spatially averaged breakup date variable, d i , that allows comparison of regional rather than point-based trends in ice breakup timing, greatly expands the potential for ice breakup to be used as an indicator of climate change in the Northern Hemisphere. In the future, application of the techniques developed here to river freeze-up could improve understanding of that important area of river ice studies. Additionally, we would welcome large-scale quantitative studies of climatic, hydrologic, and geomorphic influence on the timing of ice breakup and freeze-up that incorporate satellite-derived dates such as those developed here.
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