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Abstract We evaluate, using forecasting experiments with real stock return data, forecasting ability of spatially structured BEKK specifications proposed in Caporin & Paruolo (2015) relative to standard BEKK. We confirm that the class of spatial BEKK has a potential to improve a quality of multivariate volatility forecasts. However, there is sharp disagreement among forecast performance criteria on which types of further restrictions on coefficient matrices are most promising, on which degree of homogeneity of matrix coefficients are most beneficial and on which grouping criteria and their number deliver highest improvements in volatility forecasts. Numerosity and composition of the portfolio also have a big influence on how well volatility is forecast by spatially structured BEKK compared to its standard configuration. Keywords: multivariate GARCH, volatility, spatial models, spatial weight matrix, forecasting JEL codes: C32; C53; C58
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Introduction



One of critical issues in multivariate volatility modeling is a dimensionality of the parameter space which has enormous effect on quality of forecasting volatility. While many multivariate GARCH models have been proposed over the recent decades starting from heavily parameterized VEC representations (Bollerslev et al., 1988), one of most popular workhorses remains the BEKK representation (Engle & Kroner, 1995)1 which provides an elegant solution to the problem of overparameterization of multivariate GARCH combined with a solution to the problem of positive semidefiniteness of volatility forecasts, at least when applied to a moderate number of returns. The BEKK(1,1) equation for n returns reads Ht = CC 0 + Aut−1 u0t−1 A0 + BHt−1 B 0 , where n × n matrix Ht is variance of the n × 1 vector of returns ut conditional on time t − 1 information, A is an n × n ‘news impact’ matrix, B is an n × n ‘feedback’ matrix, and C is an n × n ‘Choleski’ lower triangular matrix. The degree of parameterization of BEKK models, in turn, varies dramatically with its form that is given rise by severity of restrictions imposed on the matrices A and B. In the full BEKK model these matrices are unrestricted2 leading to n2 parameters in each of them. In the diagonal BEKK model the matrices A and B are diagonal (i.e., A = dg (a) and B = dg (b) in the above equation) leading to n parameters in each of them. Finally, in the scalar BEKK model (Ding & Engle, 2001) the matrices A and B are proportional to the identity matrix (so that Ht = CC 0 + α2 ut−1 u0t−1 + β 2 Ht−1 ) leading to a single parameter in each of them. The matrix C has 21 n (n + 1) distinct elements in all three standard BEKK models.3 The summary is provided in the upper panel of Table 1 on page 5. The degree of parameterization varies heavily across the forms and naturally may have a big impact on forecasting performance. There is a perception that the full BEKK model may be too heavily parameterized and some restricted form is likely to produce better volatility forecasts. Recently, Caporin & Paruolo (2015) proposed an intermediate form for multivariate GARCH models that imposes restrictions based on spatial structures among the assets whose return volatilities are modeled. For the full BEKK model, these restrictions, which impose diagonality of matrix coefficients in a linear combination of spatial weighting matrices, reduce the number of parameters from O n2 to 
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Another widely used multivariate GARCH model, Dynamic Conditional Correlation of Engle (2002), seems to have some theoretical issues (see Caporin & McAleer, 2012; Aielli, 2013) and empirically is similar to scalar BEKK (Caporin & McAleer, 2008). 2 Apart from inequality restrictions ensuring stationarity of the volatility process. 3 The variance targeting technique (Engle & Mezrich, 1996) helps reduce the dimensionality of the optimization routine ˆ directly from the number of parameters by splitting estimation into two steps: estimation of the unconditional variance Ω data at the first step and maximizing the constrained (quasi-)loglikelihood corresponding to the modified variance equation   ˆ + A ut−1 u0t−1 − Ω ˆ A0 + B Ht−1 − Ω ˆ B 0 at the second step. We do not apply variance targeting for a number Ht = Ω of reasons, in the order of rising importance: (i) we do not consider highly dimensional applications; (ii) as established in Anatolyev & Khrapov (2015), most estimates and criteria are subject to much higher median biases under variance targeting than when variance targeting is avoided; (iii) the spatial versions of BEKK do not allow variance targeting without disturbing their intended structure; (iv) at the first step of the variance targeting procedure the unconditional variance matrix (containing 21 n (n + 1) distinct elements) is nonparametrically estimated from the same data, so variance targeting does not really involve a reduction in a degree of parameterization.
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O (n) in a way similar to how spatial autoregressions and spatial error models are formulated (see, e.g., LeSage & Pace, 2009). The proximity structured BEKK thus incorporates volatility spillovers within groups of assets that are similar according to one or more criteria. Section 2 details the construction of spatial BEKK structures, and the summary is provided in the lower panel of Table 1 on page 5. The purpose of the present article is, using real data on liquid stocks, verify the potential of spatial forms from the BEKK class to improve quality of multivariate volatility forecasts relative to the standard BEKK. As follows from the empirical application in Caporin & Paruolo (2015), the quick answer is yes, there is positive and perceptible potential.4 If this is confirmed (and in fact it is), our next objective is to determine which of types of restrictions on spatial coefficient matrices are most promising and to identify the place of most beneficial spatial BEKK forms within the sequence full–diagonal–scalar forms of standard BEKK. In particular, answers to the following questions might be interesting. Does the forecasting performance of the spatial BEKK models lie between those of full and diagonal forms of standard BEKK, or between those of its diagonal and scalar forms? What is an ‘optimal’ degree of homogeneity on the diagonals of matrix coefficients? What is an ‘optimal’ number of grouping criteria? Which grouping criteria are more ‘important’ in that they deliver highest improvements in volatility forecasts? Unfortunately, there appear to be no clear-cut answers to these questions. There is certain potential in spatial structuring the BEKK model in enhancing volatility forecasting performance compared to standard BEKK. However, this performance is very sensitive to a number of factors such as a criterion of forecast performance selected, a type of spatial restrictions imposed, a number of groupings in the spatial structure, and criteria used to form spatial groups. The results also quite vary with the number of stocks in a portfolio considered and with a composition of these portfolios. The article is organized as follows. We introduce the spatial BEKK model and its various restricted forms in Section 2. Section 3 presents schemes and algorithms used in our empirical experimentation. Data are described in Section 4, and Section 5 contains results and their discussion. Finally, Section 6 concludes. A note on notation: for vector x, by dg (x) we denote a diagonal square matrix whose main diagonal is imputed from x, by 1n we denote a vector of ones of size n.
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Spatial BEKK



The n-vector of log returns is decomposed as −1/2



rt = µt + Ht



εt ,



where µt is the n-vector conditional mean, Ht is n × n matrix conditional variance, and εt is IID vector of errors. As it is usually done in similar studies that focus on modeling conditional variance, we ignore the issue of modeling conditional returns and simply set them at unconditional mean, µt = E [rt ]. In the empirical study we demean returns using their sample average. 4 Moreover, simulations performed in Caporin & Paruolo (2015) indicate that even misspecified but more parsimonious spatial BEKK specifications may be advantageous over standard BEKK or full spatial BEKK in terms of predictive ability.
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As outlined in the Introduction, if in the standard BEKK model the matrices A and B are constrained to be diagonal, i.e. A = dg (a) and B = dg (b) , it leads to the diagonal BEKK representation, and if the matrices A and B are set to be proportional to the identity matrix, i.e. A = αIn and B = βIn , it gives rise to the scalar BEKK representation. See the upper panel of Table 1 on page 5. In the general spatial BEKK model, the coefficient matrices have the following structure. Let m matrices W1 , W2 , . . . , Wm be spatial weight matrices, typically incorporating groupings of assets by m criteria.5 The matrices A and B are constrained in the following way: A = dg (a0 ) +



m X



dg (ai ) Wi ,



i=1



B = dg (b0 ) +



m X



dg (bi ) Wi ,



i=1



while the intercept matrix CC 0 has the following structure: D−1 dg (d0 ) D0 where D = In −



m X



−1



,



dg (di ) Wi .



i=1



The rationale behind such structures of the matrices A, B and D is incorporation of volatility spillovers across assets belonging to the same groups. While the structure of A and B is similar to that of the AR(1) coefficient in a spatial autoregressive model (SAR), the structure of CC 0 is similar to that of the spatial error model (SEM). For details, see LeSage & Pace (2009) and Caporin & Paruolo (2015). Such restrictions bring the spatial BEKK closer to the diagonal BEKK model without a complete reduction to it but ensuring a possibility of most important volatility spillovers across assets. They reduce the number of parameters from O n2 to O (n). See the lower panel of Table 1 on page 5. 



Caporin & Paruolo (2015) propose that the spatial (or heterogeneous) BEKK model may be constrained even further, by imposing a complete or partial set of homogeneity restrictions on the vectors ai , bi and di , i = 1, ..., m. In particular, complete homogeneity implies equal impact of spillovers across all assets for each grouping, i.e. homogeneity of the vectors ai , bi and di for all i = 1, ..., m, or, formally, ai = αi 1n , bi = βi 1n , di = δi 1n , i = 1, ..., m, while the vectors a0 and b0 remain unrestricted. Group homogeneity relaxes this requirement so that homogeneity takes place only within groups specific 5



Suppose there are four assets that are grouped into two groups by a certain criterion (e.g., industry, size, etc.), and they are arranged accordingly. Then n = 4, m = 1, and the only spatial weight matrix looks as follows:







0  1 W1 =  0 0



1 0 0 0



0 0 0 1







0 0  . 1  0



When there are more than two assets in single group, the corresponding rows of W1 then contain inverses of their number per group less one: for example, if there are 5 assets in a group, the corresponding rows are filled with 41 and 0. For more details on how weight matrices are constructed, see LeSage & Pace (2009) and Caporin & Paruolo (2015).
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for the grouping criterion at hand: 















αi,1 1n1     .. ai =  , . αi,ki 1nki



















β 1  i,1 n1    .. bi =  , . βi,ki 1nki



















δ 1  i,1 n1    .. di =  , . δi,ki 1nki



i = 1, ..., m,



where ki is a number of groups for grouping criterion i, and nk is a number of assets in group k. Finally, we use an additional set of restrictions that brings the most restricted homogeneous spatial BEKK to the scalar standard BEKK configuration, additionally imposing that the vectors a0 and b0 are also homogeneous across all assets: a0 = α0 1n and b0 = β0 1n .



We call such specification a ‘scalar



homogeneous’ spatial BEKK. In our empirical exercise, we verify three values of m. When m = 1, the grouping category is an industry where a company belongs, or country where it is registered, or firm value by market capitalization which takes one of two values – large cap or small cap. When m = 2, two of these categories are used and when m = 3, all three are used. In addition, we introduce an artificial structure where m = 1 with no grouping at all, or, in other words, when all stocks belong to the same group (which can be trivially called ‘stock’, for example); correspondingly, the spatial weight matrix is W1 = 1n 10n − In . This situation (which we label as ‘single group’) serves like a bridge from standard BEKK specifications to spatial BEKK specifications and is meant to reveal the benefits/drawbacks of introducing the ‘uniform’ spatial structure into the BEKK model without actually entertaining heterogeneity of spatial restrictions. Also, in case m = 2 we include a spatial configuration where we intentionally make a mistake in organizing the stocks into groups. In particular, we assume that firms from different countries and different industries are spatially related. When 4 stocks are under consideration, there is only one such erroneous configuration (which we label as ‘wrong grouping’). This allows one to see how critical is a correct spatial classification on top of having the spatial structure with spatial groupings.



3 3.1



Estimation and evaluation Estimation



To estimate the model parameters, we use the method of gaussian quasi-maximum likelihood. The gaussian loglikelihood contribution (up to an affine transformation) equals lt (θ) = − ln |Ht | − u0t Ht−1 ut , where Ht is defined recursively through Ht = CC 0 + Aut−1 u0t−1 A0 + BHt−1 B 0 . We maximize the quasi-loglikelihood function



PT



t=1 lt (θ)



with respect to vector θ which varies in length



depending on the BEKK specification (see Table 1 on page 5). With a large number of parameters in
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5 



b0 free bi = βi 1n b0 = β0 1n bi = βi 1n



a0 free ai = αi 1n a0 = α0 1n ai = αi 1n



Scalar homogeneous P







βi,1 1n1   ..   bi =  .  βi,ki 1nki



Homogeneous



Group homogeneous



αi,1 1n1   ..   ai =  .  αi,ki 1nki



b0 free



bi free



ai free a0 free



βIn



αIn



Scalar



Heterogeneous



dg (b)



B



A dg (a)



Feedback



News impact



Diagonal



Full



Restrictions type







P



d0 free di = δi 1n



d0 free di = δi 1n



δi,1 1n1   ..   di =  .  δi,ki 1nki



d0 free



n + 3m + 2



3 (n + m)



3 (n + mk)



3 (m + 1) n



2 + 12 n (n + 1)



CC 0 di free



2n + 12 n (n + 1)



2n2 + 12 n (n + 1)



CC 0 CC 0



Number of parameters



Intercept



m Notes: In spatial structure, A = dg (a0 ) + m i=1 dg (ai ) Wi , i = 1, . . . , m; B =dg (b0 ) + i=1 dg (bi ) Wi , i = 1, . . . , m; P CC 0 = D−1 dg (d0 ) (D0 )−1 , where D = In − m dg (d ) W , i = 1, . . . , m. Vector d > 0 always remains unrestricted. i i 0 i=1



Spatial



Standard



BEKK



Table 1: BEKK equations and restrictions



some specifications the problem of numerical optimization becomes detrimental in finding the ‘right’ set of parameter estimates among possibly many local maxima. The iterative procedure described below guarantees that the optimization converges to the global maximum. For estimation purposes of the standard BEKK we set the initial parameter values according to the following rule. • The initial values for the scalar model, α and β, are



√



0.2 and



√



0.6.



ˆ n , where α • The initial values for the diagonal model, vectors a and b, are α ˆ 1n and β1 ˆ and βˆ are estimated under the scalar restriction at the previous step.  



• The initial values for the full model, matrices A and B, are dg (ˆ a) and dg ˆb , where a ˆ and ˆb are estimated under the diagonality restriction at the previous step. • The initial values for C come from the Cholesky decomposition of S − ASA0 − BSB 0 , where S = T −1



PT



0 t=1 ut ut



is the unconditional sample variance of ut , and A and B are chosen accordingly at



each step described above. For the purpose of estimating the spatial BEKK we set the initial parameter values according to the following rule. • The initial values for the scalar homogeneous model, α0 and β0 , are



√ √ 0.2 and 0.6, respectively;



and αi , βi and δi , i = 1, . . . , m, are zeros. The initial values for d0 come from the diagonal elements of S − ASA0 − BSB 0 , where S = T −1



P



ut u0t is the unconditional sample variance of ut .



• The initial values for the homogeneous model, a0 and b0 , are α ˆ 0 1n and βˆ0 1n , respectively; d0 is dˆ0 ; αi , βi , and δi are α ˆ i , βˆi and δˆi , respectively, i = 0, 1, . . . , m. Here all parameters with hats come from the scalar homogeneous estimates of the previous step. • The initial values for the group homogeneous model, a0 , b0 and d0 , are a ˆ0 , ˆb0 , and dˆ0 , respectively; αi,j , βi,j , and δi,j are α ˆ i , βˆi and δˆi , respectively, i = 0, 1, . . . , m, j = 1, . . . , ki . Here all parameters with hats come from the homogeneous estimates of the previous step. • The initial hvalues for the heterogeneous model, a0 , b0 and d , are a ˆ , ˆb , and dˆ0 , respectively; ai , bi , i0 h i0 0 h 0 0 i0 0 0 0 0 0 0 ˆ ˆ ˆ ˆ ˆ i,1 1n1 , . . . , α and di are α ˆ i,ki 1nk , βi,1 1n1 , . . . , βi,ki 1nk , and δi,1 1n1 , . . . , δi,ki 1nk , respectively, i



i



i



i = 1, . . . , m. Here all parameters with hats come from the group homogeneous estimates of the previous step.



3.2



Forecasting



Volatility forecasting is performed using a rolling window of fixed size L < T . In our empirical work we deal with T being roughly 3500 and L being 2000. We start by extracting the first L observations from the whole dataset. For that subsample we estimate parameters of a given model and compute the forecast from the standard recursion: ˆ f = Cˆ Cˆ 0 + Au ˆ L u0 Aˆ0 + B ˆH ˆ LB ˆ 0. H L L+1 6



h



i



At the next step we repeat the cycle but for the subsample of returns u02 , . . . , u0L+1 . Hence, we obtain ˆ f . We do this iteratively until the whole set of returns is exhausted and we end up with the forecast H L+2 n oT −L ˆf T − L forecasts H . At the first step of rolling window estimation the parameters are estimated L+s s=1



acceding to the iterative procedure described above in Section 3.1. Further on, the initial parameters for the optimization procedure are taken from the previous step. The idea is that parameter estimates should not change by much when we drop one observation from a subsample and simultaneously add another one to preserve its size.



3.3



Forecast evaluation



We evaluate volatility forecasts on the basis of three types of criteria: ones measuring statistical quality of fit, those from the asset allocation perspective, and one from the risk management standpoint. As in Laurent et al. (2012), Caporin & McAleer (2014), and Clements et al. (2012) we consider the following statistical measures.6 ˆ f and its realized The Frobenius norm (‘frob’) of the square difference between volatility forecast H T +1 ˜ proxy HT +1 is frob = tr







˜ T +1 ˆf − H H T +1



0 



˜ T +1 ˆf − H H T +1







,



where tr (·) is the operator of summing the diagonal elements of a matrix. The realized proxy is the ˜ T +1 = uT +1 u0 . Another statistical criterion is the Stein loss function (‘stein’): squared return, H T +1 











ˆf 0 ˆf stein = log H T +1 + uT +1 HT +1



−1



uT +1 .



This loss function is simply (twice) a negative of a loglikelihood contribution evaluated at the volatility forecast. Note that it does not depend on a volatility proxy which makes the criterion free of estimation errors inherent in above criteria. As Patton & Sheppard (2009) show, these loss functions are robust to noisy volatility proxies. To indirectly evaluate forecasts from the asset allocation perspective we define the following quantities, similarly to Caporin & McAleer (2014), for some portfolio weights w: realized portfolio 6



In addition to those listed below, we have also computed three more criteria but do not report the figures because of their similarity to reported ones: the Euclidean norm of the difference in forecasts and realization eucl =



  1 ˆf − H ˜ T +1 0 vech H ˆf − H ˜ T +1 , vech H T +1 T +1 2 k



which, in contrast to the Frobenius norm, counts the covariances only once; the mean squared error (MSE) portfolio performance criterion 2 mse = (sw ˆw T +1 − s T +1 ) , which penalizes increasingly large deviations of realized portfolio variance from its one step ahead prediction; and the QLIKE criterion −1 w qlike = log sˆw sw , T +1 + sT +1 (ˆ T +1 ) which, in contrast to the MSE takes into account the asymmetry in the distribution with a positive support characteristic for portfolio volatility. The results for the Euclidean norm are very similar to those for the Frobenius norm; ranking by the MSE are similar to those by the logarithmic score criterion though less sharp, and the outcomes of using the QLIKE criterion shows a remarkable resemblance to those of using the value-at-risk loss.
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rTw+1 =w0 rT +1 , expected portfolio returns, rˆTw+1 =w0 µ ˆfT +1 , realized portfolio variances, ˜ T +1 w, and expected portfolio variances, sˆw = w0 H ˆ f w. In the present paper we look at = w0 H T +1 T +1



returns, sw T +1



the equally weighted portfolios when w = 1k /k.7



With these definitions, we use the following



logarithmic score criterion (‘lscore’) (see also Patton & Sheppard, 2009): w lscore = log sˆw ˆTw+1 T +1 + rT +1 − r



2



sˆw T +1



−1



.



This loss function strongly resembles (twice) the gaussian log-likelihood function with a negative sign evaluated at the forecast of portfolio variance. In terms of risk management the most important and practical criteria are based on the value-at-risk. The value-at-risk of the portfolio is defined as q



varT (α) = Qα sˆw T +1 , where Qα is an α-quantile of the distribution of portfolio returns. The associated loss function (‘var’) as used in Caporin & McAleer (2008) is defined as



var =



  1 + r w



T +1



2



− varT (α)



,



rTw+1 < varT (α) , rTw+1 ≥ varT (α) .



0,







In the terminology adopted by Ferreira & Lopez (2005), each event when rTw+1 < varT (α) is called an exception. Each exception contributes ever increasing value with higher break between return and predicted Value-at-Risk level. Any opposite event is costless. To ensure that the differences revealed by comparison of forecasting ability across different models are statistically significant, we construct model confidence sets (MCS) proposed in Hansen et al. (2011) and used, for example, in Laurent et al. (2012) and in Anatolyev & Kobotaev (2016) in the context of volatility forecasting. Briefly, the model confidence set is a subcollection of models that contains the best (relative to the loss function at hand) model with an assigned coverage probability. The MCS procedure also produces for each model in the collection under comparison, their individual p-values which one may roughly interpret as its chances to be the best. In our implementation8 we used block bootstrap with √ length equal to the square root of the sample size, B = T .
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Data



We use two datasets, one spanning four stocks and another spanning eight stocks. We call them Dataset A and Dataset B. The stocks are chosen so that in each dataset there is natural grouping with equal group sizes (two stocks per any group), and the values taken for each criterion are pretty distinctly separated. 7







ˆ f )−1 1k 10 (H ˆ f )−1 1k Another option could be minimum variance weighting with w = (H k T +1 T +1



not suitable for comparison as they are not independent of the choice of a volatility model. 8 We use Kevin Sheppard’s ARCH library which contains MCS as one https://github.com/bashtage/arch.
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of



−1



, but these weights are



its



utility



functions,



Dataset A thus contains two grouping criteria, and Dataset B – three grouping criteria. The use of two datasets allows us, first, to make sure that the tendencies found for one are not circumstantial, and second, to refine the findings from the smaller dataset exploiting the bigger one. Both samples start from Jan 3, 2002 and end on Nov 27, 2015 which yields T = 3500 of daily observations. The data on daily prices are obtained from Yahoo Finance. All prices are adjusted for stock splits and dividends. The size of the rolling sample window is L = 2000. This results in T − L = 1500 of volatility forecasts for each model/restriction.



4.1



Dataset A



Dataset A contains four blue chips (the ticker is given in parenthesis): Ford Motors (F), Siemens (SIE), Nike (NKE), and Adidas (ADS). Daily returns for the whole sample are shown in Figure 1 on page 14. There are two criteria of grouping – by an industry where a company belongs and by country where it is registered. The table below illustrates groupings of these firms by both criteria.



Table 2: Groupings in Dataset A Country Industry USA Germany Machinery Ford (F) Siemens (SIE) Apparel Nike (NKE) Adidas (ADS)



4.2



Dataset B



Dataset B contains eight companies (the ticker and market capitalization on Nov 2015 are given in parenthesis): Denbury Resources (DNR, $1.2B), Occidental Petroleum (OXY, $48B), Yanzhou Coal Mining (YZC, $910M), CNOOC (CEO, $50B), Ebix (EBIX, $1.2B), Adobe Systems (ADBE, $46B), Sohu.com (SOHU, $2B), NetEase (NTES, $21B). Daily returns for the whole sample are shown in Figure 2 on page 15. There are three criteria of grouping – by country, by industry, and by market capitalization. The table below illustrates groupings of these firms by the three criteria.



Industry Natural Resources Information Technology



Table 3: Groupings in Dataset B Country Market Cap USA China Large Occidental Petroleum (OXY) CNOOC (CEO) Small Denbury Resources (DNR) Yanzhou Coal Mining (YZC) Large Adobe Systems (ADBE) NetEase (NTES) Small Ebix (EBIX) Sohu.com (SOHU)
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Empirical results



5.1



Dataset A



Average losses for the Dataset A are given in Table 8 on page 20. Model Confidence Set p-values are in Table 4 on page 16. Note that the MCS p-values for standard BEKK models are pretty small (with full BEKK dominating restricted ones except for the ‘var’ criterion), while the biggest p-values all belong to spatially structured BEKK. In particular, the largest p-value among standard specifications is 32% for ‘full’ rated by the Frobenius norm. The same criterion does not reject any grouping while using scalar homogeneous spatial restriction as seen by the minimum p-value of 42% in the first column of Table 4 on page 16. This happens irrespective of the criterion in question, but the criterion may sharply affect which grouping and which spatial restrictions are more beneficial to exploit. Note that the heterogeneous (i.e. least restricted) spatial BEKK without use of grouping (‘single group’) improved performance over the full standard BEKK: p-values of 42% versus 32% in case of Frobenius norm, 87% versus 29% in case of Stein norm, etc. Similarly, homogeneous and scalar restricted spatial structures demonstrate improved performance over the diagonal and scalar standard structures for the same measures. This indicates that embedding the spatial structure in the BEKK model is able to do good for its forecasting purposes. Most of best performing specifications tend to be restricted spatial structures (especially note bold 100s in Table 4 on page 16), highly (scalar homogeneous) or moderately (homogeneous and group homogeneous) restricted, depending on the criterion.



The heterogeneous spatial BEKK is able to



produce good results only for non-intended configurations – when there is no grouping or the grouping is wrongly organized. In particular, note the last two rows of the table, where p-values are notably higher than for correctly organized specifications. The fact that wrong organization of grouping can improve the forecasting performance not only with respect to standard BEKK but also relative to their correct organization is troubling.



Correct grouping by industry and/or by country may lead to superior



forecasting performance, but which exactly will do it strongly depends on the criterion. While one criterion prefers spatial grouping by industry, another criterion may regard such configuration worst.



5.2



Dataset B



Now we extend the analysis to 8 stocks and up to 3 spatial grouping criteria. The additional criterion is a firm value, or size, by market capitalization which takes one of two values – large cap or small cap. Average losses for the Dataset B can be found in Table 9 on page 21 and MCS p-values in Table 5 on page 17. One can see that in this dataset the standard full BEKK model performs very well for most forecast evaluation criteria (the lowest p-value is 9% for scalar restriction and ‘lscore’ criterion), even though the best results are shown by spatially structured BEKK. Note that the discrepancies between performance criteria (except, possibly, the ‘var’ criterion) are less sharp than for the Dataset B, with Frobenius norm being the least discriminatory in this case. Again, there is a high degree of heterogeneity in performance across forecast evaluation criteria, types of spatial restrictions, and grouping criteria. For example, the 10



Stein criterion picks the homogeneous specification with all three criteria involved, while the logarithmic score criterion gives the preference to the heterogeneous specification and especially combined country and size grouping. Again, often a pure spatial structure without grouping allows a model to perform as well as with a seemingly more appropriate grouping – note that the homogeneous specification with single group for all stocks is picked according to the value-at-risk criterion. Most beneficial grouping configurations involve grouping by size, which, non-surprisingly, seems to be the most important criterion in a spatial structure. Indeed, among three suggested grouping criteria size is probably most closely related to volatility – small cap stocks are normally considered riskier than large cap stocks. As with standard BEKK models, too tight parameterization of spatial BEKK structures seems to reduce the chances for best performance. To check robustness of these findings, we split the Dataset B into two datasets, one for large cap companies, and the other for small cap companies; the forecasting exercise with either subdataset (especially the large cap) thus becomes close to the previous exercise with the Dataset A. The results for large cap firms of the Dataset B can be found in Table 6 on page 18, and for small cap in Table 7 on page 19. One can notice that with respect to some performance measures (‘stein’ and ‘var’) the full standard BEKK ceases to be one of the best (note the difference between 88% and 80% in Table 5 on page 17 and corresponding 25 and 15% in Table 6 on page 18). Different specifications become more easily distinguishable by performance. For example, scalar homogeneous and homogeneous are easily rejected for any grouping criteria according to the logarithmic score criterion. However, as with the Dataset A, the spatial structure with a wrong grouping or with no grouping may well outperform an analogous spatial structure with any sensible grouping. Again, selected more flexible spatial structures have more chances to perform best, but it is not clear a priori exactly which spatial restrictions and which grouping stand a bigger chance of becoming the best.
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Concluding remarks



It appears that the presence of a spatial structure in the BEKK model may do good for volatility forecasting performance compared to standard BEKK. However, this performance is quite fragile and very sensitive to a number of factors such as a criterion of forecast performance selected, a type of spatial restrictions imposed, a number of groupings in the spatial structure, and criteria used to form spatial groups. Sometimes having erroneous division into groups makes forecast performance at least no worse than that under sensible, correct grouping. The results also quite vary with the number of stocks in a portfolio considered and with a composition of these portfolios.
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Appendix



Figure 1: Demeaned daily returns (%) for Dataset A 30
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14



Daily %



Daily %



Daily %



Daily %



Daily %



Daily %



Daily %



Daily %
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Notes: The vertical line corresponds to the start of out-of-sample forecasting period.
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Table 4: Model Confidence Set, p-values. Dataset A BEKK



Restriction



standard



scalar diagonal full



frob



stein



lscore



3.0 16.4 31.9



13.9 11.5 29.3



0.0 0.1 20.4



28.7 28.7 8.6



shomo



both industry country wrong grouping single group



42.6 96.3 100.0 88.9 99.8



42.0 5.4 27.0 19.1 87.5



0.0 100.0 86.4 4.8 5.1



28.7 0.2 0.1 1.1 40.0



homo



both industry country wrong grouping single group



99.8 0.0 99.8 99.8 0.0



100.0 0.0 87.5 10.1 0.0



9.9 0.1 75.6 100.0 1.8



28.7 0.0 4.9 0.0 72.3



ghomo



both industry country wrong grouping



22.8 0.0 0.0 11.1



87.5 0.0 0.0 3.6



5.1 0.4 0.0 9.9



28.7 0.0 100.0 0.6



spatial



Grouping



var



both 11.1 16.7 0.0 18.7 industry 0.0 0.0 4.8 0.0 country 0.0 0.0 0.0 72.3 hetero wrong grouping 99.8 16.7 100.0 0.3 single group 42.6 87.5 9.9 17.9 Notes: Small p-values indicate that the model is easily rejected from the set that includes the best.
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Table 5: Model Confidence Set, p-values. Dataset B BEKK



Restriction



standard



scalar diagonal full



frob



stein



lscore



37.0 86.4 97.8



37.0 91.3 88.1



9.2 18.0 28.8



58.6 63.3 80.9



shomo



all industry country size industry+country industry+size country+size single group



71.1 87.2 63.6 39.0 68.8 60.6 83.7 62.1



61.9 13.6 11.6 11.2 58.7 43.5 56.8 35.4



13.4 6.9 15.5 10.2 12.0 18.0 24.3 9.8



14.5 0.2 0.0 0.1 14.5 3.9 3.9 13.7



homo



all industry country size industry+country industry+size country+size single group



90.2 64.1 84.2 68.7 47.2 97.8 71.1 86.1



100.0 30.3 88.1 11.2 61.9 80.3 73.0 94.4



9.4 19.8 15.3 24.3 9.2 22.6 5.3 9.2



98.0 0.2 0.0 0.0 58.6 17.7 0.5 100.0



ghomo



all industry country size industry+country industry+size country+size



83.7 97.8 16.8 50.1 97.8 97.8 83.7



91.3 14.9 30.3 50.0 94.4 81.7 94.4



10.2 35.1 28.8 28.8 9.2 35.1 28.8



98.0 0.0 0.0 0.5 6.3 0.5 97.8



spatial



Grouping



var



all 100.0 94.4 31.2 63.3 industry 97.8 3.4 53.2 0.0 country 78.4 2.1 98.7 0.0 size 44.1 4.6 72.8 3.3 hetero industry+country 87.2 21.2 97.4 0.3 industry+size 86.1 61.9 25.6 5.5 country+size 94.9 22.2 100.0 0.0 single group 65.3 0.0 43.9 97.8 Notes: Small p-values indicate that the model is easily rejected from the set that includes the best.
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Table 6: Model Confidence Set, p-values. Dataset B (large cap) BEKK



Restriction



standard



scalar diagonal full



frob



stein



lscore



14.2 85.5 100.0



80.1 88.6 25.1



0.6 1.2 30.9



22.8 22.8 15.0



shomo



both industry country wrong grouping single group



12.3 23.9 6.4 6.4 47.4



88.6 45.3 18.7 9.0 88.6



2.8 3.7 4.5 1.7 7.6



22.8 1.2 0.5 1.3 22.8



homo



both industry country wrong grouping single group



99.5 95.6 57.3 85.5 0.0



100.0 80.1 73.3 61.2 0.0



3.6 2.2 1.2 1.7 0.0



22.8 0.5 0.5 0.5 100.0



ghomo



both industry country wrong grouping



100.0 10.2 100.0 85.5



81.0 11.7 65.4 45.3



3.6 3.0 8.3 1.7



22.8 10.1 0.2 0.5



spatial



Grouping



var



both 85.5 55.4 1.7 22.8 industry 85.5 39.1 1.2 0.5 country 0.0 0.0 30.9 3.6 hetero wrong grouping 100.0 14.1 100.0 0.0 single group 57.3 18.9 7.6 22.8 Notes: Small p-values indicate that the model is easily rejected from the set that includes the best.
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Table 7: Model Confidence Set, p-values. Dataset B (small cap) BEKK



Restriction



standard



scalar diagonal full



frob



stein



lscore



var



45.1 45.5 64.0



47.7 59.0 0.5



27.6 61.7 100.0



54.9 54.9 1.6



shomo



both industry country wrong grouping single group



47.3 62.4 63.0 39.4 64.0



40.1 10.5 29.3 0.2 27.1



61.6 29.4 26.9 72.3 29.4



40.5 0.1 0.1 0.1 61.0



homo



both industry country wrong grouping single group



90.9 45.1 50.8 39.4 90.9



91.8 18.1 30.2 0.1 100.0



72.3 63.7 67.4 64.9 72.3



54.9 0.0 0.2 0.1 61.0



ghomo



both industry country wrong grouping



100.0 22.9 45.1 31.2



91.8 30.5 47.7 0.1



72.3 68.9 72.3 61.6



54.9 0.2 0.2 0.2



spatial



Grouping



both 58.4 57.0 industry 50.8 47.7 country 36.3 35.2 hetero wrong grouping 0.2 0.0 single group 45.5 18.1 Notes: Small p-values indicate that the model is easily rejected from the set
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72.3 11.2 72.3 0.0 72.3 0.2 29.4 61.0 72.3 100.0 that includes the best.



Table 8: Average losses. Dataset A frob (×10−2 )



stein



lscore (×10)



var (×102 )



4.01 4.00 4.05



6.87 6.86 7.03



13.07 13.03 13.02



8.56 8.58 9.87



shomo



both industry country wrong grouping single group



3.99 3.99 3.98 4.00 4.00



6.86 6.90 6.89 6.92 6.86



12.99 12.78 12.80 12.83 12.95



8.36 9.30 9.02 9.55 8.58



homo



both industry country wrong grouping single group



3.99 4.87 4.00 4.00 4.53



6.83 7.61 6.87 6.92 7.38



12.93 13.26 12.81 12.79 13.29



8.33 7.61 9.14 9.59 7.19



ghomo



both industry country wrong grouping



4.00 4.87 5.50 4.00



6.84 7.62 8.35 6.91



12.93 13.24 13.92 12.81



8.32 7.79 6.22 9.42



hetero



both industry country wrong grouping single group



4.04 4.87 5.50 4.00 4.04



6.93 7.62 8.35 6.92 6.90



13.07 13.24 13.92 12.79 12.98



9.08 7.79 6.22 9.80 9.68



BEKK



Restriction



standard



scalar diagonal full



spatial



Grouping
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Table 9: Average losses. Dataset B frob (×10−2 )



stein



lscore (×10)



var (×102 )



152.59 152.04 151.81



19.19 19.13 19.16



9.72 9.71 9.65



19.66 19.50 18.34



152.37 155.46 152.45 152.64 152.38 152.56 152.31



19.17 19.21 19.20 19.21 19.17 19.18 19.17



9.66 9.64 9.63 9.65 9.65 9.64 9.64



18.36 20.00 20.06 20.22 18.50 18.88 18.89



homo



all industry country size industry+country industry+size country+size single group



152.84 151.82 151.97 151.89 151.95 151.90 151.72 151.92 151.83



19.18 19.10 19.15 19.13 19.16 19.13 19.12 19.13 19.11



9.66 9.65 9.62 9.62 9.61 9.66 9.64 9.63 9.66



18.42 17.73 19.96 19.66 19.96 17.98 18.37 19.01 17.71



ghomo



all industry country size industry+country industry+size country+size



152.09 151.77 152.42 152.22 151.78 151.91 152.01



19.14 19.17 19.21 19.18 19.12 19.16 19.12



9.66 9.60 9.63 9.63 9.63 9.63 9.66



17.99 20.27 20.29 20.06 18.50 19.13 18.13



hetero



all industry country size industry+country industry+size country+size single group



151.69 151.74 153.24 152.44 152.06 152.19 151.77 151.93



19.13 19.17 19.48 19.27 19.22 19.19 19.18 19.27



9.59 9.58 9.56 9.60 9.57 9.63 9.55 9.60



18.16 20.65 25.88 20.33 19.65 19.13 19.40 17.84



BEKK



Restriction



standard



scalar diagonal full



shomo



spatial



Grouping



all industry country size industry+country industry+size country+size single group
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Table 10: Average losses. Dataset B, large cap frob (×10−2 )



stein



lscore (×10)



var (×102 )



8.64 8.62 8.60



8.35 8.35 8.41



16.53 16.54 16.28



12.22 12.45 12.34



shomo



both industry country wrong grouping single group



8.64 8.63 8.64 8.65 8.63



8.34 8.36 8.36 8.37 8.34



16.41 16.30 16.29 16.32 16.41



11.79 12.74 12.71 13.03 11.69



homo



both industry country wrong grouping single group



8.60 8.61 8.62 8.62 10.92



8.34 8.36 8.35 8.36 9.32



16.43 16.27 16.28 16.29 17.20



11.80 13.19 13.05 13.38 8.74



ghomo



both industry country wrong grouping



8.60 8.64 8.60 8.62



8.35 8.39 8.35 8.37



16.45 16.31 16.25 16.30



11.76 12.46 12.87 13.50



hetero



both industry country wrong grouping single group



8.61 8.62 9.02 8.60 8.87



8.39 8.38 8.63 8.38 8.49



16.41 16.28 16.31 16.18 16.38



11.97 13.18 11.92 13.53 11.94



BEKK



Restriction



standard



scalar diagonal full



spatial



Grouping
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Table 11: Average losses. Dataset B, small cap frob (×10−2 )



stein



lscore (×10)



var (×102 )



121.42 120.83 131.45



12.04 11.95 14.81



24.31 24.24 24.04



35.98 35.74 37.90



shomo



both industry country wrong grouping single group



121.38 131.98 133.86 122.37 136.05



12.03 12.05 12.05 12.48 12.01



24.32 24.37 24.36 24.38 24.37



35.63 38.04 37.75 39.76 35.29



homo



both industry country wrong grouping single group



120.71 120.95 120.84 122.38 120.74



11.92 12.00 11.97 12.47 11.92



24.22 24.25 24.22 24.34 24.24



35.34 38.13 37.53 38.97 34.83



ghomo



both industry country wrong grouping



120.64 120.93 120.92 121.96



11.94 11.97 11.98 12.38



24.15 24.22 24.20 24.40



35.16 37.43 37.27 39.47



hetero



both industry country wrong grouping single group



122.56 120.87 120.92 123.61 120.92



12.02 12.04 11.99 13.31 11.96



24.09 24.18 24.16 24.36 24.18



36.47 37.76 37.36 34.84 33.86



BEKK



Restriction



standard



scalar diagonal full



spatial



Grouping
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