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Abstract— Recognizing speakers from their voices is a challenging area of research with several practical applications. Presently speaker verification (SV) systems achieve a high level of accuracy under ideal conditions such as, when there is ample data to build speaker models and when speaker verification is performed in the presence of little or no interference. In general, these systems assume that the features extracted from the data follow a particular parametric probability density function (pdf), i.e., Gaussian or a mixture of Gaussians; where a form of the pdf is imposed on the speech data rather than determining the underlying structure of the pdf. In practical conditions, like in an aircraft cockpit where most of the verbal communication is in the form of short commands, it is almost impossible to ascertain that the assumptions made about the structure of the pdf are correct, and wrong assumptions could lead to significant reduction in performance of the SV system. In this research, non-parametric strategies, to statistically model speakers are developed and evaluated. Nonparametric density estimation methods are generally known to be superior when limited data is available for model building and SV. Experimental evaluation has shown that the nonparametric system yeilded a 70% accuracy level in speaker verification with only 0.5 seconds of data and under the influence of noise with signal-to-noise ratio of 5dB. This result corresponds to a 20% decrease in error when compared to the parametric system.
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reference speaker model associated with the claimed identity to accept the claim. In other words, the task is to determine whether or not the speech data was generated by the reference model. The approach adopted to perform SV, in the most general form (based on a distance measure), is depicted by the block diagram presented in Figure 1.



Figure 1. Block diagram representing the general setup of speaker verification system.



The decision logic block in Figure 1 usually involves determination of an optimal threshold for the distance measure. The choice of threshold is directly related to the operating error rate of the SV system. It can be shown that SV has a well defined error rate, and is independent of the population size, i.e., the number of reference models [1], [2]. A formal treatment of the error rates, based on simulations using normally distributed speaker models, was presented by Doddington [3]. Some of the possible applications of SV include banking and credit authorizations, access to secure facilities or information, and carrying out transactions from remote locations by telephone.
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C ONCLUSIONS



The central theme of this research is the use of nonparametric methods to represent a speaker’s voice. There are some significant differences between parametric and nonparametric modeling. Parametric modeling assumes a functional representation of the underlying distribution for the speaker feature vectors, and hence imposes a specific structure to the probability density function. For example, the structure assumed by the Gaussian model is that the data is unimodal and central; i.e., the pdf has only one maximum and the probability of occurrence of a data sample uniformly decreases with the increase in the distance from the mean value. The structure of the parametric function is usually controlled by a set of parameters, and the number of parameters is di-



1. I NTRODUCTION The speaker verification problem can be stated as follows. Given speech data and a claimed identity, the task is to determine whether the speech data is sufficiently similar to the c 1-4244-0525-4/07/$20.00 2007 IEEE IEEEAC paper # 1247, Version 3, Updated October 25, 2006.



rectly proportional to complexity of the model, as well as the capability of relaxing the imposed structure [4]. The advantage of parametric modeling lies in the fact that a succinct representation of the data can be obtained, which is manifested by the efficient use of data (with a well defined optimality criterion) for parameter estimation. Furthermore, the evaluation of test data (testing) can be performed through statistical summaries - the mean vector and covariance matrix - of the data rather than the data itself. The notion of optimality in parametric modeling does not translate well to the non-parametric methods. For example, the histogram, which is a basic non-parametric data representation, might prove (asymptotically) to be an inadmissible estimator. However, the histogram is generally superior for small data sizes regardless of its asymptotic properties. Estimation of parametric models with small data sizes can become highly biased and hence ineffective. Furthermore, the parametric density estimators tend to become inefficient with only small perturbations in the assumptions of the underlying model. The emphasis in robust estimation procedures is to sacrifice a small percentage of the optimality in order to achieve greater insensitivity to model misspecification [5], [6]. However, in most situations, only vague prior information on an appropriate model is available. The use of nonparametric models conveniently eliminates the requirement for model specifications. The loss of optimality is balanced by alleviating the risk of misrepresenting the data by the use of an inappropriate model. Based on the above discussion, it can be inferred that the use of non-parametric models is desirable when adverse operating conditions exist. However, in ideal conditions, and when the underlying distribution function is known, a parametric model may be desirable. In this research, the SV system is developed to operate under high level of noise interference and with restricted amounts of data available for testing. Therefore, a non-parametric approach to represent speakers and perform speaker verification is proposed. The rest of the article is organized as follows: In Section 2, a detailed background of the speaker verification theory, which includes the definition of error types and a method to determine the optimal SV threshold is presented. In Section 3 and Section 4, the modeling of speakers by parametric (traditional) and a non-parametric (proposed) approaches are presented respectively. A discussion of the dimensionality of feature space constructed by speech features is presented in Section 5. Experimental evaluation of the proposed system and comparision with the traditional system is presented in Section 6. Conclusions are drawn and future research are indicated in Section 7.



2. BACKGROUND Speaker verification requires binary decision logic, i.e., either accept or reject the claimed identity of a person [7], [8]. Speaker verification can be performed in two ways, and these are based on the content of the speech data. They are: text-



dependent and text-independent. Text-dependent SV is a restricted problem, where the training and testing data are required to be the same, i.e., a registered password or a passphrase. Several methods that take into account the temporal information of the speech to perform verification have been proposed [9], [10], [11]. On the other hand, text-independent SV does not depend on the content of the speech data and a statistical approach is adopted to model speakers as well as to perform verification [7], [12]. Testing in SV refers to the decision to either accept or reject the claimed identity. Let X represent the collection of feature vectors obtained from the test data, and k be the claimed speaker identity which has a corresponding reference model Ck . The verification decision is given as follows: • •



Accept speaker k, if d(Ck , X ) ≤ τk , and Reject speaker k, if d(Ck , X ) > τk ,



where τk is the verification threshold, and d(Ck , X ) represents some “distance” measure between the test data and the reference model Ck . The distance measure is computed by determining the likelihood of the test data being generated by the reference model, which is given by: d(Ck , X ) = − log (p(X |Ck )) .



(1)



The estimation of the pdf – p(X |Ck ) – can be achieved by either a parametric form or a non-parametric form, and these two approaches are described in Sections 3 and 4 respectively. The verification threshold can be speaker-dependent, however, in this research it is assumed to be the same for all speakers, i.e., τk = τ, ∀k. Determination of the optimal verification threshold τ is very important. The accuracy of the SV system is directly related to the threshold. Consider a typical SV setup (as in Figure 1) and the following two situations: (i) the test data truly belongs to the claimant (referred as Customer), and (ii) the test data does not belong to the claimant (Imposter). Let d represent a random variable, measuring the distance between test data and the reference model of the claimant, and p(d|ωs ) and p(d|ωd ) be the conditional probability density functions of the random variable based on the source of the test data, i.e., customer or imposter. A graphical representation of the two pdfs along with the threshold is presented in Figure 2 Application of a threshold to perform the verification decision creates to two kinds of errors, which are: • Type I error, also known as “false alarm” or “false positive”: is the error caused due to acceptance of an imposter. This error occurs when the distance from the test data is lower than the threshold, and the test data does not belong to the claimant. Several situations can cause the Type I error; some can be due to excessive background noise or the voice data recorded from impersonator. The type I error is computed Rτ from the pdfs as: PτI = −∞ p(x|ωd )dx. • Type II error, also known as “misses” or “false negative”: is the error in the SV system which rejects a valid customer.
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Figure 3. Frequency response of the Mel-scaled filter bank.



block diagram in Figure 4. It should be pointed that the computation is performed on short-time non-overlapping windows of length 30 msecs. Figure 2. Hypothetical conditional pdfs of the distance based on the test data belonging to the customer p(d|ωs ) or imposter p(d|ωd ).



In other words, the distance from the test data to his/her reference model is greater than the threshold. Type II error can again occur due to background conditions or as a result of a change in the speaker’s voice due Rto cold/cough. The type II ∞ error can be computed as: PτII = τ p(x|ωs )dx. One can imagine that an appropriate threshold would be when the two kinds of error are equal, i.e., the equal error probability (EEP). EEP itself serves as a measure of separability between the customer and imposter distance pdfs by computing the lowest attainable classification error. It can be realized that the accuracy of the SV system is inversely proportional to EEP. An analytical estimate of EEP can be determined if the distributions of the distances are known or assumed. It is usually known that the distances have non-Gaussian distributions, and hence determining the threshold through analytical methods is quite difficult or sometimes impossible. Hence a numerical approach is adopted to compute the EEP and the verification threshold. The EEP can be computed by solving: Z ∞ Z τ p(d|ωs ), (2) p(d|ωd ) = −∞



τ



with respect to τ , which is the optimal verification threshold (also known as the “equal error threshold”). The integral equation is solved numerically, and thus the need to assume parametric forms of the distributions p(d|ωs ) and p(d|ωd ) is unnecessary. The integrals in Equation (2) are graphically represented by the shaded regions in Figure 2. Speaker Features In speech processing applications, determination of the MelFrequency Cepstral Coefficients (MFCC) is commonly used to analyze speech signals. This method is based on the use of a filter bank, with the center frequencies of the filters spaced on a mel-scale. The filters in the filter bank have a triangular frequency response and are shown in Figure 3. The computation of the MFCC coefficients is shown as a



Figure 4. Determination of the MFCC coefficients.



3. GMM BASED M ODELING The mixture of Gaussians, or Gaussian Mixture Model (GMM), is one of the most enduring and popularly used model in applied statistics. It has been the choice of probability distributions in many applications as it finds theoretical corroboration in the central limit theorem. In the case of speaker modeling, sample data are thought of as originating from various sources (each representing acoustic units), and the data from each source is modeled by a Gaussian [13]. In general, the parametric form of the GMM is given by a weighted sum of m Gaussians by the equation: p(x) =



m X



αi pi (x|µi , Σi ),



(3)



i=1



where αi are the weights, µi and Σi are the mean-vector and covariance matricies of the Gaussian functions, pi , given as: pi (x) =



1



1 exp{− (x − µi )T Σ−1 i (x − µi )} (4) 2 (2π) |Σi | p 2



1 2



Parameter Estimation Several techniques have been proposed to estimate the parameters of the m-Gaussian model, and amongst them the most popular appears to be the Expectation-Maximization (EM) algorithm. The EM algorithm is an iterative method of obtaining a maximum-likelihood estimator (MLE) of the parameters of the GMM. The EM algorithm was formalized by [14]. EM is a local search heuristic, and is designed to converge to a local maximum of the likelihood function. A detailed description of the algorithm and its convergence properties is presented in a survey article by [15] and [16]. To begin, let X = xk ; k = 1, 2, . . . , N be the set of feature vectors, which is assumed to be generated by the density function given in Equation (3), and θ represents the parameters: αi , µi and Σi . EM can be used to estimate the unknown parameter set θ,



given the observed data X , however, it also requires a “hidden” nuisance variable J, which indicates the association of each data sample xk with a Gaussian function pi (x). The EM algorithm can be summarized by the following two steps [17]. Start with an arbitrary initial estimate θ (0) of the unknown parameter θ and 1. E-Step: compute U (θ ′ , θ (j) ) , E{log p(X ; θ ′ |J; θ (j) )} as a function of θ ′ . 2. M-Step: compute θ (j+1) , arg maxθ′ U (θ ′ , θ (j) ). The two steps are iterated until θ ′ ceases to change, or is changing so slowly that an imposed convergence criterion is met. In other words, the EM alternates between estimating the unknown θ and the hidden variable J.



(represented as ‘+’ symbols) deviate from the black line significantly, and hence suggesting that the Gaussian model is not an appropriate model for the data. This observation can be further emphasized by considering just one dimension of the feature; the histograms of the second coefficient of the MFCC features along with the Gaussian approximations are presented in Figure 6. Note that the MFCC distribution is highly skewed and does not fit the Gaussian function adequately. Sophisticated models or data transformations (such as emphasizing the gaussianity of a data set) may provide solutions to a certain extent. However, advanced models are generally associated with complex procedures for parameter estimation, as well as for comparing two models. χ2 Plot − MFCC features



For the GMM, the E-step and the M-step are performed in each iteration by using the following formulas: =



µj+1 i
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Σj+1 i
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1 X p(i|xk , θ (j) ), (5) N k=1 PN (j) )xk k=1 p(i|xk , θ , (6) PN (j) ) k=1 p(i|xk , θ PN (j) )(xk − µji (xk − µji )T ) k=1 p(i|xk , θ ,(7) PN (j) ) k=1 p(i|xk , θ



and the a posteriori probability is given by:



αi pi (xk ) p(i|xk , θ (j) ) = Pm . n=1 αn pn (xk )
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Figure 5. The χ2 plots of MFCC features to study the goodness-of-fit with a Gaussian model (black line).
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4. N ON -PARAMETRIC M ODELING
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Non-parametric statistical methods to analyze multivariate data, though seldom used, are highly flexible and robust tools for data analysis. In this section, non-parametric approaches to speaker modeling will be introduced.
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Why use Non-parametric Models? Classical approaches to linear multivariate statistical methods are based on the analysis of only the first two moments, i.e., the mean vector and the covariance matrix. These analysis methods are based on the inherent assumption that the underlying parametric model, generating the data (feature vectors), is a multivariate Gaussian distribution. Parametric methods are highly powerful as the techniques for analysis, even for data sets with a large number of dimensions. Further, parametric studies provide a clear inferential summary and a parsimonious representation of the data. However, in many practical applied problems, the second-order information (the first and second moments) is inadequate. For example, the χ2 plots of feature vectors (MFCCs) computed from a speakers data available in the HTIMIT speech corpus [18] is presented in Figure 5. One can clearly note that the features
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Figure 6. Histogram representation of the second coefficient of MFCC features and the Gaussian fit (black line).



The aforementioned issues suggest use of non-parametric methods, where no assumption is made about the underlying probability distribution function of the data. Non-parametric approaches, even though more computationally expensive, are viable, because a parametric model of similar complexity may involve hundreds of parameters.



5. D IMENSIONALITY OF F EATURE S PACE



Kernel Density Estimator The basic kernel estimator in the univariate case may be written compactly as [19], [20]: N



1 X fˆ(x) = K nh i=1







x − xi h







N



=



1X Kh (x − xi ) n i=1



(9)



where Kh (t) = K(t/h)/h is called the kernel function. Appropriate choice of the kernel function leads to the kernel estimators smoothing out the contribution of each observed data point over a local neighbourhood of that data point. The contribution of data point xi to the estimate at some point x∗ depends on the distance betweem xi and x∗ . The extent of this contribution is also dependent upon the shape of the kernel function adopted and the width (bandwidth), h. The kernel estimator defined in Equation 9 is valid only in the univariate case. A multivariate generalization of the kernel estimator appears in the form of the product kernel estimator, which is defined as:     p N Y X 1 x − xij fˆ(x) = . (10) K   nh1 h2 · · · hp h i=1



j=1



The same (univariate) kernel is used in each dimension with a different bandwidth factor hi . The data xij comes from the N × p matrix X (or Z). The estimate is defined pointwise, where x = [x1 , x2 , . . . , xp ]T . In a geometric perspective, the estimate places a probability mass of size 1/n centered at each sample point. The Gaussian kernel is a commonly used kernel functions [19], and is given by the expression: 1 2 1 K(u) = √ e− 2 u , 2π



(11)



The kernel function along with an example of the Gaussian kernel (using Equation 10) for estimating a bi-variate standard normal distribution from a set of 100 samples is shown in Figure 7. It can be clearly seen that the Gaussian kernel Kernel Function
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In this section, the dimensionality of the feature space will be determined. The notion of dimension directly relats to the number of independent basis vectors, which can uniquely represent all points in the linear vector spaces constructed by the feature vectors. However, the feature vectors are random variables and hence the theory of linear systems is connected with random variables by the use of the expectation operator. For example, let Xi , i = 1, 2, . . . , p represent random variables forming the random vector X = [X1 , X2 , . . . , Xp ]T . The scalar product between two variables Xi and Xj is defined as:  ¯ i )(Xj − X ¯ j ) ≡ Cov(Xi , Xj ), hXi , Xj i = E (Xi − X (12) which is generally referred as the covariance between the two ¯ i = E{Xi }, which is random variables Xi and Xj . Also, X known as the mean value. The definition of orthogonality, i.e, x and y are orthogonal iff hx, yi = 0, translates in the random world to that of Cov(Xi , Xj ) = 0, which implies the variables Xi and Xj are statistically independent1 . Similarly, the variance can be related to the square of the norm, i.e., ¯ i )2 ≡ Var(Xi )}. A construction of the kXi k2 = E{(Xi − X covariances between all the random variables in the form of a matrix leads to the covariance matrix. The covariance matrix helps in relating the shape of a density function to well-known elliptical curves. The covariance matrix is a symmetric matrix and is of the form:   Cov(X1 , X1 ) · · · Cov(X1 , Xp )   .. .. .. (13) C= . . . . Cov(Xp , X1 )



···



Cov(Xp , Xp )



Alternatively, the covariance matrix can be easily constructed by considering the outer product of the random vector as: C = E{X ⊗ X} = E{XX T }.



(14)



The dimensionality of the feature space is directly related to the rank of the covariance matrix. However, since the covariance matrix is usually of full rank as it is computed from a set of samples, the numerical rank is used to determine the dimensionality of the feature space. The numerical rank can be computed based on the eigenvalue decomposition of the covariance matrix, which can be written as: CV = ΛV



(15)
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Figure 7. The kernel function (left figure) and the density estimate (right figure) using the Gaussian kernel.



produces a smooth density estimate. A disadvantage of using the Gaussian kernel is that it does not have finite support. However, for practical purposes the probability values are so small that they can be safely ignored.



where V is an orthogonal eigenvector matrix (V T V = I), and Λ = diag(λ1 , λ2 , . . . , λp ) is a diagonal matrix with the eigenvectors. It should be pointed out that the eigenvalues represents the variance of the independent random variables, once transformed using the eigenvector matrix. The approach to estimate r = rank(C) from the eigenvalues is to have a 1 Note that this is true only when certain conditions are met. The random variables Xi and Xj need to be jointly Gaussian



λ1 ≥ · · · ≥ λrˆ > δ ≥ λrˆ+1 ≥ · · · ≥ λp .



(16)



The tolerance δ is usually chosen as a function of kCk, e.g., δ = 10−3 kCk. The dimensionality of the feature spaces, constructed by the MFCC features, were experimentally determined. Feature vectors were computed from speech data from all the speakers in the HTIMIT database, and the sample covariance matrix was estimated. Figure 8 shows the eigenvalues as well as statistics, such as mean, standard-deviation and the range across each dimension was computed from the 23rd dimensional MFCC feature space. Note that the eigenvalues are expoentially decreasing with the increase in the dimension. Also, a similar observation can be made on the data statistics. 2



Figure 9 shows the ROC curves obtained for speaker verification experiments with 0.5 seconds of clean testing data, i.e., no interference from environmental noises. The experimental setup consisted of 384 speaker verification tests. In each test a ‘customer’ distance and an ‘imposter’ distance was computed by using appropriate test data. The data for the experiments were obtained using the HTIMIT database, and care was taken to make sure that the training data and testing data were disjoint. It can be clearly seen from the ROC curves Receiver Operating Characteristic 100%
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tolerance δ > 0 and regard rˆ as the numerical rank of C [21], [22], if λi satisfies
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Figure 8. Determination of the MFCC feature space dimension by performing eigenvalue (left figure) and statistical (right figure) analysis.



The numerical rank for MFCC was found to be ‘17’. On careful observation of the eigenvalue curves and the standard deviations (right panel of Figure 8), it can be observed that a much lower dimension might be sufficient. Another school of thought in determining the dimension, which is rather heuristic, is to determine the number of dimensions required such that 90% of the variation is captured [23]. In such a case, it was noted that both the features have a dimension of ‘3’. There is more than one way to determine the dimension – but the final goal is to have as low a dimension as possible. In this research, the determination of the dimension is based on the numerical rank, and it yeilded the best speaker verification performance.
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Figure 9. Reciever operating charateristic curves comparing the performance of the GMM system (dotted) and the non-parametric system (solid) with the speech data obtained in a clean environment.



in Figure 9, that the performance of the non-parametric system is higher when compared to that of the GMM system. The GMM based system yeilded an equal error probability of 0.1745, whereas the non-parametric system resulted in an equal error probability of 0.1641. Under the influence of environmental noises – modeled as Gaussian random variables – a significant improvement in the speaker verification performance was achieved with the non-parametric system in comparision with the GMM based system. The ROC curves for speaker verification experiment performed with speech signal degraded by noise (with signalto-noise ratio of 5dB) is shown in Figure 10. The equal error probabilites obtained were – 0.3880 and 0.3099 for the GMM and the non-parametric systems respectively. Note that the use of non-parametric modeling has resulted in a 20% reduction in the equal error probability.



6. E XPERIMENTAL E VALUATION The performance of the speaker verification system can be presented using the Receiver Operating Charateristic ROC curve [24]. Both the Type I as well as Type II errors are functions of the threshold τ , and the ROC curve can be constructed by a graph of the detection rate (or customer success probability) as a function of the false alarm (imposter success probability). Note that the detection rate is given by: PD = 1 − PτI .



7. C ONCLUSIONS The central theme of this article was to use a non-parametric speaker modeling method to represent speakers, and demonstrate its effectiveness in speaker verification in adverse conditions. Evaluation was performed in adverse conditions (which are unrealistically harsh) were considered, and it was shown that the non-parametric system is able to perform better than the tradidtional GMM system. The equal error prob-
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Figure 10. Reciever operating charateristic curves comparing the performance of the GMM system (dotted) and the non-parametric system (solid) with the speech data obtained in the presence of noise at a signal-to-noise ratio of 5dB.



abilities reported in this article may seem low, however, it should be kept in mind that the amount of data used for testing is of length 0.5 seconds, and in general a larger amount of data will be available. In conclusion, an effective approach to model a speaker’s voice data was proposed and was sucessfully evaluated. One can imagine that the non-parametric model finds applications in a wide range of applications – including speaker identification, speaker clustering, speaker counting, as well as speaker adaptation for speech recognition. Future research in includes the use of alternative kernel functions, such as the triangle, uniform and the epanechnikov functions, and determination of their effectiveness for speaker verification.
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