









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Formal Aspects of Computing (1993) ?: 1{16



c 1993 BCS



Speci cation, Veri cation and Prototyping of an Optimized Compiler He Jifeng 1 and Jonathan Bowen 2



Oxford University Computing Laboratory, Programming Research Group, Wolfson Building, Parks Road, Oxford OX1 3QD, UK. Email: [email protected] & [email protected]



Keywords: Program compilation; Code optimization; Formal veri cation; Re nement algebra; Logic programming Abstract.



This paper generalizes an algebraic method for the design of a correct compiler to tackle speci cation and veri cation of an optimized compiler. The main optimization issues of concern here include the use of existing contents of registers where possible and the identi cation of common expressions. A register table is introduced in the compiling speci cation predicates to map each register to an expression whose value is held by it. We de ne dierent kinds of predicates to specify compilation of programs, expressions and Boolean tests. A set of theorems relating to these predicates, acting as a correct compiling speci cation, are presented and an example proof within the re nement algebra of the programming language is given. Based on these theorems, a prototype compiler in Prolog is produced.



1. Introduction The development of computer-based systems can bene t from a formal approach at all levels of abstraction from requirements through to design, compilation and hardware. Two related collaborative research projects, the ProCoS [Bj92, Correspondence and oprint requests to : J. P. Bowen, Oxford University Computing Laboratory, Programming Research Group, Wolfson Building, Parks Road, Oxford OX1 3QD, UK. Email: [email protected] 1 Funded by ESPRIT Basic Research ProCoS project (nos 3104 & 7071). 2 Funded by UK Science and Engineering Research Council (SAFEMOS project IED3/1/1036 and grant no. GR/J15186).
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Bow93c] and safemos [Bow93b] projects, have investigated formal techniques to handle these various levels of abstraction, and crucially how they relate to one another [BFO93]. This paper concentrates on the automatic compilation of a high-level executable source program to a low-level machine code based on the ideas in [BHP90, Hoa91, HoH92, HHB90]. Previously this has been extended to handle a real-time language [HeB92]. Here we investigate how code optimizations can be included in the process. A compiler takes as input a source program and produces as output an equivalent (or better) sequence of machine instructions. Additionally, target program sequences that are frequently executed should be fast and small. Since this process is so complex, it is customary to partition the compilation process into a series of subprocesses called phases. Certain compilers have within them a phase that tries to apply transformations to the source code or the output of the intermediate code generator, in an attempt to produce a faster or smaller machine code. This phase is popularly called the optimization phase. Since code optimization is intertwined with code generation, it does not make sense to do a good job of code generation without also doing a good job of code optimization. As is widely known, one of the richest sources of optimization is in the ecient utilization of the registers and instruction set of a machine [ASU86]. This aspect of optimization is closely connected with code generation, and many issues in this area are highly machine dependent. An additional important source of optimization are the identi cation of common expressions and the replacement of run-time computations by compile-time computations. The formalization and veri cation of code generation optimization does not seem to be well advanced. It has been noted that no proof techniques are available for code generation techniques that are actually used in practice [GiG92]. Realistic optimized compiling schemes have been formally speci ed but not veri ed [Bun82]. Where formal development has been undertaken, it has normally been for unoptimized code [Cur93, Ste93, SWC91]. Optimization has often been avoided in safety-critical and other high integrity systems since it can be an extra source of error, although the use of formal methods could help [BoS93]. This paper will take these issues into account in the design of a correct compiler. Other related work in this area has been undertaken in parallel but independently [Lev92]. As advocated by Hoare [Hoa91], a compiler can be speci ed as a set of theorems, each describing how a construct in the programming language is translated into a sequence of machine instructions. Central to that approach is a predicate C q s f m stating that the machine code stored in the memory m with s as the start address and f as the nish address is a correct translation of the source program q where is the symbol table mapping each global variable of q to a location in the machine memory where its value is being stored, and is the free storage which can be used to store the value of local variables and the temporary results during the execution of expressions. The compiling speci cation is given as a set of theorems about the predicate C q s f m stating how each construct can be compiled. To verify the correctness of compiling speci cation, a mathematical theory of program re nement is developed to establish an improvement relation v between programs p and q which states that q is better than p in all circumstances. Following such an approach, this paper de nes a new predicate CP q s f m  
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with two new parameters  and  mapping each register to the expressions whose value is held by it before and after execution respectively, to replace the predicate C q s f m . Another predicate CE e s f m   stating that m contains a correct implementation of expression e , is present to support common expression optimization. Finally, we propose a predicate CBE b s f m   ftrue 7! tl false 7! g to compile a Boolean test b (in both conditional and iteration constructs) into an optimized target code by assigning exit addresses tl and in advance. This paper will present a set of theorems relating predicates CP , CE and CBE and provide some examples of veri cation of these theorems with the help of a re nement algebra developed to specify an algebraic semantics of the programming language. Based on that set of theorems, a prototype compiler is then produced in a very direct manner using Prolog [ClM87]. ;



2. Re nement Algebra This paper examines a simple programming language which contains assignment, sequential composition, conditional and iteration constructs, and declaration and scoping of variables. In the design of a correct compiler the rst and absolute requirement is a perfect comprehension of the meaning of the source and target languages. If the implementation is to be supported by a mathematical proof, these meanings must be expressed by some mathematical de nition which forms the basis of the reasoning. A wide variety of formalisms have been proposed for this purpose, and there is diculty in choosing between them. We suggest the use of a complete set of laws as an algebraic speci cation of the meaning of the programming language. The suciency of such a set of laws can be established by an appropriate kind of normal form theorem. One of the advantages of algebraic laws is that of modularity and generality: each of them is valid in many programming languages; and they often remain valid when the language is extended. The basic laws de ning the programming language used in this paper are given in [HoH92]. Some of the more useful laws are repeated here for convenience. We take the simplifying view that all expressions always deliver a value (i.e., no error can occur during the evaluation of an expression). Sequential composition has SKIP as its unit, and distributes left over conditional.



Law 1



(1) SKIP ; q = q = q ; SKIP. (2) (q b r ) ; w = (q ; w ) b (r ; w ). We de ne an improvement relation between programs p and q that holds whenever for any purpose the behaviour of q is as good as or better than that of p ; more precisely, if q satis es every speci cation satis ed by p , and maybe more. This relation is written p v q . v is a partial order; i.e., it is re exive, transitive and antisymmetric. The program ABORT represents the completely arbitrary behaviour of a broken machine, and is the least controllable and predictable program; i.e., it is the bottom of v. 



>







>
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Law 2



ABORT v q . Let b be a Boolean expression. The notation b? represents the conditional SKIP 



b



>



ABORT



Law 3 If variable v does not appear in the expression e then (1) v := e ; (v = e )? = v := e . (2) (v = e )? ; v := e v SKIP.



The command VAR v introduces a new variable v , and the command END v removes the variable v . Declaration and end of scope commands obey the following laws



Law 4



(1) END v ; VAR v v SKIP = VAR v ; END v . (2) v := e ; END v = END v . The iteration b  q is de ned as the least xed point of the equation X = (q ; X ) b SKIP and satis es the following law Law 5 b  q ; (b _ c )  q = (b _ c)  q . 



>



3. Speci cation of Machine Instructions A correct compiler ensures that the execution of the machine code has the same (or better) behaviour than that ascribed to the source code. In order to pursue a rigorous reasoning for the correctness of a compiler, we decide to de ne the target code in a subset of the source language whose semantics are already known. This allows us to manipulate the machine code and the source program in the same mathematical framework. The de nition of machine language starts with a simple set of the components of the machine state, and each instruction is then identi ed by a fragment of code describing how the machine state is updated by the execution of the instruction. This paper considers a machine with just six components.  m : rom ! word is the store occupied by the machine code.  M : ram ! word is the store used for variables where the word-length is unspeci ed.  P : rom is the pointer to the current instruction.  A B C : word are the general-purpose registers. Here word is the set of machine word values, rom is the set of read-only memory addresses, and ram is the (disjoint) set of read-write memory addresses. We introduce a set of machine instructions below, each of which is de ned by a fragment of code operating on the machine state. ;



;



store(n ) def = M [n ] P := A P + 1 load(n ) def = A B C P := M [n ] A B P + 1 def loadc(n ) = A B C P := n A B P + 1 ;



;



;



;



;



;



;



;



;



;



;



;



;



;
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def



= P := P + k + 1 = P := P + 1 A P := P + k + 1 def = A B P := B A P + 1 def = A C P := C A P + 1 def = A P := A + B P + 1 In the following sections we will use \store(n )" (for example) to stand for the text of instruction store(n ). The behaviour of a machine program stored in m [s ] . . . m [f ; 1] can be speci ed by def







>



;



;



;



;



;



;



;



;



;



;



;



;



;



I s f m def =



;



B ; C ; P ; P := s ; (P < f )  mstep ; (P = f )? ; END A; B ; C ; P VAR A;



where mstep is an interpreter for a single machine instruction stored in m [P ]. The program (P = f )? ensures that if the execution of the interpreter terminates, it will end at the nish address f .



4. A Provably Correct Compiling Speci cation The compiling speci cation is de ned as a predicate CP q s f m   relating a process q and the machine code stored in m [s ] . . . m [f ; 1] where  The symbol table maps each global variable of q to its address in the memory M .  is the set of free locations in M which can be used to store the temporary results during the evaluation of expressions; i.e., we assume that range( ) \



= ;.  The register tables  and  are used to map each register to the expression whose value is being held by it before and after the execution of the machine code m [s ] . . . m [f ; 1] respectively. For example, A[M [ x ] x . . . M [ z ] z ] is the value of the register A before the execution of the machine program. In order to specify an uninitialized register, we will use ? to stand for the expression whose value is unspeci ed. Algebraically, the expression ? can be formalized by the following law: VAR x = VAR x ; x := ? We de ne a binary relation  among register tables by 1  2 def = 8R  1 (R ) 6= ? ) (1 (R ) = 2(R )) Clearly  is a partial order. The notation 1 u 2 is used to stand for the greatest lower bound of register tables 1 and 2 . It is the responsibility of the compiler to ensure that execution of the target code should have the same (or better) behaviour than that ascribed to the source code. This leads to the following de nition of the compiling speci cation predicate CP : ;



;



=



;



;



= ;



;
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CP q s f m   def = [ ] (q ) v ;



B; C ; P ; A; B ; C := s ; [ ] (A); [ ] (B ); [ ] (C ) ; (P < f )  mstep ; (P = f ^ A = [ ] ( A) ^ B = [ ] ( B ) ^ C = [ ] ( C ))? ; END P ; A; B ; C where the notation [ ] (q ) was de ned in [HoH92] as the weakest speci cation of the correct implementation of q with respect to the symbol table and the VAR P ; A;



free workspace 



[ ] (q ) def = ; q ; ; 1 def = VAR x . . . z ; x . . . z := M [ x ] . . . M [ z ]; END M [range( ) ] ] def ; 1 = VAR M [range( ) ] ] ; M [ x ] . . . M [ z ] := x . . . z ; END x . . . z where fx . . . z g contains all the program variables in the domain of , and M [S ] is an array variable with the index set S . Note that ] stands for disjoint union. For any expression e we de ne ;



;



;



;



;



;



;



;



;



;



;



;



;



;



[ ] (e ) def = e [M [ x ] x . . . M [ z ] z ] and [ ] are fully investigated in [Hoa91, HoH92]. Here we only present those properties of [ ] which will be used in the later proof. =



;



;



=



Lemma



(1) [ ] (SKIP) v SKIP (2) [ ] (q ; r )) v [ ] (q ) ; [ ] (r ) (3) [ ] (v := e ) v M [ v ] := [ ] (e ) (4) [ ] (q b r ) v [ ] (q ) [ ] (b ) [ ] (r ) (5) [ ] (b  q ) v [ ] (b )  [ ] (q ) A predicate CE e s f m   is provided to relate an expression e to its machine code. CE is correct if the register A will hold the value of e after the execution of the machine code, and the memory used to store the values of program variables will remain unchanged. CE e s f m   def = ( A = e ) ^ CP SKIP s f m   For Booleans, we introduce a predicate CBE b s f m   ftrue 7! tl false 7! g 



>







>



;
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which is correct if the execution of the machine code will terminate at the exit address tl when the value of b is true, or otherwise at the address when b is false.



CBE b s f m   def = [ ] (SKIP) v ;



;



B; C ; P ; A; B ; C := s ; [ ] (A); [ ] (B ); [ ] (C ) ; (P < f )  mstep ; (P = (tl < [ ] (b ) > ) ^ A = [ ] ( A) ^ B = [ ] ( B ) ^ C = [ ] ( C ) )? ; END P ; A; B ; C VAR P ; A;



4.1. Theorems of process compilation This section presents the theorems of the compiling speci cation predicates CP , CE and CBE . Program compilation SKIP compiles to



an empty sequence of instructions. (1) CP SKIP s s m   Sequential composition may be compiled by concatenating the resulting machine code in memory. (2) CP (q ; r ) s f m   if 9j 1  s  j  f ^ CP q s j m  1 ^ CP r j f m 1  Assignment is compiled by the following four theorems.  depends on whether the registers hold values that depend on the assigned variable v . This information is recorded by case analysis below. Vars is a function that returns the set of variables used in an expression and  stands for functional overriding. (3a) CP (v := e ) s f m   if 91  CE e s (f ; 1) m  1 ^ m [f ; 1] = store( v ) ^ v 2 Vars(1 B ) ^ v 2 Vars(1C ) ^  = 1  fA 7! v g (3b) CP (v := e ) s f m   if 91  CE e s (f ; 1) m  1 ^ m [f ; 1] = store( v ) ^ v 2 Vars(1 B ) ^ v 2 Vars(1C ) ^  = 1  fA 7! v B 7! ?g (3c) CP (v := e ) s f m   if 91  CE e s (f ; 1) m  1 ^ m [f ; 1] = store( v ) ^ v 2 Vars(1 B ) ^ v 2 Vars(1C ) ^  = 1  fA 7! v C ! 7 ?g (3d) CP (v := e ) s f m   if 91  CE e s (f ; 1) m  1 ^ m [f ; 1] = store( v ) ^ ;



=



=



=



=



;



;
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v 2 Vars(1 B ) ^ v 2 Vars(1C ) ^  = 1  fA 7! v ; B 7! ?; C 7! ?g



For the conditional construct the value of  depends on the greatest lower bound of the values given by the two subprograms q and r since either may be executed. (4) CP (q b r ) s f m   if 9tl 1 2 3  s  tl   f ^ CBE b s tl m  1 ftrue 7! tl false 7! g ^ CP q tl ( ; 1) m 1 2 ^ m [ ; 1] = jump(f ; ) ^ CP r f m 1 3 ^  = 2 u 3 For the iteration construct, the the nal value of  when b and q are compiled is the same as the starting value since q may or may not be executed depending on the value of b . (5) CP (b  q ) s f m   if 



;



;



>



;



;



;



9tl  s  tl  f ^ CBE b s tl m   ftrue 7! tl false 7! f g ^ CP q tl (f ; 1) m   ^ m [f ; 1] = jump(s ; f ) ;



A weaker value for  is always allowed if a stronger one is possible when compiling a program (e.g., when compiling the body q of the iteration construct above). (6) CP q s f m   if 9 1    1 ^ CP q s f m  1 Expression compilation



Below are a few selected theorems for the compilation of integer expressions with an addition operator. If an expression is already held in the A register, then no object code is necessary. (7a) CE e s s m   if e = A If an expression is held in the B register, then it is simply necessary to move this to the A register, using the swap instruction. The values in the registers, recorded by  must be adjusted accordingly. (7b) CE e s f m   if e = B ^ m [s ] = swap(A B ) ^ f = s +1^  =   fA 7! B B 7! Ag If a variable in an expression is not already held in one of the registers, it must be pushed onto the register stack from memory. (8a) CE x s f m   if x 2 range() ^ ;



;



=
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Similarly, a constant integer value that is not in one of the registers must also be pushed onto the register stack. (8b) CE n s f m   if n 2 range() ^ m [s ] = loadc(n ) ^ f = s +1^  = fA 7! n B 7! A C 7! B g If two expressions to be added are already in registers A and B , only the add instruction needs to be generated. (9a) CE (e1 + e2) s f m   if e1 + e2 2 range() ^ fe1 e2 g = fA B g ^ m [s ] = add ^ f = s +1^  =   fA 7! e1 + e2g If two expressions to be added are in registers A and C , then the value in the C register must be moved to the B register rst, using the swap instruction. (9b) CE (e1 + e2 ) s f m   if e1 + e2 2 range() ^ fe1 e2 g = fA C g ^ m [s ] = swap(B C ) ^ m [s + 1] = add ^ f = s +2^  = fA 7! e1 + e2 B 7! C C 7! B g If one of the expressions in an addition is available in a register, then it may be saved in a temporary location while the other expression is evaluated. (10a) CE (e1 + e2 ) s f m (floc g ] )   if e1 + e2 2 range() ^ e2 2 range() ^ e1 = A ^ 9j 1 2  s j  f ^ m [s ] = store(loc ) ^ CE e2 (s + 1) j m  1 ^ m [j ] = load(loc ) ^ CE (e1 + e2 ) (j + 1) f m (floc g ] ) 2  ^ 2 = fA 7! e1 B 7! 1 A C 7! 1 B g (10b) CE (e1 + e2) s f m (floc g ] )   if e1 + e2 2 range() ^ e2 2 range() ^ e1 = B ^ 9j 1 2 3  (s + 2)  j  f ^ m [s ] = swap(A B ) ^ m [s + 1] = store(loc ) ^ CE e2 (s + 2) j m 1 2 ^ 1 =   fA 7! B B 7! Ag ^ m [j ] = load(loc ) ^ CE (e1 + e2 ) (j + 1) f m (floc g ] ) 3  ^ 3 = fA 7! e1 B 7! 2 A C 7! 2 B g If none of the expressions in an addition are available in any of the registers, then it must be compiled from scratch. (11) CE (e1 + e2) s f m   if =



;



;



=



=



;



;



;



;



;



;



;



=



;



=



;







;



;



=



;



;



=



;



;



;



;



;
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e1 + e2 2= range() ^ e1 2= range() ^ e2 2= range() ^ 9j ; 1  s  j  f ^ CE e1 s j m  1 ^ CE (e1 + e2 ) j f m 1  Boolean expression compilation



Compilation of Boolean expressions involves an extra parameter that describes the locations to which a jump should be made in the event of a true or false evaluation of the expression. For true and false constants, the jump is predetermined. (12) CBE true s f m   ftrue 7! tl false 7! g if m [s ] = jump(tl ; f ) ^ f = s + 1 ^ tl 6= s ^ 6= s (13) CBE false s f m   ftrue 7! tl false 7! g if m [s ] = jump( ; f ) ^ f = s + 1 ^ tl 6= s ^ 6= s A variable must be pushed onto the register stack and tested. (14) CBE x s f m   ftrue 7! tl false 7! g if m [s ] = load(x ) ^ m [s + 1] = condj( ; (s + 2)) ^ m [s + 2] = jump(tl ; (s + 3)) ^ f = s + 3 ^ tl 2 [s f ) ^ 2 [s f ) ^  = fA 7! x B 7! A C 7! B g The standard Boolean connectives are handled as follows: (15) CBE (b _ c ) s f m   ftrue 7! tl false 7! g if 9 j 1 2  s  j  f ^ CBE b s j m  1 ftrue 7! tl false 7! j g ^ CBE c j f m 1 2 ftrue 7! tl false 7! g ^  = 1 u 2 ^ tl 2 [s f ) ^ 2 [s f ) (16) CBE (b ^ c ) s f m   ftrue 7! tl false 7! g if 9 j 1 2  s  j  f ^ CBE b s j m  1 ftrue 7! j false 7! g ^ CBE c j f m 1 2 ftrue 7! tl false 7! g ^  = 1 u 2 ^ tl 2 [s f ) ^ 2 [s f ) (17) CBE (:b ) s f m   ftrue 7! tl false 7! g if  CBE b s f m   ftrue 7! false 7! tl g ;



;



;



=



;



;



=



;



;



;



;



;



;



;



=



;



;



;



=



;



;



;



;



=



;



=



;



;



;



4.2. Veri cation of Compiling Speci cation This section presents a proofs of one of the theorems to demonstrate the style of proof used. Algebraic laws are used to gradually transform the program by a series of re nement steps. In general, we aim for the proofs to be less than a page
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in length to make them understandable and readable by humans. Long proofs are seldom read and are likely to contain errors, especially if done by hand. Proof of Theorem 3a P A B C ; P A B C := s [ ] (A) [ ] (B ) [ ] (C ); (P f )  mstep ; (P = f ^ A = [ ] ( A) ^ B = [ ] ( B ) ^ C = [ ] ( C ))? ; END P A B C flaws 3(1) 4(1) and 5g VAR P A B C ; P A B C := s [ ] (A) [ ] (B ) [ ] (C ); (P (f ; 1))  mstep ; (P = (f ; 1) ^ A = [ ] (1 A) ^ B = [ ] (1 B ) ^ C = [ ] (1 C ))? ; END P A B C ; VAR P A B C ; P A B C := (f ; 1) [ ] (1 A) [ ] (1 B ) [ ] (1 C ); (P f )  mstep ; (P = f ^ A = [ ] ( A) ^ B = [ ] ( B ) ^ C = [ ] ( C ))? ; END P A B C fassumption def of CEg [ ] (SKIP) ; VAR P A B C ; P A B C := (f ; 1) [ ] (e ) [ ] (1 B ) [ ] (1 C ); (P f )  mstep ; (P = f ^ A = [ ] ( A) ^ B = [ ] ( B ) ^ C = [ ] ( C ))? ; END P A B C fassumption def of store and  g [ ] (SKIP) ; VAR P A B C ; P A B C M [ v ] := f [ ] (e ) [ ] (1 B ) [ ] (1 C ) [ ] (e ); (P = f ^ A = M [ v ] ^ B = [ ] (1 B ) ^ C = [ ] (1 C ))? ; END P A B C flaws 3(1) and 4(1)g [ ] (SKIP) ; M [ v ] := [ ] (e ) flemma (2)g [ ] (SKIP ; v := e ) flaw 1(1)g [ ] (v := e ) VAR



;



;



;



;



;



;



;



;
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;



;



5. A Prototype Compiler All the compiling theorems are in the form of Horn clauses. Thus it is relatively easy to code the speci cation as a logic program. The practical diculties that arise are ensuring termination and coding of the constraints. The former may be attacked by taking into account which parameters are used as inputs and which are outputs, and reordering conjoined predicates for ecient execution with this knowledge in mind. Constraints may also be encoded with knowledge of which parameters will be instantiated before use. This allows negation by failure to be used. For a fuller discussion of the issues involved, see [Bow92]. In this case, it is assumed that the source program (q ), start address (s ), symbol table ( ), free locations ( ) and initial register table () are instantiated, and the nish address (f ), object code (m ) and nal register table ( ) are to be generated. The example encodings of theorems in this section use \standard" pure Prolog [ClM87]. Prolog's logical basis makes this a relately mechanical process. In x and other operators are de ned to aid readability, particularly of source programs.
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The approach assumes the source language is input in abstract syntax form, and a parser may be required to preprocess the concrete syntax in practice [BoB92]. Constraints are encoded in curly brackets { . . .}. Since Prolog, unlike most highlevel languages, does not evaluate expressions in parameters, it is sometimes necessary to recode such parameters as new variables and add extra constraints on these variables. Program compilation



(1) Skip



cp(skip,S,S,M,Psi,Omega,Phi,Phi).



(2) Sequential composition



cp(Q;R,S,F,M,Psi,Omega,Phi,Phi_) :cp(Q,S,J,M,Psi,Omega,Phi,Phi1), cp(R,J,F,M,Psi,Omega,Phi1,Phi_), {S=


(3a) Assignment



cp(V:=E,S,F,M,Psi,Omega,Phi,Phi_) :ce(E,S,L,M,Psi,Omega,Phi,Phi1), {F=L+1}, {M@L = store(Psi@V)}, {V notin vars(Phi1@b)}, {V notin vars(Phi1@c)}, {Phi_ = Phi1  [a->V]}.



(4) Conditional



cp(QR,S,F,M,Psi,Omega,Phi,Phi_) :cbe(B,S,Tl,M,Psi,Omega,Phi,Phi1,[true->Tl,false->Fl]), cp(Q,Tl,L,M,Psi,Omega,Phi1,Phi2), {Fl=L+1}, {M@L = jump(F-Fl)}, cp(R,Fl,F,M,Psi,Omega,Phi1,Phi3), {Phi_ = Phi2^Phi3}, {S


(5) Iteration



cp(B*Q,S,F,M,Psi,Omega,Phi,Phi_) :cbe(B,S,Tl,M,Psi,Omega,Phi,Phi_,[true->Tl,false->F]), cp(Q,Tl,L,M,Psi,Omega,Phi_,Phi), {F=L+1}, {M@L = jump(S-F)}, {S


Expression compilation



The expression compilation clauses are straightforward although numerous. For example:



(7a)



ce(E,S,S,M,Psi,Omega,Phi,Phi) :{E=Phi@a}.



(8a)



ce(X,S,F,M,Psi,Omega,Phi,Phi_) :{X notin range(Phi)}, {M@S = load(Psi@X)}, {F=S+1}, {Phi_ = [a->X,b->Phi@a,c->Phi@b]}.
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(9a)



ce(E1+E2,S,F,M,Psi,Omega,Phi,Phi_) :{E1+E2 notin range(Phi)}, {{E1,E2}={Phi@a,Phi@b}}, {M@S = add}, {F=S+1}, {Phi_ = Phi  [a->E1+E2]}.



(10a)



ce(E1+E2,S,F,M,Psi,[Loc|Omega],Phi,Phi_) :{E1+E2 notin range(Phi)}, {E2 notin range(Phi)}, {E1=Phi@a}, {M@S = store(Loc)}, ce(E2,S+1,J,M,Psi,Omega,Phi,Phi1), {M@J = load(Loc)}, {Phi2 = [a->E1,b->Phi1@a,c->Phi1@b]}, ce(E1+E2,J+1,F,M,Psi,[Loc|Omega],Phi2,Phi_), {S+1=


(11)



ce(E1+E2,S,F,M,Psi,Omega,Phi,Phi_) :{E1+E2 notin range(Phi)}, {E1 notin range(Phi)}, {E2 notin range(Phi)}, ce(E1,S,J,M,Psi,Omega,Phi,Phi1), ce(E1+E2,J,F,M,Psi,Omega,Phi1,Phi_), {S=


Boolean expression compilation



Note that it the case of forward jumps, the location of the destination address is not necessarily known at the time of execution. This can be alleviated by relaxing some of the constraints at the time of execution. In practice this does not matter since the \calling" clauses ensure that the constraints are met anyway.



(12)



cbe(true,S,F,M,Psi,Omega,Phi,Phi_,[true->Tl,false->Fl]) :{F=S+1}, {M@S = jump(Tl-F)}, {Tl notin rng(S,F)}, {Fl notin rng(S,F)}.



(14)



cbe(X,S,F,M,Psi,Omega,Phi,Phi_,[true->Tl,false->Fl]) :{M@S = load(Psi@X)}, {S2=S+2}, {M@(S+1) = condj(Fl-S2)}, {F=S+3}, {M@S2 = jump(Tl-F)}, {Tl notin rng(S,F)}, {Fl notin rng(S,F)}, {Phi_ = [a->X,b->Phi@a,c->Phi@b]}.



(15)



cbe(B or C,S,F,M,Psi,Omega,Phi,Phi_,[true->Tl,false->Fl]) :cbe(B,S,J,M,Psi,Omega,Phi,Phi1,[true->Tl,false->J]), cbe(C,J,F,M,Psi,Omega,Phi1,Phi2,[true->Tl,false->Fl]), {Phi_ = Phi1^Phi2}, {Tl notin rng(S,F)}, {Fl notin rng(S,F)}.



6. Conclusion An example of an optimizing compiling speci cation and matching prototype compiler have been presented, together with a technique for proving the compiling speci cation correct. This has extended previous work by recording the
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contents of registers known at compile-time, and using this information to optimize the code generated. It would be possible to extend this technique to cover the contents of program variables as well if desired by supplementing the information recorded in  and  . Additionally, to reduce the number of parameters to the compiling relation, it may be bene cial to merge s with  and f with  since the former represents information concerned with the precondition and the latter is concerned with the postcondition when the programming constructs are executed. For example, we could make s = [ ] (P ) and f = [ ] ( P ). One issue is to ensure that the theorems are complete in the sense that all valid constructs can be compiled to (at least one) object code. In the case of multiple theorems for dierent optimizations of the same construct, this can be ensured by checking that the constraining predicates in all the relevant theorems for a particular construct reduce to true when combined (using disjunction). If this is not the case then it is possible for the compiler not to produce object code in certain (valid) cases that have not been covered. More than one theorem may apply in the compilation of a particular construct and several (possibly an in nite number of) object code sequences may be valid. In this case, the prototype compiler will (attempt to) return all the possibilities. A real compiler will of course select one of these sequences. This code selection process is potentially exponential in complexity and an important aspect of an actual compiler is choosing an optimized code sequence eciently [Gie92]. In the example Prolog prototype compiler presented here, code may be \selected" by ordering the clauses appropriately with the more ecient or preferable clauses placed rst. In standard Prolog, functors (in particular, lists) must be used to encode sets, etc., needed by the constraints in the compiling theorems. The extra clauses required to complete the program and implement the constraints (not included in the paper) consist of about two pages of program code. Thus, it would be tractable to formally prove the prototype compiler implements the speci cation for a given set of inputs, assuming a suitable semantics of (a subset of) Prolog [Llo87], if this is of concern (e.g., see [BSW90]). In addition, optimization using transformation of logic programs [ClL92] would be possible. However this has not (yet) been attempted by the authors, since the prototype has simply been used as a means of quickly animating the speci cation mechanically. Proofs of termination and non-violation of the omitted occurs-check in Prolog [KPS93] and the compilation of the Prolog itself [Rus92] are possible. Obviously it would be even more interesting to prove a real (optimizing) compiler correct, but this is still beyond the capability of current proof technology. Attempts have been made to prove a simple compiler correct, but even this is highly intractable [BBF92]. Constraint logic programming [Coh90] is now well established and several implementations are available. Such systems could allow an even more direct encoding from the theorems, avoiding the need for some of the explicit encodings of constraints needed in standard Prolog. This could also allow the prototype to be used in more modes, and perhaps even as a decompiler [BoB93, BrB92]. A simple decompiler in Prolog, based on a speci cation similar to the style presented, here has already been produced [Bow93a]. Compilation into other paradigms, such as via a normal form [HHS93] and directly into a netlist of hardware components [HPB93], are likely to provide new and interesting optimization challenges for the future.
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