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SPECTRAL ISOMORPHISMS BETWEEN GENERALIZED STURM-LIOUVILLE PROBLEMS Paul A. Binding, Patrick J. Browne, Bruce A. Watson



We characterize all isospectral norming constant preserving maps between certain classes of Sturm-Liouville problems with eigenparameter dependent and constant boundary conditions. In consequence we obtain existence and uniqueness inverse spectral results for Sturm-Liouville problems with eigenparameter dependent boundary conditions.



1.



Introduction



We consider regular Sturm-Liouville differential equations (1.1)



−y ′′ + qy = λy,



λ∈R



on the interval [0, 1], subject to boundary conditions of various types specified by the ratio ρ = y ′ /y. At x = 0 we impose (1.2)



ρ(0)



= α



where α is an extended real number. We distinguish the Dirichlet case (D) with α = ∞ from the non-Dirichlet case (N) where α is finite. At x = 1 we impose one of: (1.3)



ρ(1) = β



(the “constant” case, again either D or N) (1.4)



ρ(1) = aλ + b



(the “affine” case (A), with a > 0); and (1.5)



ρ(1) =



aλ + b cλ + d



(the “bilinear” case (B), with ad − bc > 0, c 6= 0). We shall label a boundary value problem for (1.1) by two letters referring to the boundary conditions at the left and right ends respectively; for example DA refers to (1.2) with α = ∞ and (1.4); NB refers to (1.2) with finite α and (1.5), and so on. Our aim, roughly, is to discuss the strong spectral connections between these various types of problem. Substantial bibliographies, mostly on the affine case, are contained in [4], [5] and [15], while references to more recent work, especially for the bilinear case and various generalizations, can be found in [6] and [7]. The first direct antecedent of the present investigation seems to be Fulton’s work [4] where asymptotics for the affine and bilinear cases were developed, for q continuous and of bounded variation. For example, if the B B eigenvalues of a bilinear (say NB) problem are labelled λB 0 < λ1 < λ2 < ... then [4, Case 1] gives a result equivalent to Z 1 2a B 2 2 (1.6) + q dt + O(n−1 ) λn = (n − 1) π + 2α − c 0
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as n → ∞. This may be compared with the standard asymptotics (e.g. [11]) for the eigenvalues λC n of a constant NN problem. Indeed, if we use the same q and set β = a/c then we find B −1 λC ) n−1 = λn + O(n



although this relationship was not observed explicitly for many years. In fact, [1], the stronger spectral connection B −2 λC ) n−1 = λn + O(n



turns out to be valid for q ∈ L1 . Inverse Sturm-Liouville theory (e.g. [9]) now suggests that one should be able to recover a new q (q C , say) for a constant NN problem which exactly reproduces the λB n as eigenvalues for the same boundary conditions (1.2) and some (1.3). This, however, is not a rigorous deduction since [9] requires stronger asymptotics than (1.6). Moreover the construction of q C in [11], say, is quite involved. Recently another, simpler, construction was discovered for a related problem. To be more precise, it was shown in [3] that from an NB problem one can construct explicitly an NN problem with the same eigenvalues λn , say, for n ≥ 1. On the other hand there could be many such constructions, since it is well known that one spectrum is not in general enough to determine a Sturm-Liouville problem. [3] also contains an inverse result, to the effect that asymptotics similar to (1.6) must come from some problem of NB type with q ∈ L2 , but again the uniqueness question remains. We shall resolve the above issues by extending the analysis of the spectra in [3] to the “norming constants” νn = kyn k2 where yn is a (suitably normalized) eigenfunction corresponding to λn . Indeed we produce an isomorphism between NB and NN type problems, preserving both spectrum and norming constants (but again with an index shift of one). For this it is necessary to be careful about the domain and range: we map q ∈ L1 , α and the three free constants in (1.5) (after appropriate scaling) for the NB problem into q, α, β and the two constants λ0 , ν0 for the NN problem. As a result we show in Section 4 that there is precisely one map with the above preservation property. Moreover, given sequences λB n



=



νnB



=



(n − 1)2 π 2 + k + o(1),   1 1 , +o 2 n



as n → ∞, with k independent of n, there is precisely one NB problem with spectrum and norming constants B given by λB n and νn , respectively. For a different approach to uniqueness (but with no discussion of existence) we refer to [2]. Before proceeding, we remark that NB and NN problems make up only one of several possible pairings. In fact we shall show that each pair (NB,DA), (DB,NA), (DA,NN) and (NA,DN) has strongly related spectral properties and corresponding isomorphisms. By composition one can then pair (NB,NN) and (DB,DN). We depend partly on extensions of [3], as outlined above, and these are detailed in Sections 2 and 3. We also depend on existence and uniqueness results from inverse Sturm-Liouville theory, and since we were unable to find precisely what we needed for the (Dirichlet) case α = ∞, we have developed these results as an Appendix in Section 5.



2.



Transformation of problems of types NA and NB



In this section we reconsider the transformation of problems of type NA (resp. NB) to problems of type DN (resp. DA) given in [3]. In particular we reformulate the transformations with precise expressions for their domains and ranges, and we show that the resulting maps are invertible and preserve norming constants. At this stage it is appropriate to recall the operator theoretic approach to NA (resp. NB) problems. We write δ = ad − bc for both problems, setting c = 0, d = 1 for the affine case, so then δ = a. We normalize the
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bilinear case by setting c = 1, so (1.5) is defined by three constants a, d and δ = ad − b. We shall continue to employ the constant b = δ − ad for ease of notation. Let L2 [0, 1] ⊕ C be equipped with the Hilbert space inner product     Z 1 η ζ¯ f g , = f g¯ + , η ζ δ 0 δ and define the operator L by   y L = (2.1) −ay(1) D(L) =







 −y ′′ + qy by(1) − dy ′ (1)    −y ′′ + qy ∈ L2 [0, 1] y , −ay(1) + cy ′ (1) ρ(0) = α, y, y ′ ∈ AC[0, 1]



where as usual ρ = y ′ /y. For brevity, we introduce the notation     Z 1 y y 2 kyka = , = y 2 dt + a|y(1)|2 −ay(1) −ay(1) 0 δ  resp.



kyk2a,δ



= =







y (y ′ − ay)(1)



  ,



y (y ′ − ay)(1)  Z 1 |y ′ (1) − ay(1)|2 . y 2 dt + δ 0







δ



It is known [15] that L is self-adjoint with compact resolvent in the above Hilbert space and that the eigenvalue problem for (1.1), (1.2) with finite α and (1.4) (resp. (1.5)), which we abbreviate to (q, α, a, b; N A) (resp. (q, α, a, d, δ; N B)) is equivalent to the spectral problem for L. For (q, α, a, b) ∈ L1 × R × R+ × R (resp. (q, α, a, d, δ) ∈ L1 × R3 × R+ , denote the spectrum of (q, α, a, b; N A) (resp. (q, α, a, d, δ; N B)) by λ0 < λ1 < ..., and let yn be the eigenfunction corresponding to λn normalized so that yn (0) = 1. Then we define the norming constants νn , n ≥ 0, by νn = kyn k2a (resp. νn = kyn k2a,δ ). If (ˆ q , β; DN ) (resp. (ˆ q , a′ , b′ ; DA)) has spectrum λ1 < λ2 < ... and un is the eigenfunction corresponding to λn ′ normalized by un (0) = 1, n ≥ 1, then we define the norming constants ξn , n ≥ 1, by ξn = (un , un )L2 (resp. ξn = kun k2a′ ). Define E ⊂ L1 [0, 1] × R × R+ × R by E = {(q, α, a, b)|q ∈ L1 [0, 1], α, b ∈ R, a > 0} (resp. E ⊂ L1 [0, 1] × R3 × R+ by E = {(q, α, a, d, δ)|q ∈ L1 [0, 1], α, a, d ∈ R, δ > 0}). We also define Eˆ ⊂ L1 [0, 1] × R × R+ × R by   qˆ ∈ L1 [0, 1], λ0 , β ∈ R, ν0 > 0   ˆ = (ˆ E q , β, ν0 , λ0 ) and the equation − w′′ + qˆw = λ0 w  has a positive solution with w′ (1) = β  w



ˆ ⊂ L1 [0, 1] × R+ × R × R+ × R as (resp. E   qˆ ∈ L1 [0, 1], λ0 , b′ ∈ R, ν0 , a′ > 0,   ˆ = (ˆ . E q , a′ , b′ , ν0 , λ0 ) and the equation − w′′ + qˆw = λ0 w  has a positive solution with w′ (1) = a′ λ0 + b′ )  w
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The transformation from a problem of type NA (resp. NB) to one of type DN (resp. DA) in [3] can be considered as a mapping T : E → Eˆ given by T (q, α, a, b) = (ˆ q , β, ν0 , λ0 ) (resp. T (q, α, a, d, δ) = (ˆ q , a′ , b′ , ν0 , λ0 )) where qˆ = q − 2z ′ , z = y0′ /y0   1 β = − + aλ0 + b a



(2.2) (2.3) (2.4)



ν0



= ky0 k2a



(resp. a′



=



b′



=



ν0



=



−(λ0 + d)/δ (> 0 d(λ0 + d) aλ0 + b − − δ λ0 + d ky0 k2a,δ ).



by [1]),



In the sequel we shall frequently use the following observation. Although it is assumed in [3] that q ∈ L2 , in fact all the results hold for q ∈ L1 , with the exception of the inverse result Theorem 4.3. In particular, ˆ where T (q, α, a, b) = (ˆ T maps E into E q , β, ν0 , λ0 ) (resp. T (q, α, a, d, δ) = (ˆ q , a′ , b′ , ν0 , λ0 )) and (ˆ q , β; DN ) ′ ′ (resp. (ˆ q , a , b ; DA)) has spectrum λ1 < λ2 < ... . Lemma 2.1. The norming constants νn for the original problem in E and ξn for the transformed problem in ˆ satisfy E νn (2.5) , n ≥ 1. ξn = λn − λ0 P r o o f. We calculate



(λn − λ0 )νn



    yn yn , (L − λ0 ) −ayn (1) −ayn (1) a     ′′ −yn + (q − λ0 )yn yn = , byn (1) − yn′ (1) + aλ0 yn (1) −ayn (1) a Z 1 = (−yn′′ + (q − λ0 )yn ) yn dt − yn (1)[(b + aλ0 )yn (1) − yn′ (1)] =







=



Z



0



(2.6)



1



0



2



[yn′ + (q − λ0 )yn2 ] dt + α − yn2 (1)(aλ0 + b)



(resp. (λn − λ0 )νn (2.7)



=



Z



0



1



2



[yn′ + (q − λ0 )yn2 ] dt 2



+α − [a(aλ0 + b)yn2 − 2(aλ0 + b)yn yn′ + c(cλ0 + d)yn′ ](1)/δ).



Now consider un = (λ0 − λn )−1 (yn′ − yn z), n ≥ 1, where z = y0′ /y0 . From [3], un is an eigenfunction corresponding to λn of (ˆ q , β; DN ) (resp. (ˆ q , a′ , b′ ; DB)). It is readily verified that u′n (0) = 1. We note that (λ0 − λn )2 u2n (2.8)



= = =



2



yn′ − 2yn′ yn z + yn2 z 2 2



yn′ − (yn2 z)′ + yn2 z ′ + yn2 (−z ′ − λ0 + q) 2



yn′ − (yn2 z)′ + (q − λ0 )yn2 .
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Thus 2



(λ0 − λn ) ξn (2.9)



=



1



Z



0



=



Z



1



Z



1



0



=



2



[yn′ + (q − λ0 )yn2 ] dt − [yn2 z]10 2



[yn′ + (q − λ0 )yn2 ] dt − (aλ0 + b)yn2 (1) + α



(λn − λ0 )νn



(resp. (λ0 − λn )2 ξn



=



0



=



2



(yn′ + (q − λ0 )yn2 ) dt 2



−[yn2 z]10 + a′ [z 2 yn2 − 2zyn′ yn + yn′ ](1) Z 1 2 (yn′ + (q − λ0 )yn2 ) dt 0



(2.10) =



2



−z(1)yn2 (1) + α + a′ [z 2 yn2 − 2zyn′ yn + yn′ ](1) Z 1 2 (yn′ + (q − λ0 )yn2 ) dt 0



2



=



+α + [a′ yn′ − 2a′ zyn yn′ + (a′ z − 1)zyn2 ](1) (λn − λ0 )νn )



which establishes the result.
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ˆ (resp. R(ˆ We now define R(ˆ q , β, ν0 , λ0 ) = (q1 , α1 , a1 , b1 ) for (ˆ q , β, ν0 , λ0 ) ∈ E q , a′ , b′ , ν0 , λ0 ) = (q1 , α1 , a1 , d1 , δ1 ) ′ ′ ˆ for (ˆ q , a , b , ν0 , λ0 ) ∈ E) in stages as follows. Lemma 2.2. Let g be the solution of −g ′′ + qˆg = λ0 g



(2.11) with initial conditions



g(0) = 0 and g ′ (0) = 1.



(2.12) Then



g′ g (1)



> β (resp.



g′ g (1)



> a′ λ0 + b′ ) and g(x) > 0 for all x ∈ (0, 1].



ˆ λ0 is less than the least eigenvalue of (2.11), (2.12) and P r o o f. By the definition of E, ′



g g



′



g′ g (1)



= β (resp.



′



(1) = a λ0 +b ). The proof now follows from differential inequality theory applied to the (reversed) differential



equation (whose right side is monotone in λ0 ) satisfied by Let γ be such that β < γ 



g′ g (1)



(resp. a′ λ0 + b′ < γ 



−w′′ + qˆw = λ0 w, Since γ 



g′ g (1)



g′ g .



2



g′ g (1))



w(0) = 1,



and w be the solution of



w′ (1) = γ. w



it follows (as for Lemma 2.2) that w(x) > 0 for all x ∈ [0, 1]. Thus we can define z1



=



q1



=



w′ w qˆ + 2z1′



−
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and a1 =



(2.13)



1 γ−β , ′



b1 =



λ0 β−γ



−γ   a = −γ − 1/a , b1 = (λ0 − b′ γ + γ 2 )/a′ resp. 1 c1 = 1, d1 = (b′ − γ)/a′ .



Note that a1 > 0 (resp. δ1 = a1 d1 − b1 > 0). This specifies R except for α1 . It is easily verified that z12 − z1′ = qˆ − λ0 . Let y = g ′ + z1 g. Then y(0) = 1 and it can be verified directly that −y ′′ + q1 y = λ0 y. We observe from integration by parts and the definitions of a1 , b1 (resp. a1 , b1 and d1 ) and y, z1 that Z 1 y 2 dt + a|y(1)|2 kyk2a1 = 0



=



Z



1



(yg ′ + yzg) dt + 0



[g ′ (1) − γg(1)]2 γ−β



Z 1 [g ′ (1) − γg(1)]2 = [(g ′ + zg)g]10 − [(g ′′ + zg ′ )g − yzg] dt + γ−β 0  h ′ i2  g  ′  g (1) − γ  2 g (1) − γ + = g(1)   g γ−β Z



1



[(ˆ q − λ0 + z ′ )g 2 + zg ′ g − (g ′ + zg)zg] dt    Z 1 g′ g(1)2 g′ β − (1) γ − (1) − = (ˆ q − λ0 + z ′ − z 2 )g 2 dt γ−β g g 0 # "  g′ ′ (1) γ − g g = g 2 (1) β − (1) g γ −β −







0



resp. similarly kyk2a ,δ 1 1



=



#!  " g′ ′ (1) γ − g g g 2 (1) (a′ λ0 + b′ ) − (1) . g γ − (a′ λ0 + b′ )



  ′ Hence the map taking γ to kyk2a1 (resp. kyk2a1 ,δ1 ) is continuous and strictly decreasing from β, gg (1) (resp.   ′ ′ a′ λ0 + b′ , gg (1) ) onto R+ . Thus for each positive number ν0 there exists one and only one γ ∈ (β, gg (1)) ′



(resp. (a′ λ0 + b′ , gg (1))) such that ν0 = kyk2a1 (resp. ν0 = kyk2a1 ,δ1 ). For this γ, let α1 = z1 (0). This completes the definition of R. Suppose that λ1 < λ2 < ... is the spectrum of (ˆ q , β; DN ) (resp. (ˆ q , a′ , b′ ; DA)). Observe that the definition ′′ ˆ of E ensures that λ0 < λ1 . Let u(x, λ) be the solution of −u + qˆu = λu, u(0) = 0, u′ (0) = 1. Put y(x, λ) = u′ (x, λ) + u(x, λ)z1 (x) and un (x) = u(x, λn ). Then y ′ (x, λ) = (λ0 − λ)u(x, λ) + z1 (x)(u′ (x, λ) + z1 (x)u(x, λ)). For each λ, y(0, λ) = 1 and y ′ (0, λ) = ξ1 giving



y ′ (0,λ) y(0,λ)



= ξ1 . It is readily verified that −y ′′ = (q1 − λ)y. As in ′



′



(1,λ) (1,λ) λ+b1 the argument of [3, Theorem 4.1] the terminal condition yy(1,λ) = a1 λ + b1 (resp. yy(1,λ) = ac11λ+d ) is satisfied 1 ′ ′ ′ ′ if and only if λ0 = λ or β = u (1)/u(1) (resp. λ0 = λ or u (1)/u(1) = a λ + b ). Accordingly we have shown



Lemma 2.3. Let the spectrum of (ˆ q , β; DN ) (resp. (ˆ q , a′ , b′ ; DA)) be λ1 < λ2 ... with associated norming constants ξj , j ≥ 1, and let the numbers λ0 < λ1 and ν0 > 0 be given. Then (q1 , α1 , a1 , b1 ; N A) (resp.
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(q1 , α1 , a1 , d1 , δ1 ; N B)) where R(ˆ q , β, ν0 , λ0 )=(q1 , α1 , a1 , b1 ) (resp. R(ˆ q , a′ , b′ , ν0 , λ0 )=(q1 , α1 , a1 , d1 , δ1 )) has spectrum λ0 < λ1 < ... and norming constants ν0 and νj = (λj − λ0 )ξj , j ≥ 1. We are now in a position to establish Lemma 2.4. The maps R and T are inverses of each other. P r o o f. Using the notation introduced above we have T (q, α, a, b) = (ˆ q , β, ν0 , λ0 ) and R(ˆ q , β, ν0 , λ0 ) = (q1 , α1 , a1 , b1 ) (resp. T (q, α, a, d, δ) = (ˆ q , a′ , b′ , ν0 , λ0 ) and R(ˆ q , a′ , b′ , ν0 , λ0 ) = (q1 , α1 , a1 , δ1 )). Let v = 1/y0 ; then it is easily verified that −v ′′ + qˆv = λ0 v and v(0) = 1. As v(x) > 0 for all x ∈ [0, 1] it follows that v′ g′ (1) < (1). v g But



y′ v′ (1) = − 0 (1) = −(aλ0 + b) v y0



(resp. −(aλ0 + b)/(λ0 + d)) so a > 0 (resp. λ0 < −d), gives 1 v′ β = − − (aλ0 + b) < (1) a v   (λ0 + d)2 aλ0 + b v′ resp. a′ λ0 + b′ = − − < (1) . δ λ0 + d v ′



We are thus able to set γ = vv (1) which gives a1 = a, b1 = b (resp. a1 = a, b1 = b and d1 = d), and moreover v = w. Thus from the definition of y we have y= and 1 = y(0) =



g ′ v − gv ′ v



[g ′ v − gv ′ ](0) = [g ′ v − gv ′ ](0) v(0) ′



′



giving g ′ v − gv ′ = 1 and so y = y0 . Consequently z1 = − ww = − vv = see (2.2), (2.13). This shows that RT = I|E . The proof that T R = I|Eˆ is similar.



3.



y0′ y0



= z from which it follows that q = q1 , 2



Transformation of problems of types DA and DB



We now proceed with the study of isospectral transformations between problems of types DA and NN (resp. DB and NA) in a manner which enables us to give precise expressions for the domains and ranges of the maps, to identify their inverses and to compute the transformed norming constants. Define F to be the set {(q, µ, a, b)|q ∈ L1 [0, 1], b ∈ R, a > 0, µ < λ0 (q, a, b; DA)} (resp. {(q, µ, a, d, δ)|q ∈ L1 [0, 1], δ > 0, a, c, δ ∈ R, µ < λ0 (q, a, d, δ; DB)}), where λ0 (q, a, b; DA) (resp. λ0 (q, a, d, δ; DB)) is the least eigenvalue of (1.1) with boundary conditions (1.2) with α = ∞ and (1.4) (resp. (1.5)). Further define Fˆ as the set {(ˆ q, µ, γ, β)|ˆ q ∈ L1 [0, 1], γ, β ∈ R, µ < λ0 (ˆ q , γ, β; N N )}
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(resp. {(ˆ q , µ, γ, a′ , b′ )|ˆ q ∈ L1 [0, 1], γ, b′ ∈ R, a′ > 0, µ < λ0 (ˆ q , γ, a′ , b′ ; N A)}).



The transformation from a problem of type DA (resp. DB) to one of type NN (resp. NA) in [3] can be viewed as a mapping S : F → Fˆ with S(q, µ, a, b) = (ˆ q , µ, γ, β) (resp. S(q, µ, a, d, δ) = (ˆ q , µ, γ, a′ , b′ )) where qˆ = q − 2z1′ , γ = −z1 (0),



(3.1) (3.2)



β = − a1 − (aµ + b),



a′ resp. ′ b



= −(µ + d)/δ − aµ+b = − d(µ+d) δ µ+d )



!



.



Here z1 = w′ /w and w is the solution of the Cauchy problem −w′′ + qw = µw,



(3.3) (3.4)



w(1) = 1, 



(3.5)



w′ (1) = aµ + b



resp. w(1) = 1,



w′ (1) =



aµ+b cµ+d







.



Note that w > 0 on [0,1] since µ < λ0 , cf. the proof of Lemma 2.2, so z1 is defined. Moreover if (q, a, b; DA) (resp. (q, a, d, δ; DB)) has spectrum λ0 < λ1 < ..., then (ˆ q , γ, β; N N ) (resp. (ˆ q , γ, a′ , b′ ; N A)) has spectrum λ0 < λ1 < ..., i.e. the map S is isospectral. Noting also that µ < λ0 for the transformed problem, and µ < −d by [1], we see that S maps F into Fˆ . We define the operator L formally as in (2.1) where ρ(0) = α now means y(0) = 0. Again it is known [15] that L is self-adjoint and (q, γ, a, b; DA) (resp. (q, γ, a, d, δ; DB)) is equivalent to the eigenvalue problem for L. For (q, µ, a, b) ∈ F, (resp. (q, µ, a, d, δ) ∈ F ) denote the spectrum of (q, a, b; DA) (resp. (q, a, d, δ; DB)) by λ0 < λ1 < ... and let yn be the eigenfunction corresponding to λn , normalized so that yn′ (0) = 1, n ≥ 0. The norming constants are defined by νn = kyn k2a (resp. νn = kyn k2a,δ ). In addition, the norming constants for (ˆ q , γ, β; N N ) (resp. (ˆ q , γ, a′ , b′ ; N A)) where S(q, µ, a, b) = (ˆ q , µ, γ, β) ′ ′ (resp. S(q, µ, a, d, δ) = (ˆ q , µ, γ, a , b )) are defined by ξn = (un , un )L2 (resp. ξn = kun k2a′ ) in which un is the eigenfunction corresponding to λn normalized by un (0) = 1. Lemma 3.1. (3.6)



ξn = (λn − µ)νn .



P r o o f. We obtain from reasoning as in (2.6) (resp. (2.7)) that Z 1  2 yn′ + (q − µ)yn2 − yn2 (1)(aµ + b) (λn − µ)νn = 0



(resp. (λn − µ)νn



=



Z



1



0



  2 yn′ + (q − µ)yn2



2



−[a(aµ + b)yn2 − 2(aµ + b)yn yn′ + (µ + d)yn′ ](1)/δ ).



Now consider un = yn′ − yn z1 . We showed in [3] that un is an eigenfunction corresponding to λn for the NN (resp. NA) problem (ˆ q , γ, β) (resp. (ˆ q , γ, a′ , b′ )) and it is readily verified that un (0) = 1. Proceeding as for (2.8) we find u2n



2



= yn′ − (yn2 z1 )′ + (q − µ)yn2 .
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Hence, reasoning as for (2.9) (resp. (2.10)) we see that ξn = (λn − µ)νn , which establishes the result. Define W : Fˆ → F by



2



W (ˆ q , µ, γ, β) = (q2 , µ, a2 , b2 ) (resp. W (ˆ q , µ, γ, a′ , b′ ) = (q2 , µ, a2 , d2 , δ2 ))



where (3.7) (3.8) (3.9)



a2 =



−1 z(1)+β ,



 b 2 = − β + a2 µ +



1 a2







,   a = z(1) − 1/a′ , b2 = (z 2 (1) + b′ z(1) + µ)/a′ resp. 2 c2 = 1, d2 = (b′ + z(1))/a′ q2 = qˆ + 2z ′ .



Here z = −v ′ /v and v is the solution of the initial value problem (3.10) (3.11)



−v ′′ + qˆv = µv,



v ′ (0) = γ,



v(0) = 1.



As µ < λ0 (ˆ q , γ, β; N N ) (resp. µ < λ0 (ˆ q , γ, a′ , b′ ; N A)) it follows that v(x) > 0 on [0, 1], so indeed z is defined, and a2 > 0 (resp. a2 d2 − b2 > 0) follows from a Sturmian argument as for Lemma 2.2. Further (3.12) (3.13)



z(0) = 2



z +µ =



−γ,



z ′ + qˆ.



We now show that W is an isospectral map, W maps into F , and that W and S are inverses of each other. Let u be the solution of −u′′ + qˆu = λu, u′ (0) = γ, u(0) = 1. and let y = u′ + zu. It now follows from the argument of [3, Theorem 4.2] that λ is in the spectrum of (q2 , a2 , b2 ; DA) (resp. (q2 , a2 , d2 , δ2 ; DB)) if and only if it is in the spectrum of (ˆ q , γ, β; N N ) (resp. (ˆ q , γ, a′ , b′ ; N A)). Thus W is an isospectral map, µ < λ0 (ˆ q , γ, β; N N ) = λ0 (q2 , a2 , b2 ; DA) (resp. µ < λ0 (ˆ q , γ, a′ , b′ ; N A) = λ0 (q2 , a2 , d2 , δ2 ; DB)) , and W (ˆ q , µ, γ, β) ∈ F (resp. W (ˆ q , µ, γ, a′ , b′ ) ∈ F ). With Lemma 3.1 we have thus proved the following result. Lemma 3.2. The map W : Fˆ → F is isospectral, and if the norming constants for the NN (resp. NA) problem P are ξn , then the corresponding norming constants for W P are νn = ξn /(λn − µ). We are now in a position to establish Lemma 3.3. The maps W and S are inverse to each other. P r o o f. We present the proof that W S = I|F ; the proof that SW = I|Fˆ is similar. Adhering to the notation used above we have S(q, µ, a, b) = (ˆ q , µ, γ, β) (resp. S(q, µ, a, d, δ) = (ˆ q , µ, γ, a′ , b′ )) ′ ′ and W (ˆ q , µ, γ, β) = (q2 , µ, a2 , b2 ) (resp. W (ˆ q , µ, γ, a , b ) = (q2 , µ, a2 , d2 , δ2 )). We must prove that q = q2 , a = a2 and b = b2 (resp. q = q2 , a = a2 , b = b2 and d = d2 ). The critical step in the proof is showing that z1 = z.
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Let ζ = 1/w, where w is as defined in (3.3) and (3.2), then ζ ′ /ζ = −w′ /w = −z1 and ζ ′ (0)/ζ(0) = γ. From (3.4) (resp. 3.5)   aµ + b ζ ′ (1)/ζ(1) = −(aµ + b), resp. ζ ′ (1)/ζ(1) = − , cµ + d and from (3.1) we obtain that −ζ ′′ + qˆζ = µζ. Hence ζ ′ /ζ = v ′ /v which, with the initial condition v(0) = 1 = ζ(0), gives ζ(x) = v(x) for all x ∈ [0, 1], and, more significantly z=−



ζ′ w′ = = z1 . ζ w



The definitions of q2 and qˆ now yield q2 = qˆ + 2z ′ = qˆ + 2z1′ = q, from which it is straightforward to show a = a2 and b = b2 (resp. a = a2 , b = b2 and d = d2 ).



4.



2



Main theorems



We first show that the maps we have given are the only ones between problems of types (A), (B) and (C) which preserve the spectrum and norming constants as indicated below. Theorem 4.1. (i) There is one and only one map taking problems of type NA (resp. NB), with spectrum and n norming o constants {λj ; νj }j≥0 , to problems of type DN (resp. DA), with spectrum and norming constants ν



j λj ; λj −λ 0



j≥1



.



(ii) For each µ, there is one and only map taking problems of type DA (resp. DB), with spectrum and norming constants {λj ; νj }j≥0 where λ0 > µ, to problems of type NN (resp. NA), with spectrum and norming constants {λj ; νj (λj − µ)}j≥0 . (iii) The above spectra and norming constants determine each such problem uniquely. P r o o f. Existence for (i) and (ii) is ensured by the work of Sections 2 and 3 respectively. Suppose that there are two distinct problems of the form DN (resp. NN) corresponding to one NA (resp. DA) problem. In this case there are two problems of type DN (resp. NN) with the same spectrum and norming constants, which is not possible, by [12, Theorem 2.3.1]. This establishes uniqueness of the mappings from type A to type C problems as well as the final contention for type A problems. We can now repeat the previous argument for mappings from type B to type A problems to establish their uniqueness, and the final contention for type B problems. 2 Composing the above maps, we obtain direct transformations from problems of type B to type C.



Corollary 4.2. For each µ, there is one and only map taking problems of type NB (resp. DB), with spectrum and norming constants {λj ; νj }j≥0 o where λ0 > µ, to problems of type NN (resp. DN), with spectrum and n norming constants



λ −µ



λj ; νj λjj−λ0



j≥1



.



Remark 4.3. In the transformation from NB to NN problems, the fact that λ0 < λ1 allows us to choose µ = λ0 , so the transformed spectrum and norming constants coincide with the original ones (but for j ≥ 1). We can now give results paralleling those of Gelfand-Levitan [8], but for problems with eigenparameter dependent boundary conditions.
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Theorem 4.4. The sequences λ0 < λ1 < λ2 < ... and νn > 0, n = 0, 1, 2, ..., are the eigenvalues and norming constants of a unique NA problem (q, α, a, b) ∈ L1 × R × R+ × R if and only if    p 1 k 1 λn = π n − + + o (4.1) , 2 n n   1 1 (4.2) +o νn = 2 n and, for N so large that λn 6= 0 for all n ≥ N , √ √      ∞  X λ0 sin λn x sin λn t 1 1 F (x, t) = 1− sin πt n − − 2 sin πx n − λn νn 2 2 n=N



1



has L first derivatives. P r o o f. From the Appendix there exists a unique DN problem with spectrum λ1 < λ2 < ... and norming constants ν1 /(λ1 − λ0 ), ν2 /(λ2 − λ0 ), ... if and only if (4.1), (4.2) and F ∈ W 1,1 (1, 1)2 are all satisfied. The ˆ and R : E ˆ → E being surjective. sufficiency and necessity of the above conditions follows from T : E → E For uniqueness suppose there to be two NA problems with the same spectra and norming constants. Then as T is one-to-one there are two distinct DN problems with identical spectra and norming constants, which contradicts [12, Theorem 2.3.1]. 2 Theorem 4.5. The sequences λ0 < λ1 < λ2 < ... and νn > 0, n = 0, 1, 2, ..., are the eigenvalues and norming constants a unique DA problem (q, a, b) ∈ L1 × R+ × R if and only if    p 1 k , λn = π n + + o n n   1 1 λn νn = , +o 2 n and, for N so large that λn 6= 0 for all n ≥ N , there exists µ < λ0 such that √ √  ∞  X cos λn x cos λn t − 2 cos πxn cos πtn F (x, t) = νn (λn − µ) n=N



1



has L first derivatives. P r o o f. Let µ < λ0 be as stated in the theorem. From [11, Theorem 1.6.1] there exists an NN problem with spectrum λ0 < λ1 < ... and norming constants ν0 (λ0 − µ), ν1 (λ1 − µ), .... By [12, Theorem 2.3.1] and [13, Equ. (4.2)] this problem is unique. The existence of a suitable DA problem follows from S : F → Fˆ being surjective. The sufficiency of (4.3), (4.3) and F ∈ W 1,1 (0, 1)2 follows from [11] and surjectivity of W : Fˆ → F . For uniqueness, let µ < λ0 be arbitrary and suppose there to be two DA problems with the same spectra and norming constants. Let Sµ (q, a, b) = S(q, µ, a, b). Then, as S is one-to-one, Sµ is one-to-one and there are two distinct NN problems with identical spectra and norming constants, which contradicts [12, Theorem 2.3.1]. 2 The following theorems can be verified in a similar manner by considering compositions of the maps constructed in sections 2 and 3. Theorem 4.6. The sequences λ0 < λ1 < λ2 < ... and νn > 0, n = 0, 1, 2, ..., are the eigenvalues and norming constants a unique DB problem (q, a, d, δ) ∈ L1 × R2 × R+ if and only if    p 1 k 1 λn = π n − + + o , 2 n n
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λn νn



=



1 +o 2



  1 n



and, for N so large that λn 6= 0 for all n ≥ N , there exists µ < λ0 such that √ √      ∞  X λ0 − µ sin λn x sin λn t 1 1 F (x, t) = 1− sin πt n − − 2 sin πx n − λn − µ νn λn 2 2 n=N



has L1 first derivatives. Theorem 4.7. The sequences λ0 < λ1 < λ2 < ... and νn > 0, n = 0, 1, 2, ..., are the eigenvalues and norming constants a unique NB problem (q, β, a, d, δ) ∈ L1 × R3 × R+ if and only if    p 1 k , λn = π n − 1 + + o n n   1 1 νn = , +o 2 n and, for N so large that λn 6= 0 for all n ≥ N , there exists µ < λ0 such that √ √   ∞  X λ0 − µ cos λn x cos λn t F (x, t) = 1− − 2 cos πxn cos πtn λn − µ νn n=N



has L1 first derivatives.



5.



Appendix



The solution of the inverse spectral problem for non-Dirichlet boundary conditions is well known, [8], [11], but we found no theorem of the refined form presented in [11, Theorem 1.6.1] for the case of Dirichlet boundary conditions at one end and non-Dirichlet boundary conditions at the other. Hence we include the following theorem as an Appendix for the reader’s convenience. Theorem 5.1. The sequences λ0 < λ1 < λ2 < ... and νn > 0, n = 0, 1, 2, ..., are the eigenvalues and norming constants of a unique Sturm-Liouville boundary value problem (5.1) (5.2)



−y ′′ + qy = y(0) = 0,



(5.3)



y ′ (1) =



λy y ′ (0) = 1 βy(1)



(with finite β) if and only if (5.4)



p λn



(5.5)



νn λn



    1 k 1 = π n+ + +o 2 n n   1 1 +o = 2 n



where (5.6)



√ √     ∞  X 1 1 sin λn x sin λn t sin πt n + − 2 sin πx n + F (x, t) = νn λn 2 2 n=N
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has L1 first derivatives for N sufficiently large that λn 6= 0 for all n ≥ N . P r o o f. Without loss of generality we may assume that λn 6= 0 for all n = 0, 1, 2, .... Given that {λn } and {νn } are the spectral characteristics of a boundary value of the form given in (5.1), (5.2) and (5.3), we show that equation (5.6) and the asymptotics (5.4) and (5.5) are satisfied. That (5.4) holds follows from [12], so we are concerned with (5.5) and (5.6). Let ϕ(x, λ) denote the solution of (5.1) with initial conditions (5.2). From [14] there are functions K(x, t) and H(x, t) with L1 first derivatives such that ϕ(x, λ) √ sin λx √ λ



(5.7) (5.8)



√ √ Z x sin λx sin λt √ = + K(x, t) √ dt λ λ 0 Z x = ϕ(x, λ) + H(x, t)ϕ(x, λ) dt 0



and having x



(5.10)



K(x, 0) = H(x, 0)



1 2 = 0



(5.11)



K(x, t) = H(x, t)



= 0 for all t > x.



(5.9)



K(x, x) = −H(x, x)



=



Z



q(t) dt 0



From (5.7), and from the first derivatives of K(x, t) being in L1 , for real positive λ we obtain (5.12)



ϕ(x, λ) =



√ √   1 sin λx K(x, x) cos λx √ . +o − λ λ λ



Using (5.4) with (5.12) we see that        p K(x, x) cos πx n + 12 1 1 πkx 1  λn ϕ(x, λn ) = sin πx n + + o + + . cos πx n + 1 2 n 2 n π n+ 2



Squaring and integrating the above we obtain (5.5) √ √ λn t We now verify that F (x, t) has L1 first partial derivatives. Replacing the sin λnλnxνsin term in (5.6) by n √  1 2 means of (5.8) and noting that 2 sin πt n + 2 is a complete orthonormal basis for L [0, 1], one concludes via Parseval’s equality, as in [11], that (5.13)



F (x, t) = H(x, t) +



Z



t



H(x, s)H(t, s) ds.



0



Since H(x, t) is known to have L1 first partial derivative, the first half of the proof is complete. We√now proceed to the proof of the inverse result. The critical fact here is that [10] ensures that the set {sin λn x} is a complete linearly independent family for L2 [0, 1]. This enables us to conclude, as in [11], that Z x (5.14) K(x, t) + F (x, t) + K(x, s)F (s, t) ds = 0 0



has a unique solution K(x, t) for 0 ≤ t ≤ x ≤ 1. [We set K(x, t) = 0 for t > x.] Now that K(x, t) has been defined, we define ϕ(x, λ) by (5.7). Proceeding as in [14] (or [11]), we obtain ϕ as a solution of (5.1) with q(x) = 2



dK(x, x) ∈ L1 [0, 1] dx
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with the correct boundary conditions. This establishes existence, and uniqueness comes from [12, Theorem 2.3.1] and standard asymptotic estimates. 2 Acknowledgements P. A. Binding and P. J. Browne: Research supported in part by grants from the NSERC of Canada. B. A. Watson: Research conducted while visiting University of Calgary and University of Saskatchewan and supported in part by the Centre for Applicable Analysis and Number Theory.
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