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ABSTRACT We study the statistical performance of spherical ﬁngerprints for a focused detector which decides whether a user of interest is among the colluders. The colluders create a noise-free forgery by preprocessing their individual copies, and then adding a white Gaussian noise sequence to form the actual forgery. Let N be the codelength, M the number of users, and K the number of colluders. We derive a sphere packing lower bound on the error probability, valid for any triple (N, M, K) and any spherical ﬁngerprinting code.



1. INTRODUCTION Digital ﬁngerprinting schemes are devised for traitor tracing. In applications such as copyright protection, the goal is to deter users from illegally redistributing the digital content. Each user is provided with his own individually marked copy of the content. Although this makes it possible to trace an illegal copy to a traitor, it also allows for users to collude and form a stronger attack. For instance, the colluders may choose some (possibly nonlinear) mapping to estimate the original digital content and then add noise to create a forgery. An example of such attacks is order statistic attacks.1–3 The averaging plus noise attack that has been studied in numerous works3–5 is a example of such attacks. In our problem setup, the ﬁngerprinting scheme is additive, and the ﬁngerprints are chosen from an arbitrary spherical code. A spherical code is one in which the ﬁngerprints are equienergetic. The ideal spherical code is the simplex code when M ≤ N + 1;4 however, when M > N + 1, no simple solution exists. The detector has access to the host signal (non-blind detection) and aims to verify whether a user of interest is colluding. The cost function in this problem is the detector’s worst case probability of error, over all possible coalitions and all possible nonlinear mappings. The main contribution of this paper is to derive a lower bound on the worst case probability of error under the general class of attacks composed of a noiseless forgery satisfying fairness and location-invariant conditions and independent and identically distributed (i.i.d.) Gaussian noise. Our approach is inspired by Shannon’s derivation of the sphere packing bound for the Gaussian channel6 and provides a fundamental performance bound valid for any spherical fingerprinting code. Throughout this paper, we use uppercase letters to denote random variables, lowercase for their individual values, boldface for sequences and vectors, and calligraphic fonts for sets. Mathematical expectation is denoted by the symbol E. The symbols f (N )  g(N ) and f (N ) ∼ g(N ) (asymptotic equality) mean that (N ) f (N ) limN →∞ fg(N ) = 0 and limN →∞ g(N ) = 1, respectively.



2. PROBLEM STATEMENT In this section we describe the mathematical setup of the problem, which is also diagrammed in Fig. 1.
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QM XM + Figure 1. The fingerprinting process and the attack channel.



2.1. Fingerprint Embedding The host is a sequence S = (S(1), . . . , S(N )) ∈ RN of signal samples or scalar features, viewed as deterministic but unknown to the colluders. Fingerprints are added to S, and the marked copies of the signal are distributed to M users. Speciﬁcally, user m is assigned a marked copy Xm = S + Qm



m ∈ {1, . . . , M },



where Qm denotes the ﬁngerprint assigned to user m. The M ﬁngerprints form a constellation in RN . The ﬁngerprints are equienergetic, i.e., they lie on the  N -dimensional sphere with radius N Df , where Df is the embedding distortion per sample. Therefore Xm − S2 = Qm 2 = N Df ,



∀m.



We do not make any other assumption on the ﬁngerprint constellation.



2.2. Attack Model Throughout this paper, we assume that the colluders know that the ﬁngerprints are drawn from a spherical code but do not know their individual ﬁngerprints. There are K colluders, forming a coalition K ⊆ {1, 2, . . . , M }. The attacks take the form Y = fN (XK ) + E



(1)



where XK is a shorthand for {Xk , k ∈ K}. The noise E represents an actual degradation of the signal. It is modeled as a length-N vector drawn from an i.i.d. Gaussian distribution with mean zero and variance σ 2 and is independent of the ﬁngerprints {Qk }. The mean-squared distortion of the forgery Y relative to the host signal S is given by (2) EY − S2 = N Dc , where Dc is the average distortion per sample introduced by the coalition. As we shall see, our sphere packing bound is a function of N , the length of the host signal, M , the number of the ﬁngerprints, and
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K, the number of colluders. We allow K to depend on N . Special cases of interest include a ﬁxed number of colluders, and a number of colluders that grows with N according to a power law: K = N β . For the dependency of M on N , we assume that M grows subexponentially in N , i.e., the rate of the ﬁngerprinting code tends to zero as N → ∞: ln M = 0. (3) lim N →∞ N We focus on the zero-rate regime because it encompasses practical parameter values of interest. In particular, M is upper bounded by the number of humans, so ln M < 23. The mapping fN : RN |K| → RN of (1) is symmetric in its arguments, i.e., any permutation of the index set K does not change the value of fN . We view f as a “noise-free forgery” (to which noise E is added to form the actual forgery, Y). This requirement represents a fairness condition: all members of the coalition incur equal risk. Another requirement of the mapping fN is that it satisﬁes the following location-invariance condition: (4) fN (XK ) = fN (QK ) + S. The order statistic attacks considered in1–3 satisfy both the above requirements. In this paper, we consider memoryless mappings only: fN (XK ) = {f (XK (1)), · · · , f (XK (N ))}, where f : RK → R. The detector aims at determining whether a certain user’s mark is present in the forgery Y. We shall call this detector focused, because it decides whether a particular user of interest is a colluder. It does not aim at identifying all colluders. The focused detector performs a binary hypothesis test which returns a guilty or not guilty verdict for the user it is focused on. Assume the detector is focused on user m and applies the detection rule δm : RN → {0, 1} to the centered data Y − S. Let H0 (m) denote the hypothesis that user m is innocent (m ∈ / K) and H1 (m) the hypothesis that he is guilty (m ∈ K). The possible error events are a false positive (falsely accusing m when he is innocent) and a false negative (declaring m innocent when he is guilty). The probability of these two events generally depends on the user m, detection rule δm , and the attack. We denote the false positive and false negative probabilities by PI (C, f, K, m) PII (C, f, K, m)



= P r[declare m is guilty|H0 (m)] (m ∈ / K) = P r[declare m is not guilty|H1 (m)] (m ∈ K).



(5) (6)



Our approach is to oﬀer a guarantee of performance no matter which coalition was in eﬀect. Therefore, we deﬁne the type I and type II error probabilities by PI (C, f )



 max max PI (C, f, K, m)



(7)



PII (C, f )



 max max PII (C, f, K, m).



(8)



K K



m∈K /



m∈K



Assuming equal priors on the guilt of user m, we deﬁne the overall error as Pe (C, f ) =



1 1 PI (C, f ) + PII (C, f ). 2 2



(9)



3. SPHERE PACKING BOUND We would like to derive a lower bound on the worst case probability of error for attacks of Section 2.2 for a coalition of size at most equal to K. To do so, it suﬃces to ﬁx f . We choose the uniform averaging mapping, f (XK ) =



1  Xk , K k∈K



SPIE-IS&T/ Vol. 6505 65050K-3



which is the most damaging mapping in terms of the random-coding error exponent.7 ∞ Denote by Q(x) = x (2π)−1/2 exp{−u2 /2} du the tail probability of a normal random variable. Theorem 3.1. For any code C and any value of N, M, K, the error probability Pe (C, f ) is at least equal to ⎞ ⎛  M N Df M −1 ⎠ (10) Pe (N, M, K)  Q ⎝  2σ K(K − 1) We refer to this quantity as the sphere packing lower bound on error probability for the Gaussian fingerprinting problem. For M √



√



N , K(K−1)



we have the asymptotic equality Pe (N, M, K) ∼ Q 



 N Df  2σ K(K − 1)



as N → ∞,



which holds no matter how large M is. A key element in the proof of Theorem 3.1 is a technique used by Shannon [6, Sec. 12] to derive the sphere-packing bound for the AWGN channel at low transmission rates. Shannon derived an upper bound 2 d2ub on the average squared distance d between codewords, from which he concluded there is at least one pair of codewords whose squared distance is less than or equal to d2ub . The error probability can then be lower bounded by Q(dub /(2σ)). In the ﬁngerprinting problem, we may think of a supercodebook C ∗ whose elements are of the form  k∈K Qk . The number of elements of the supercodebook is equal to the number of possible coalitions of size i = 2, 3, · · · , K, i.e.,



K  M ∗ |C | = i 1 K



i=2



There are two hypotheses when testing a user m: either m is part of the coalition or it is not. Recalling from (8) that error probability is deﬁned in terms of worst-case coalitions, we seek the coalitions that are most easily confused. Let L be a coalition of size L that includes m and J a coalition of size J that does not include m. Denote by ν ≤ min(L, J) the size of the intersection of L and J . Moreover, since L and J diﬀer by at least one element (m), we must have ν ≤ L − 1 if L = J. Forgeries created by coalitions L and J take the form ⎡ ⎤    1 ⎣ Qk = Qk + Qk ⎦ F1m = L1 L k∈L k∈L∩J k∈L\J ⎡ ⎤    1 ⎣ F0m = J1 Qk = Qk + Qk ⎦ L k∈J k∈L∩J



m∈L



m∈ / J.



(11)



k∈J \L



We consider all possible pairs of coalitions parameterized by L, J, ν and seek the average squared distance 2 d (L, J, ν) between forgeries created by such pairs of coalitions. We establish the following upper bound: 2



d (L, J, ν) ≤



(J + L − 2ν)N Df M . JL M −1
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(12)



Observe that J + L − 2ν ≥ 1, with equality when L = K and J = ν = K − 1. These turn out to be the parameter values that minimize the upper bound in (12). We have 2



min d (L, J, ν) ≤ d2ub 



L,J,ν



M N Df . K(K − 1) M − 1



(13)



That is, confusion is maximized when L has maximal size K and J includes all elements of L except for user m. At this point, we invoke a variation of Shannon’s argument in [6, p. 647]. If the average squared distance over all such pairs of forgeries is upper bounded by d2ub , there must exist some forgery pair (F1m , F0m ) for which the upper bound holds. The best detection rule for this pair would be a hyperplane normal to the straight line segment joining the pair. Given the noise distribution is Gaussian, the error probability for this forgery pair is at least Q (dub /(2σ)). Therefore, we can lower bound the overall error probability Pe (C) by (10): 



dub Pe (N, M, K) = Q , 2σ and Pe (C) only vanishes in the regime where K(K − 1)  N , i.e., β < 12 . We now derive the inequality (12). To this end, we use the following lemma, whose proof follows from Lemma 1 in.4 N Lemma 3.2. Let {Qm }M with energy m=1 denote the M equienergetic codewords from a constellation in R N Df . Then  1 −N Df , QTj Q ≥ M (M − 1) j M −1 =j



with equality if M ≤ N + 1 and the constellation is a simplex. The distance between the two forgeries of (11) is given by    1   1   F1m − F0m  =  Qk − Qk   L J k∈L k∈J     



  1   1 1 1  =  − Q + Q − Q k k k L  L J J  k∈L\J  k∈L∩J k∈J \L



(14)



where |L \ J | = L − ν,



|L ∩ J | = ν,



|J \ L| = J − ν.



Denote by Avg(v(L, J )) the average of a quantity v(L, J ) over all possible pairs of coalitions (L, J ) with
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parameters L, J, ν. We obtain 2



d (L, J, ν)



  = Avg F1m − F0m 2 ⎞ ⎛    1 J −L 1 = Avg ⎝ Qk + Qk − Qk 2 ⎠ L JL J k∈L∩J k∈L\J k∈J \L ⎞ ⎞ ⎛ ⎛ 







2    J −L 1 1 = Avg ⎝ Qk 2 ⎠ + Avg  Qk 2 + 2 Avg ⎝ Qk 2 ⎠ L2 JL J k∈L∩J k∈L\J k∈J \L ⎛⎛ ⎛⎛ ⎞ ⎞T ⎞T ⎛ ⎞⎞ 



  J −L 2 ⎜  ⎜  ⎟ ⎟ +2 2 Avg ⎝⎝ Avg ⎝⎝ Qk ⎠ Qk ⎠ − Qk ⎠ ⎝ Qk ⎠⎠ L J JL ⎛ 



k∈L\J



k∈L∩J 



T ⎛



⎞⎞



k∈L\J



k∈J \L



  J −L ⎝ ⎝ Avg Q Qk ⎠⎠ k LJ 2 k∈L∩J k∈J \L ⎞ ⎞ ⎛ ⎛ 







2    J − L 1 1 Avg ⎝ Qk 2 ⎠ + Avg Qk 2 + 2 Avg ⎝ Qk 2 ⎠ L2 JL J k∈L∩J k∈L\J k∈J \L   



2   J −L (L − ν)(L − ν − 1) (J − ν)(J − ν − 1) + + ν(ν − 1) + Avgk=l QTk Ql 2 2 L LJ J     (J − L)(L − ν)ν (L − ν)(J − ν) (J − L)ν(J − ν) +2 − − Avgk=l QTk Ql L2 J JL LJ 2 J 2 (L − ν) + (J − L)2 ν + L2 (J − ν) N Df J 2 L2   J(J − L)(L − ν)ν − JL(L − ν)(J − ν) − L(J − L)ν(J − ν) − Avgk=l QTk Ql 2 2 J L   J + L − 2ν J + L − 2ν N Df − Avgk=l QTk Ql JL JL 



J + L − 2ν 1 (15) 1+ N Df , JL M −1 −2



=



=



= ≤



where we obtain the inequality by ﬁrst noting that J + L − 2ν > 0 and then by application of Lemma 3.2. This establishes (12) and therefore concludes the proof. 
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5. DISCUSSION We have derived a sphere packing lower bound on error probability for spherical ﬁngerprints and identiﬁed a regime, namely N K(K − 1), where this lower bound on the error probability vanishes. When the number of ﬁngerprints M ≤ N + 1, simplex ﬁngerprints achieve the sphere packing lower bound.4
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