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Some numerical examples



What is splitting? Given the initial value problem x 0 = f (x),



x0 = x(0) ∈ RD



(1)



with f : RD −→ RD and solution ϕt (x0 ), suppose that f =



m X



f [i] ,



f [i] : RD −→ RD



i=1



such that x 0 = f [i] (x),



x0 = x(0) ∈ RD ,



i = 1, . . . , m



(2)



[i]



can be integrated exactly, with solutions x(h) = ϕh (x0 ) at t = h. Then [m] [2] [1] χh = ϕh ◦ · · · ◦ ϕh ◦ ϕh (3) verifies χh (x0 ) = ϕh (x0 ) + O(h2 ).



First order approximation



What is splitting?



Three steps in splitting: 1



choosing the set of functions f [i] such that f =



P



i



f [i]



2



solving either exactly or approximately each equation x 0 = f [i] (x)



3



combining these solutions to construct an approximation for x 0 = f (x)



Remark: equations x 0 = f [i] (x) should be simpler to integrate than the original system.



Some advantages of splitting methods: Simple to implement. They are, in general, explicit. Their storage requirements are quite modest. They preserve structural properties of the exact solution: symplecticity, volume preservation, time-symmetry and conservation of first integrals Splitting methods constitute an important class of geometric numerical integrators Aim of geometric numerical integration: reproduce the qualitative features of the solution of the differential equation being discretised, in particular its geometric properties.



Example 1: symplectic Euler and leapfrog



Hamiltonian H(q, p) = T (p) + V (q), Equations of motion: q 0 = Tp (p),



q, p ∈ Rd . p0 = −Vq (q)
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Example 1: symplectic Euler and leapfrog



Hamiltonian H(q, p) = T (p) + V (q), Equations of motion: q 0 = Tp (p),



q, p ∈ Rd . p0 = −Vq (q)



Euler method: qn+1 = qn + hTp (pn ) pn+1 = pn − hVq (qn ).



(4)



H is the sum of two Hamiltonians, the first one depending only on p and the second only on q with equations q 0 = Tp (p) p0 = 0



and



q0 = 0 p0 = −Vq (q)



(5)



Example 1: symplectic Euler and leapfrog



Solution: [T ]



:



q(t) = q0 + t Tp (p0 ) p(t) = p0



[V ]



:



q(t) = q0 p(t) = p0 − t Vq (q0 )



ϕt ϕt



(6)



Composing the t = h flows gives the scheme [T ]



[V ]



χh ≡ ϕh ◦ ϕh :



pn+1 = pn − h Vq (qn ) qn+1 = qn + h Tp (pn+1 ).



(7)



χh is a symplectic integrator, since it is the composition of flows of two Hamiltonians: symplectic Euler method



Example 1: symplectic Euler and leapfrog [V ]



[T ]



By composing in the opposite order, ϕh ◦ ϕh , another first order symplectic Euler scheme: [V ]



[T ]



χ∗h ≡ ϕh ◦ ϕh :



qn+1 = qn + h Tp (pn ) pn+1 = pn − h Vq (qn+1 ).



(8)



(8) is the adjoint of χh . Another possibility: ‘symmetric’ version [2]



[V ]



[T ]



[V ]



Sh ≡ ϕh/2 ◦ ϕh ◦ ϕh/2 , Strang splitting, leapfrog or Störmer–Verlet method [2]



Observe that Sh = χh/2 ◦ χ∗h/2 and it is also symplectic and second order.



(9)



Example 2: Simple harmonic oscillator H(q, p) = 12 (p2 + q 2 ), where now q, p ∈ R. Equations:  0  h      q 0 1 0 0 i q 0 x ≡ = + = (A+B) x. p0 0 0 −1 0 p | {z } | {z } A



Euler scheme: 



qn+1 pn+1



B







 =



1 h −h 1







qn pn



 ,



Symplectic Euler method:        1 h qn qn+1 qn hB hA = =e e . pn+1 pn pn −h 1 − h2



Example 2: Simple harmonic oscillator Both render first order approximations to the exact solution x(t) = eh(A+B) x0 , but there are important differences Symplectic Euler is area preserving and 1 2 1 2 (p + hpn+1 qn+1 + qn+1 ) = (pn2 + hpn qn + qn2 ). 2 n+1 2 Symplectic Euler is the exact solution at t = h of the perturbed Hamiltonian system ˜ H(q, p, h) = =



2 arcsin(h/2) 2 √ (p + h p q + q 2 ) (10) h 4 − h2   1 2 1 1 2 2 2 (p + q ) + h pq + h(p + q ) + · · · . 2 2 12



Example 2: Simple harmonic oscillator



How these features manifest in practice? Initial conditions (q0 , p0 ) = (4, 0) and integrate with a time step h = 0.1 (same computational cost) with Euler and symplectic Euler Two experiments: 1 2



Represent the first 5 numerical approximations Represent the first 100 points in the trajectory



Example 2: Simple harmonic oscillator h=1/10



h=1/10 6
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Euler method (white circles) and the symplectic Euler method (black circles) with initial condition (q0 , p0 ) = (4, 0) and h = 0.1.



Example 3: The 2-body (Kepler) problem



Hamiltonian 1 1 H(q, p) = T (p)+V (q) = (p12 +p22 )− , 2 r



r=



q



q12 + q22 .



Initial condition: r q1 (0) = 1−e,



q2 (0) = 0,



p1 (0) = 0,



p2 (0) =



1+e , 1−e



0 ≤ e < 1 is the eccentricity of the orbit. Total energy H = H0 = −1/2, period of the solution is 2π. Two experiments with e = 0.6. We compare Euler and symplectic Euler



Example 3: The 2-body (Kepler) problem



ERROR ENERGY: e=1/5



ERROR POSITION: e=1/5
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Average error in energy does not grow for symplectic methods and the error in positions grows only linearly with time, in contrast with Euler and Heun schemes.



More examples Hamiltonian systems Poisson systems Lotka–Volterra eqs., ABC-flow, Duffing oscillator (‘conformal Hamiltonian’) PDEs discretized in space (Schrödinger eq., Maxwell equations) coming from Celestial Mechanics Molecular dynamics Quantum physics Electromagnetism Particle accelerators



Conclusions (until now)



Symplectic Euler and leapfrog provides a good qualitative description including preservation of invariants and structures in phase space. Favourable error propagation in long-time integration
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Conclusions (until now)



Symplectic Euler and leapfrog provides a good qualitative description including preservation of invariants and structures in phase space. Favourable error propagation in long-time integration ... although the order of accuracy is very low Examples of geometric numerical integrators Question: is it possible to build higher order schemes within this class? YES! Question: is it possible to build higher order schemes within with real positive coefficients?



Yoshida–Suzuki technique From leapfrog S [2] : R2d → R2d (2nd order) one gets a 4th order integrator S [4] : R2d → R2d as [4]



[2]
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[2]



Sh = Sαh ◦ Sβh ◦ Sαh , 2α + β = 1,



2α3 + β 3 = 0
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[2]



[2]



[2]



Sh = Sαh ◦ Sβh ◦ Sαh , 2α + β = 1, α=



1 > 1, 2 − 21/3



2α3 + β 3 = 0 β = 1 − 2α < 0
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[2]



Sh = Sαk h ◦ · · · ◦ Sα1 h
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In general, [4]



[2]



[2]



Sh = Sαk h ◦ · · · ◦ Sα1 h Order conditions k X i=1



αi = 1,



k X i=1



αi3 = 0



Yoshida–Suzuki technique From leapfrog S [2] : R2d → R2d (2nd order) one gets a 4th order integrator S [4] : R2d → R2d as [4]
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1 > 1, 2 − 21/3



β = 1 − 2α < 0



In general, [4]



[2]



[2]



Sh = Sαk h ◦ · · · ◦ Sα1 h Order conditions k X i=1



αi = 1,



k X i=1



αi3 = 0



⇒



∃ j / αj < 0



[b]



[a]



Let f = f [a] + f [b] and χh = ϕh ◦ ϕh ,



[a]



[b]



χ∗h = ϕh ◦ ϕh



[b]



[a]



Let f = f [a] + f [b] and χh = ϕh ◦ ϕh , [b]



[a]



[b]



[b]



[a]



[b]



χ∗h = ϕh ◦ ϕh [a]



[b]



ψh = ϕbs+1 h ◦ ϕas h ◦ ϕbs h ◦ · · · ◦ ϕb2 h ◦ ϕa1 h ◦ ϕb1 h



[b]



[a]



Let f = f [a] + f [b] and χh = ϕh ◦ ϕh , [b]
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Let f = f [a] + f [b] and χh = ϕh ◦ ϕh , [b]
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bj+1 = α2j + α2j+1



with α0 = α2s+1 = 0
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Let f = f [a] + f [b] and χh = ϕh ◦ ϕh , [b]
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αi3 = 0
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with α0 = α2s+1 = 0



[b]



[a]



Let f = f [a] + f [b] and χh = ϕh ◦ ϕh , [b]



[a]



[b]
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[b]
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bj+1 = α2j + α2j+1



Order conditions  s X  3 3   (α2j−1 + α2j )=0 2s  X 3 j=1 αi = 0   i=1  



with α0 = α2s+1 = 0



s X j=0



3 3 (α2j + α2j+1 )=0



[b]
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with α0 = α2s+1 = 0



s X



3 3 (α2j + α2j+1 )=0



j=0 3 + α3 ∃ l / α2l 2l+1 < 0
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Order conditions  s X  3 3   (α2j−1 + α2j )=0 2s  X 3 j=1 αi = 0 3 3   ∃ k / α2k i=1  −1 + α2k < 0  ak = α2k −1 + α2k < 0



with α0 = α2s+1 = 0



s X



3 3 (α2j + α2j+1 )=0



j=0 3 + α3 ∃ l / α2l 2l+1 < 0 bl = α2l + α2l+1 < 0



S. Blanes and F. Casas, Appl. Numer. Math., 54 (2005), 23–37.



More examples



Evolutionary PDEs. (a) The linear heat equation with potential ∂ u = 4u + V (x)u ∂t (b) The linear and non-linear Schrödinger equation (~ = 1):   1 2 ∂ 2 ∇ + V (x) + α|Ψ(x, t)| Ψ(x, t). i Ψ(x, t) = − ∂t 2m



Methods with Complex Coefficients Given a symmetric 2nd order S [2] one gets a 4th order integrator S [4] : R2d → R2d as [4]



[2]



[2]



[2]



Sh = Sαh ◦ Sβh ◦ Sαh ,  1   ,  α= 2α + β = 1, 2 − 21/3 e2ik π/3 ⇒ 1/3 2ik π/3 2α3 + β 3 = 0   β= 2 e , 2 − 21/3 e2ik π/3



k = 0, 1, 2
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Sh = Sαh ◦ Sβh ◦ Sαh ,  1   ,  α= 2α + β = 1, 2 − 21/3 e2ik π/3 ⇒ 1/3 2ik π/3 2α3 + β 3 = 0   β= 2 e , 2 − 21/3 e2ik π/3 where Re[α], Re[β] > 0.
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Methods with Complex Coefficients Given a symmetric 2nd order S [2] one gets a 4th order integrator S [4] : R2d → R2d as [4]
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Sh = Sαh ◦ Sβh ◦ Sαh ,  1   ,  α= 2α + β = 1, 2 − 21/3 e2ik π/3 ⇒ 1/3 2ik π/3 2α3 + β 3 = 0   β= 2 e , k = 0, 1, 2 2 − 21/3 e2ik π/3 where Re[α], Re[β] > 0. A simpler scheme is given by [3]



[2]



[2]



Sh = Sαh ◦ Sβh 



α + β = 1, ⇒ α= α3 + β 3 = 0



1 2



√



−i



3 6 ,



β=



1 2



√



+i



3 6



In addition, it is easy to see that the leading error at order O(h4 ) is purely imaginary.



Projection into the real space Let Φ(h) = ehF denote the exact solution and Sp (h) a method of order p with complex coefficients then, formally   Sp (h) = exp hF + hp+1 (FR + iFI ) FR , FI are elements of the Lie algebra associated to F .



Projection into the real space Let Φ(h) = ehF denote the exact solution and Sp (h) a method of order p with complex coefficients then, formally   Sp (h) = exp hF + hp+1 (FR + iFI ) FR , FI are elements of the Lie algebra associated to F . The complex conjugate is also a method of the same order and   Sp∗ (h) = exp hF + hp+1 (FR − iFI )
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Projection into the real space Let Φ(h) = ehF denote the exact solution and Sp (h) a method of order p with complex coefficients then, formally   Sp (h) = exp hF + hp+1 (FR + iFI ) FR , FI are elements of the Lie algebra associated to F . The complex conjugate is also a method of the same order and   Sp∗ (h) = exp hF + hp+1 (FR − iFI ) To project into the real space xn+1 = Re (Sp (h)xn ) is equivalent to xn+1 =



 1 Sp (h) + Sp∗ (h) xn 2



Local projection into the real space



 1 Sp (h) + Sp∗ (h) 2



Local projection into the real space



=



 1 Sp (h) + Sp∗ (h) 2     1 exp hF + hp+1 (FR + iFI ) + exp hF + hp+1 (FR − iFI ) 2



Local projection into the real space



 1 Sp (h) + Sp∗ (h) 2     1 = exp hF + hp+1 (FR + iFI ) + exp hF + hp+1 (FR − iFI ) 2     1 = ehF exp hp+1 (FˆR + i FˆI ) + exp hp+1 (FˆR − i FˆI ) 2



Local projection into the real space



 1 Sp (h) + Sp∗ (h) 2     1 = exp hF + hp+1 (FR + iFI ) + exp hF + hp+1 (FR − iFI ) 2     1 = ehF exp hp+1 (FˆR + i FˆI ) + exp hp+1 (FˆR − i FˆI ) 2   1 = ehF I + hp+1 F˜R + h2(p+1) G 2



Local projection into the real space



= = = =



 1 Sp (h) + Sp∗ (h) 2     1 exp hF + hp+1 (FR + iFI ) + exp hF + hp+1 (FR − iFI ) 2     1 ehF exp hp+1 (FˆR + i FˆI ) + exp hp+1 (FˆR − i FˆI ) 2   1 ehF I + hp+1 F˜R + h2(p+1) G 2  ˆ exp hF + hp+1 FR + h2(p+1) G



ˆ is not in the Lie algebra where G Projection ≡ pseudogeometric method up to order 2p + 1



Global projection into the real space If we project at the end of the integration: t = Nh  1 N Sp (h) + (Sp∗ (h))N 2



Global projection into the real space If we project at the end of the integration: t = Nh



=



 1 N Sp (h) + (Sp∗ (h))N 2 1 (exp (tF + thp (FR + iFI )) + exp (tF + thp (FR − iFI ))) 2



Global projection into the real space If we project at the end of the integration: t = Nh  1 N Sp (h) + (Sp∗ (h))N 2 1 = (exp (tF + thp (FR + iFI )) + exp (tF + thp (FR − iFI ))) 2     1 = etF exp thp (FˆR + i FˆI ) + exp thp (FˆR − i FˆI ) 2
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Error in Global Projection vs. Error in Local Projection EGP = O(hp ) + t 2 O(h2p ),



ELP = O(hp ) + tO(h2p+1 )



Higher orders by recursion From a symmetric method S [2n] (h) of order 2n one can build another symmetric method of order 2n + 2 by the symmetric composition mn Y (n) S [2n] (αi h) S [2n+2] (h) = i=1
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(αi )3 = 0
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In Castella, Chartier, Descombes, & Vilmart, BIT 49 (2009), 487-508, and Hansen & Ostermann, BIT 49 (2009), 527-542, different procedures were followed to rise the order while keeping coefficients with positive real part. The highest order which they obtained was 14. Is it possible to get higher orders? If higher order methods exist, we must use a different procedure to obtain them.
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Proof If ∃ σ / {αi } ⊂ Ωσ (



π ) ⇒ {αi2p+1 } ⊂ Ωσ (π) 2p + 1



but a linear combinations of elements of Ωσ (π) can not vanish.
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P π If nj=1 2j+1 > π then ∃ Re(αj ) < 0 for some j. This occurs for n > 6, i.e. for order > 14!!



Example: Simple harmonic oscillator



H(q, p) = 12 (p2 + q 2 ), where now q, p ∈ R. Equations:  0  h      q 0 1 0 0 i q 0 x ≡ = + = (A+B) x. p0 0 0 −1 0 p | {z } | {z } A



B



Example: Simple harmonic oscillator
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Example: Simple harmonic oscillator
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Example: The Volterra-Lotka problem



Consider now the Volterra–Lotka problem u˙ = u(v − 2),



v˙ = v (1 − u).



(11)



The vector field f (u, v ) = (u(v − 2), v (1 − u)) can be separated in two solvable parts and this can be done in different ways. We consider the following split: fA = (u(v − 2), 0) and fB = (0, v (1 − u)) We take: initial conditions (u0 , v0 ) = (2, 4), t = 20000 × 2π measure the relative error in the first integral, |I − I0 |/|I0 | with I(u, v ) = ln(uv 2 ) − (u + v ).



Example: The Volterra-Lotka problem
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Examples) (a) The linear heat equation with potential ∂ u = 4u + V (x)u = (A + B)u ∂t Complex coefficients with positive real part for A. No restriction for B. (b) The linear Schrödinger equation (~ = 1):   ∂ 1 2 i Ψ(x, t) = − ∇ + V (x) Ψ(x, t)(= (A+B)u) ∂t 2m Real (positive or negative) coefficients for A. Real/complex coefficients for B. (c) The LSE integrated in the pure imaginary time (to obtain the eigenfunctions and eigenvalues):   ∂ 1 2 Ψ(x, τ ) = ∇ − V (x) Ψ(x, τ ) = (A + B)u ∂τ 2m Complex coefficients with positive real part for A. No restriction for B.



Conclusions Splitting methods are efficient and very flexible numerical integrator Some problems require forward time steps. One can use high order methods with complex coefficients Splitting methods with complex coefficients require a more careful implementation The performance of these methods strongly depend on the structure of the equations



References E. Hairer, C. Lubich, and G. Wanner, Geometric Numerical Integration. 31, Springer-Verlag, (2006). R.I. McLachlan and R. Quispel, Splitting methods, Acta Numerica 11 (2002), pp. 341-434. SB, F. Casas, and A. Murua, Splitting and composition methods in the numerical integration of differential equations. Bol. Soc. Esp. Math. Apl., 45 (2008), 87–143. SB, F. Casas, and A. Murua, Splitting methods with complex coefficients. Bol. Soc. Esp. Math. Apl., 50 (2010), 47–61. F. Castella, P. Chartier, S. Descombes, and G. Vilmart, Splitting methods with complex times for parabolic equations, BIT 49 (2009), 487–508. E. Hansen and A. Ostermann, High order splitting mehtods for analytic semigroup exist, BIT 49 (2009), 527–542.
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