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ABSTRACT In this paper, we apply stacking, an ensemble learning method, to the problem of building hybrid recommendation systems. We also introduce the novel idea of using runtime metrics which represent properties of the input users/items as additional metafeatures, allowing us to combine component recommendation engines at runtime based on user/item characteristics. In our system, component engines are level-1 predictors, and a level-2 predictor is learned to generate the final prediction of the hybrid system. The input features of the level-2 predictor are predictions from component engines and the runtime metrics. Experimental results show that our system outperforms each single component engine as well as a static hybrid system. Our method has the additional advantage of removing restrictions on component engines that can be employed; any engine applicable to the target recommendation task can be easily plugged into the system.



Categories and Subject Descriptors H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval – Information filtering, Retrieval models, Selection process. I.2.6 [Artificial Intelligence]: Learning.



General Terms Algorithms, Design.



Keywords Hybrid recommender systems, engine hybridization, collaborative filtering, content-based recommender, machine learning, ensemble learning, stacking, stacked generalization, meta-feature.



1. INTRODUCTION In the past two decades, a number of recommendation engines have been developed for a wide range of applications. Contentbased recommendation engines are typically used when a user's interests can be correlated with the description (content) of items that the user has rated. An example is the newsgroup filtering system NewsWeeder [16]. Collaborative filtering engines are Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. RecSys’09, October 23–25, 2009, New York, New York, USA. Copyright 2009 ACM 978-1-60558-435-5/09/10...$10.00.



another popular type which utilize users' preferences on items to define similarity among users and/or items. An example is the GroupLens system [15]. Other recommendation technologies include knowledge-based approaches, utility-based filtering, etc [9]. Previous research has shown that each of these engines has pros and cons [1, 9, 21]. For example, collaborative filtering engines depend on overlap in ratings (whether implicit or explicit) across users, and perform poorly when the ratings matrix is sparse. This causes difficulty in applications such as news filtering, where new items are entering the system frequently. Content-based engines are less affected by the sparsity problem, because a user's interests can be based on very few ratings, and new items can be recommended based on content similarity with existing items. However, content-based engines require additional descriptive item data, for example, descriptions for home-made video clips, which may be hard to obtain. And experiments have shown that, in general, collaborative filtering engines are more accurate than contentbased engines [2]. Real-world recommendation systems are typically hybrid systems that combine multiple recommendation engines to improve predictions (see Burke [9] for a summary of different ways that recommendation engines can be combined). Previous research on hybridization has mostly focused on static hybridization schemes which do not change at runtime for different input users/items. For example, one widely used hybridization scheme is a weighted linear combination of the predictions from component engines [5, 10], where the weights can be uniform or non-uniform. Pazzani [20] also proposed a voting schema to combine recommendations. In this paper, we focus on building hybrid recommendation systems that exhibit the following two properties: 1.



The system should adjust how component engines are combined depending on properties of the inputs. For example, collaborative filtering engines are less accurate when the input user has few ratings on record; the system should reduce the weights of these engines for this type of user.



2.



The system should allow not only linear combinations but also non-linear combinations of predictions from component engines. For example, a piecewise linear function may be preferable to a simple linear function if a component engine is known to be accurate when its predictions are within a certain range but inaccurate outside this range.



To achieve these two goals, we apply stacking, an ensemble learning method, to solve the problem of building hybrid recom-



mendation systems. The main idea is to treat component engines as level-1 predictors, and to learn a level-2 predictor for generating the final prediction of the hybrid system. We also introduce the novel idea of using runtime metrics as additional metafeatures, allowing us to use characteristics of the input user/item when determining how to combine the component recommendation engines at runtime. These runtime metrics are properties of the input user/item that are related to the precisions of the component engines. For example, the number of items that the input user has previously rated may indicate how well a collaborative filtering engine will perform. By employing different learning algorithms for learning the level-2 predictor, we can build systems with either linear or non-linear combinations of predictions from component engines. We name our method and the resulting system STREAM (STacking Recommendation Engines with Additional Meta-features). The paper is organized as follows. In the next section, we discuss related work. Section 3 describes our STREAM approach in detail. Section 4 demonstrates how to build a STREAM system for a movie recommendation application and discusses how to apply the concepts to other domains. Section 5 presents experimental results. Section 6 concludes the paper with discussion.



2. RELATED WORK The BellKor system that won the first annual progress prize of the Netflix competition [6, 19] is a statically weighted linear combination of 107 collaborative filtering engines. The weights are learned by a linear regression on the 107 engine outputs [5]. This method is actually a special case of STREAM wherein no runtime metrics are employed and the level-2 predictor is learned by linear regression. Some hybrid recommendation systems choose the “best” component engine for a particular input user/item. For example, the Daily Learner system [7] selects the recommender engine with the highest confidence level. However, this method is not generally applicable for two reasons. First, not all engines generate output confidence scores for their predictions. Second, confidence scores from different engines are not comparable. Scores from different recommendation engines typically have different meanings and may be difficult to normalize. There are also hybrid recommendation systems that use a linear combination of component engines with non-static weights. For example, the P-Tango system [10] combines a content-based engine and a collaborative filtering engine using a non-static userspecific weighting scheme: it initially assigns equal weight to each engine, and gradually adjusts the weights to minimize prior error as users make ratings. This scheme combines engines in different ways for different input users. However, the prior error of an engine may not be a sufficient indicator of the quality of its current prediction. For instance, the prior error of a collaborative filtering engine is probably lower than that of a content-based engine for a user who has rated 100 items. But if the two engines



are asked to predict this user’s rating on a new item, the contentbased engine will probably make a better prediction because the collaborative filtering engine is unable to predict ratings for new items. Another disadvantage of this method is the rise in computational cost of minimizing the prior error as ratings accumulate. There have been several research efforts to apply machine learning / artificial intelligence methods to the problem of combining different recommendation technologies (mostly content-based and collaborative filtering). These typically focus on building unified models that combine features designed for different recommendation technologies. For example, Basu, Hirsh & Cohen applied the inductive rule learner Ripper to the task of recommending movies using both user ratings and content features [4]. Basilico & Hofmann designed an SVM-like model with a kernel function that is based on joint features of user ratings as well as attributes of items or users [3]. Our goal in this paper, however, is to build hybrid recommendation systems that combine the outputs of individual recommendation engines into one final recommendation. We treat the component engines as black boxes, making no assumption on what underlying algorithms they implement. In the latter sections of this paper, we will show that any engine applicable to the target recommendation task can be easily plugged into our STREAM system. Anytime a new engine is added or an old engine is removed, all we need to do is re-learn the level-2 predictor. This allows system designers to flexibly customize the hybrid recommendation system with their choice of component engines.



3. OUR APPROACH In this section, we first introduce the stacking method in ensemble learning. We then describe how we apply it to solve the engine hybridization problem with runtime metrics as additional metafeatures. Finally we demonstrate our STREAM framework.



3.1 Stacking: An Ensemble Learning Method Stacking (also called Stacked Generalization) is a state-of-the-art ensemble learning method that has been widely employed in the machine learning community. The main question it addresses is: given an ensemble of classifiers learned on the same set of data, can we map the outputs of these classifiers to their true classes? The stacking method was first introduced by Wolpert in [26]. The main idea is to first learn multiple level-1 (base) classifiers from the set of original training examples using different learning algorithms, then learn a level-2 (meta) classifier using the predictions of the level-1 classifiers as input features. The final prediction of the ensemble is the prediction of the level-2 classifier. Training examples for the level-2 classifier are generated by performing cross-validation [12] on the set of original training examples. The idea of stacking classifiers was extended to stacking regressors by Breiman [8], where both level-1 predictors and the level-2 predictor are regression models that predict continuous values instead of discrete class labels.
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Level-2 Predictor: R(u, i) = f (M1, M2, …, Mm, P1, P2, … Pn) Figure 1. STREAM Framework.



The level-2 predictor can be learned using a variety of learning algorithms. We call these learning algorithms meta-learning algorithms in order to distinguish them from the learning algorithms used to learn the level-1 predictors. Dzeroski & Zenko [11] empirically compared stacking with several meta-learning algorithms, reaching the conclusion that the model tree learning algorithm outperforms others. They also reported that stacking with model trees outperforms a simple voting scheme as well as a “select best” scheme that selects the best of the level-1 classifiers by cross-validation.



We call these new meta-features runtime metrics. For example, the runtime metric, “the number of items the input user has previously rated,” might be applicable to the problem in the previous paragraph. In general, the runtime metrics are both application domain specific and component engine specific. Therefore, we cannot define a set of runtime metrics that work for all applications. Instead, in the next section we will describe a set of runtime metrics defined for a movie recommendation application and discuss general characteristics of these metrics for other applications.



3.2 Stacking Recommendation Engines with Additional Meta-features



3.3 STREAM Framework



We are addressing the problem of combining predictions from multiple recommendation engines to generate a single prediction. To apply the stacking method to the engine hybridization problem, we first define each component recommendation engine as a level-1 predictor. We treat each engine as a black box that returns a prediction given the input. Then we learn a level-2 predictor, using a meta-learning algorithm, with predictions of the component engines as meta-features. The level-2 predictor can be either a linear function or a non-linear function based on the metalearning algorithm employed. This satisfies one of our two goals: support for non-linear combinations of predictions from component engines, as well as linear combinations. However, this method fails to achieve the other goal: we want a system that can adjust how the component engines are combined depending on the input values. For example, suppose there are two users A and B, with user A rating only 5 items, while user B rates 100 items. It is likely that the collaborative filtering engine works better for user B than for user A, while the content-based engine may work equally well for both of them. Thus, the weight on the collaborative filtering engine should be higher when the system is predicting for user B than for user A. To achieve our goal of a system that adapts to the input, we define new meta-features that indicate the expected quality of the predictions from the component engines. These new meta-features are properties of the input users/items that can be computed at runtime, in parallel with the predictions from the component engines.



Figure 1 illustrates our STREAM framework. To be concrete, we assume that the recommendation task is to predict R(u, i), the rating of the input user u on the input item i. We call the input (u, i) a user-item pair. The system's background data consists of historical ratings known to the system and possibly additional information such as item content. The framework does not place restrictions on the algorithms used inside the component engines. The only requirement for an engine is that given an input useritem pair and a set of background data, it must return a predicted rating. MetricEvaluator is a component for computing the runtime metrics. The engines' predictions  and the values of the runtime metrics  are passed to the level-2 predictor f(·), which is a function of the engines’ predictions and the runtime metrics, to generate a final prediction R(u, i). Figure 2 shows the underlying meta-learning problem in STREAM. The input vector to the level-2 predictor is in the top dotted ellipse and the output value of the level-2 predictor is in the bottom dotted ellipse. This gives us a standard machine learning problem. To learn the model, we first generate a set of training examples in the format (, PT) where Mi is the value of the i-th runtime metric evaluated for a user-item pair, Pj is the prediction of the j-th component engine for this user-item pair, and PT is the user’s true rating for this item. We then apply an appropriate meta-learning algorithm to learn a model from these training examples. If the ratings are ordered numbers, this meta-learning problem is a regression prob-



filtering engine, an item-based collaborative filtering engine, and a content-based engine.



MetricEvaluator



Engines







Level-2 Predictor



Prediction: R(u, i) Figure 2. The meta-learning problem in STREAM. lem. If the ratings are unordered categories (e.g., “Buy” / “No Buy”), this meta-learning problem is a classification problem. To generate the training examples, we perform a cross-validation on the background data. The general idea is to simulate real testing by splitting the original background data into two parts: cv_background data which is used as background data for the component engines and the MetricEvaluator, and cv_testing data on which the learned model is tested. For each user-item pair in the testing data, an input vector  can be generated by running the MetricEvaluator on the input user-item pair and by requesting predictions of the component engines. The true rating for this user-item pair (PT) is known, giving us a complete training example.



4. PREDICTING MOVIE RATINGS: AN APPLICATION Predicting users' movie ratings is one of the most popular benchmark tasks for recommender systems. Ratings are typically represented by numbers between 1 and 5, where 5 means “absolutely love it” and 1 means “certainly not the movie for me”. There are several publicly available data sets for this problem. To demonstrate our STREAM method, we built a movie recommendation system and evaluated it on the widely used MovieLens data set [18]. This data set consists of 100,000 ratings from 943 users on 1682 movies --- each user rates 4.3% of the movies on average. Each record in this data set is a triplet . The MovieLens data set contains only the title, year, and genre for each movie. This is insufficient for useful recommendations from a content-based engine. Therefore, we augmented this data set with movie information extracted from the IMDb movie content collection [14]. After augmentation, the movie contents included the title, year, genre, keywords, plot, actor, actress, director, and country. Note that not all movies contain complete information; some fields are missing for some movies.



4.1 Recommendation Engines Three widely-used but significantly different recommendation engines were chosen for the system: a user-based collaborative



Our user-based collaborative filtering engine is built according to the basic algorithm described in [13]. The similarity between two users is defined by the Pearson Correlation. To predict the rating of the user u on the item i, this engine selects the most similar 300 users as u’s neighborhood, and outputs the average of the neighbors' ratings on the item i weighted by the corresponding similarities. Our item-based collaborative filtering engine is built according to the basic algorithm described in [23]. The similarity between any two items is defined as the Pearson Correlation between the rating vectors of these two items, after normalization to the interval between 0 and 1. To predict the rating of the user u on the item i, this engine computes the similarities between item i and all items u has rated, and outputs the average rating of all items u has rated weighted by the similarities between them and item i. Our content-based engine is the same as the item-based collaborative filtering engine except that the item similarity is defined as the TF-IDF similarity [22] calculated from the movie contents. Apache Lucene [17] is employed to compute the TF-IDF scores. There are cases where one or more engines are unable to make predictions. For example, none of the three engines can predict for new users who do not have ratings recorded in the background data. Similarly, the two collaborative filtering engines cannot predict users' ratings on items that no one has yet rated. Our engines will predict the overall median rating in its background data if their underlying algorithms are unable to make predictions.



4.2 Runtime Metrics The runtime metrics were designed based on characteristics of the component recommendation engines. We sought measures that we expected to correlate well with the performance of each engine, and that would distinguish between them. We considered the following general characteristics of the engines: 1) the userbased collaborative filtering engine works well for users who have rated many items before but not for users who have rated few items. It also works poorly for the users who tend to rate items that no one else rates; 2) the item-based collaborative filtering engine works well for items that have been rated by many users but not for items that few users have rated; 3) the contentbased engine performs consistently no matter how many items the input user has rated and how many users have rated the input item, but it works poorly when the content of the input item is incomplete or non-descriptive. Based on these properties, we design the runtime metrics. Table 1 shows the runtime metrics we have defined for the movie recommendation application and the three engines described above. We assume  is the input user-item pair. All eight runtime metrics are normalized into the range between 0 and 1 by dividing by the corresponding maximum possible value (e.g., total number of items for RM1). Note that these eight runtime metrics are ones that we consider related to the performance of the three component engines. It is by no means a complete set, and others might define different runtime metrics, even for the same engines. On the other hand, we will show in the next section that it is unnecessary to use all



Table 1. Runtime metrics defined for the movie recommendation application. ID



Number of items that u has rated



RM2



Number of users that have rated i



RM4 RM5 RM6 RM7 RM8



numerical or categorical or mixed? Some learning algorithms, such as nearest neighbors, are good at dealing with numerical features, while others, such as naive Bayes, are good at dealing with categorical features. Many algorithms, such as linear regression and SVM, cannot work with mixed data without additional data conversions.



Runtime Metric Definition



RM1



RM3



 Are the input features (predictions from components engines)



Number of users that have rated the items u has rated Number of users that have rated more than 5 items u has rated



In the movie rating application, both input features and final prediction are numerical (real numbers between 1 and 5). Therefore, we tested the following three learning algorithms:



Number of neighbors of u that have rated i



1.



Linear regression: learns a linear function of the input features. Note that there could be a non-zero intercept term in the learned function. In cases where all component engines tend to overrate (or underrate) in their predictions, the intercept term may help reduce the error of the final prediction.



2.



Model tree [24]: learns a piece-wise linear function of input features. As mentioned in Section 3.1, model tree algorithms have been shown to be good candidates for the metalearning algorithm. We anticipate that this algorithm can capture some of the non-linearity of this meta-learning problem.



3.



Bagged model trees: bagged version of model trees. Bagging is an ensemble learning method to improve the accuracy of machine learning models by reducing the variances [12]. Tree models generally have small biases but large variances. Therefore, bagging them is usually a good practice.



Number of items that have rating similarity more than 0.2 with i Number of items that have content similarity more than 0.2 with i Size of the content of i



eight runtime metrics. Using just a subset of these metrics, we can achieve almost the same performance as using them all. It is important to note that runtime metrics are specific to both an application domain, and to the specific engines to be hybridized. Application specificity in designing our metrics can be seen in the use of user ratings and item contents, integral to the movie recommendation application. For other applications, other runtime metrics would be defined. For example, in an online shopping application, one could define a binary runtime metric “whether the user inputs query words” because one might expect that the content-based engine will work better when query words are presented. Engine specificity can also be seen in our runtime metrics. For example, we expect better performance of the user-based collaborative filtering engine as values of RM5 rise, because this engine’s predictions improve when more neighbors have rated the same item. Similarly, the content-based engine should perform better when RM8 is higher, because the content similarity computed for this item has higher accuracy when the content is more descriptive. Some of the runtime metrics are predictive of the performance of multiple engines. For example, we expect all three engines to perform better when RM1 is higher, but the two collaborative filtering engines to be affected by this runtime metric more than the content-based engine. It is important to select metrics that do a good job of differentiating the engines, i.e., that show a different response across the range of values for each engine.



4.3 Meta-Learning Algorithms There are several properties of the target application to be considered when choosing meta-learning algorithms:



 Is the final prediction numerical or unordered categorical? If numerical, regression algorithms are required, e.g., linear regression, regression trees, SVM regression, etc. If the final prediction is unordered categorical, classification algorithms are required, e.g., naive Bayes, decision trees, SVM, etc.



We use the implementations of these three algorithms in Weka, a widely-used open source machine learning library [25]. The size of the bagged ensemble is set to 10 for the bagged model trees algorithm. The default values in Weka are retained for other learning algorithm parameters.



5. EXPERIMENTAL RESULTS In this section, we evaluate the performance of our STREAM system on the MovieLens data set and compare with the performance of each component engine as well as a static equal-weight hybrid system. We also compare the effectiveness of the three learning algorithms in our STREAM system, and evaluate the utilities of different sets of runtime metrics.



5.1 Setup We randomly split the entire MovieLens data set into a training set with X% ratings and a testing set with (100-X)% ratings. The split is performed by putting all ratings in one pool and randomly picking ratings regardless of the users. The training set serves as background data for all three component engines and the MetricEvaluator. In addition, the background data for the contentbased engine includes content from all movies; this is reasonable, since movie content is available whether or not any given film has been rated. For each triplet  in the test set, we compare the predicted rating with the true rating using mean absolute error (MAE), a widely-used metric for recommendation system evaluation. Smaller MAE means better performance.
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Figure 3. Comparison of performance on the MovieLens data set. We vary the value of X from 10 to 90 in order to evaluate the performance of the system under different sparsity conditions. The background data is sparser when the value of X is smaller. For each value of X, we repeat the random split 10 times and report the average performance of the system. In each experiment, the level-2 predictor is learned by individually running the three meta-learning algorithms on the training examples generated by performing a 10-fold cross-validation on the training set (X% of total data). The cross-validation is performed as described in section 3.3. The number of training examples generated is the same as the size of the background set. For the MovieLens data set, this number is 10,000 for X=10 and 90,000 for X=90. Since the model to be learned only has 11 input features (three engine predictions plus eight runtime metrics), it is not necessary to use all the training examples. Therefore we extract a random sample of 5,000 training examples for learning the level-2 predictor.



5.2 Comparison Figure 3 compares the performance of the different systems. The three dotted curves correspond to the three single component engines: the user-based collaborative filtering engine, the itembased collaborative filtering engine, and the content-based engine. As anticipated, the two collaborative filtering engines perform badly when X is small due to the sparsity problem and their performance improves quickly as X increases, while the contentbased engine's performance is less sensitive to the value of X, yielding a much flatter curve. The “Equal Weight Linear Hybrid” curve in the figure corresponds to a static linear hybrid of the three engines with equal weights . Its overall performance is significantly better than the single engines. One possible explanation is that



averaging the predictions from the three engines reduces the variance of the predictions. The “STREAM - linear regression”, “STREAM - model tree” and “STREAM - bagged model trees” curves show the performance of our STREAM system with three different meta-learning algorithms. All three systems are consistently better than the equal weight hybrid. The bagged model trees algorithm is slightly better than the model tree algorithm, and they are both better than the linear regression algorithm.



5.3 Different Sets of Runtime Metrics Note that some of the runtime metrics are engine-specific and computationally expensive. For example, RM5 involves a compute-intensive neighborhood search operation that is specific to the user-based collaborative filtering engine. We want to eliminate such expensive runtime metrics and find a small set that are easily computed but still provide good results. This corresponds to the feature selection problem in machine learning because the runtime metrics are employed as input features for the metalearning problem. Therefore, we conduct experiments to compare the STREAM system with different sets of runtime metrics. We use the bagged model trees algorithm as the meta-learner, since it gave the best results in the previous experiment. Experimental results are shown in Figure 4. The “STREAM – No Runtime Metric” curve shows the performance of the STREAM system without any runtime metrics, using only the predictions of the three engines as input meta-features to the level-2 predictor. The curve shows consistently poorer performance than the systems with runtime metrics, especially when the value of X is small. We believe this results from having many users who rated few items when X is small; the runtime metrics let the system
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Figure 4. Performance of the STREAM system with different sets of runtime metrics. weight the content-based engine more heavily when predicting for these users. The “STREAM - 8 Runtime Metrics” curve shows the performance of the STREAM with all eight runtime metrics, while the “STREAM - 2 Runtime Metrics” curve shows the performance with only two runtime metrics: RM1 and RM2. We selected these two runtime metrics because they reflect local sparsity for the input user and item, and are easy to compute. The curve shows that using only these two metrics, the system can achieve approximately the same performance as the system with all eight runtime metrics; adding additional metrics does not necessarily improve the performance of the system.



6. CONCLUSION AND DISCUSSION In this paper, we introduce STREAM, a novel framework for building hybrid recommendation systems by stacking recommendation engines with additional meta-features. In this framework, the component engines are treated as level-1 predictors, with a level-2 predictor generating the final prediction by combining component engine predictions with runtime metrics that represent properties of the input users/items. The resultant STREAM system is a dynamic hybrid recommendation system in which the component engines are combined in different ways for different input users/items at runtime. Experimental results show that the STREAM system outperforms each single component engine in addition to a static equal weight hybrid system. This framework has the additional advantage of placing no restrictions on component engines that can be employed; any engine applicable to the target recommendation task can be easily plugged into the system. Since the STREAM framework is about hybridizing recommendation engines, we do not consider the computational cost of the



component engines. The only concern is the additional computational cost of the STREAM system over the cost of the component engines. We identify two different costs: runtime cost and offline cost. At runtime, the STREAM system incurs additional computation for the runtime metrics and for evaluation of the prediction model on the current inputs. If chosen carefully, the runtime metrics can be computed quickly. For example, the runtime metrics RM1 and RM2 in Table 1 can be stored in a look-up table, with a table update whenever there is a new rating. The cost of evaluating the prediction model (a linear or non-linear function) depends on the learning algorithms used. Model-based algorithms, such as the three employed in our experiments, compute predictions very quickly. The offline cost of learning the prediction model is high, however. Most of the time is spent generating the training examples from the background data. In our experiments, the training example generation is performed by 10fold cross-validation, which suggests we need to re-learn the prediction model only when 10 percent or more of the data has changed1. In summary, the STREAM system has a low runtime overhead, while offline model learning is costly, but can be performed infrequently. Depending on the meta-learning algorithm employed, it is possible for the STREAM system to make predictions without running all component engines. For example, if the prediction model is a linear function, there is no need to run any engines with coeffi1



Further experiments show that prediction models learned by leave-one-out and 10-fold cross-validation have approximately the same performance. Therefore, offline model learning when 10 percent or more of the data has changed is as good as online model learning for every single piece of new data.



cients close to zero. For more complex models, we may create a decision process that decides at runtime for each input user/item which component engine(s) to run, taking into account both the prediction model and the values of the runtime metrics. Our ultimate goal is to enable building of application-specific hybrid recommendation systems from sets of individual engines by a computer engineer who is not an expert in recommender technology. However, the runtime metrics used in our experiments are manually defined by domain experts who have some knowledge of how properties of the input users/items are related to the quality of the engines’ predictions. Automatic or semiautomatic discovery of runtime metrics given the target application and the individual engines will be an interesting subject of future research. Finally, given a set of runtime metrics, we want to further investigate how to identify the best subset. As shown in the experiments, incorporating more runtime metrics does not necessarily increase the performance of the system. There is a tradeoff between the system performance and the computational cost. Since the runtime metrics are employed as additional input features to the machine learning problem, we plan to apply feature selection technologies to select runtime metrics.
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