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Statistical Location Detection With Sensor Networks Saikat Ray, Student Member, IEEE, Wei Lai, Student Member, IEEE, and Ioannis Ch. Paschalidis, Member, IEEE



Abstract—The paper develops a systematic framework for designing a stochastic location detection system with associated performance guarantees using a wireless sensor network. To detect the location of a mobile sensor, the system relies on RF-characteristics of the signal transmitted by the mobile sensor, as it is received by stationary sensors (clusterheads). Location detection is posed as a hypothesis testing problem over a discretized space. Large deviations results enable the characterization of the probability of error leading to a placement problem that maximizes an information-theoretic distance (Chernoff distance) among all pairs of probability distributions of observations conditional on the sensor locations. The placement problem is shown to be NP-hard and is formulated as a linear integer programming problem; yet, large instances can be solved efficiently by leveraging special-purpose algorithms from the theory of discrete facility location. The resultant optimal placement is shown to provide asymptotic guarantees on the probability of error in location detection under quite general conditions by minimizing an upper bound of the error-exponent. Numerical results show that the proposed framework is computationally feasible and the resultant clusterhead placement performs near-optimal even with a small number of observation samples in a simulation environment. Index Terms—Hypothesis testing, information theory, mathematical programming/optimization, sensor networks, stochastic processes.



I. INTRODUCTION
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ECENT advances in sensor technologies have enabled a plethora of applications of wireless sensor networks including some novel ones; e.g., ecological observation [1] and “smart kindergarten” [2]. A wireless sensor network is deployed either in a flat manner, or in a hierarchical manner. In the former case, the sensor nodes have identical capabilities. In a hierarchical network, on the other hand, subsets of nodes form logical clusters. The clusterheads, which act like intermediate data fusion centers, are usually more sophisticated. The hierarchical deployment lends to greater scalability [3]. Clusterheads remain stationary, whereas other sensors in the network maybe moving. Manuscript received February 17, 2005; revised December 1, 2005. The work of S. Ray was supported in part by the National Science Foundation under CAREER Award ANI-0132802. The work of I. Ch. Paschalidis was supported in part by the National Science Foundation under CAREER Award ANI-9983221 and Grants DMI-0330171, ECS-0426453, CNS-0435312, and DMI-0300359, and by the ARO under the ODDR&E MURI2001 Program Grant DAAD19-01-1-0465 to the Center for Networked Communicating Control Systems. The material in this paper was presented in part at IEEE INFOCOM 2005, Miami, FL, March 2005. S. Ray is with the Department of Electrical and Systems Engineering, University of Pennsylvania, Philadelphia, PA 19104 USA (e-mail: saikat@seas. upenn.edu). W. Lai and I. Ch. Paschalidis are with the Center for Information and Systems Engineering, and Department of Manufacturing Engineering, Boston University, Brookline, MA 02446 USA (e-mail: [email protected]; [email protected]). Communicated by B. Prabhakar, Guest Editor. Digital Object Identifier 10.1109/TIT.2006.874376



In such a deployment, a wireless sensor network can provide location detection service. A location detection system locates the approximate physical position of users (or “assets”) on a site. The global positioning system (GPS) is an efficient solution outdoors [4]. However, GPS works poorly indoors, is expensive, and in some military scenarios it can be jammed. Thus, a non GPS-based location detection system, especially indoors, is of considerable interest. Various interesting applications are enabled by such services: locating mobile equipment or personnel in a hospital; intelligent audio players in self-guided museum tours; intelligent maps for large malls and offices, smart homes [5], [6]; as well as surveillance, military and homeland security related applications. Moreover, a location detection service is an invaluable tool for counteraction and rescue [7] in disaster situations. The key idea underlying location detection is as follows: when a packet is transmitted by a mobile sensor (simply “sensor” henceforth), associated RF characteristics observed by the clusterheads (e.g., signal-strength, angle-of-arrival) depend on the location of the transmitting sensor. This is due to the fact that these characteristics depend on—among many other factors—the distance between the sensor and the clusterhead and attenuations and reflections of various radio-paths existing between them. Therefore, the observation contains information about the location of the sensor node. A wireless local area network (WLAN) based location detection system works analogously: base-stations play the role of clusterheads and the client nodes play the role of mobile sensors. Several non-GPS location detection systems have been proposed in the literature. The RADAR system provides RF-based location detection service [8] using a precomputed signal-strength map of the building. This system declares the position of the sensor to be the location whose mean signal-strength vector is closest to the observed vector in Euclidean sense. A similar system is SpotOn [9]. The Nibble system improves up on RADAR by taking the probabilistic nature of the problem into account [10]. A similar system is presented in [11]. In [12], the location detection problem is cast in statistical learning framework to enhance the models. Performance trade-off and deployment issues are explored in [13]. References to many other systems can be found in [14]. The location detection systems proposed so far primarily focus on various pragmatic issues that arise while building a working system, but shed little light on the fundamental character of the problem. In particular, let the user position , and given a be denoted by the random variable user position, let the observation made by the system be the random variable . The ensemble of conditional distributions characterizes the system. The problem of designing a location detection system then reduces to designing
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a system for which contains maximum amount of “information” about . What is then the right design that achieves this goal? The designer neither has control over the user location—and hence the distribution of —nor can achieve the right distribution by means of “coding”. However, the ensemble of depends on the conditional distributions positions of the clusterheads. On a typical site, there are many suitable locations for placing clusterheads. Thus, a location detection system can be optimized over possible clusterhead positions. Note that previous works considered clusterhead (base-station) positions to be given [11], [15]. Thus, optimization along this line has hitherto been unexplored. The problem of designing a location detection system boils down to choosing clusterhead positions so that the ensemble of conditional distributions improves the system performance.1 Consider the case when the possible user locations are finite, for some . Moreover, assume that we have a i.e., sequence of observations forming an observation vector . Suppose now that the system decodes the user position to be using the observation . Then a plausible design is to choose the clusterhead placement that minimizes . the probability of error, This approach is however not practical since the probability of error depends on the the distribution of , which is usually not known in practice. Moreover, the probability of error also depends on the number of observations, . It may happen that a clusterhead placement that is optimal for small is not so for large . The probability of error is therefore not an intrinsic property of the system. We resort to information theory to measure the intrinsic ability of a system to distinguish between user locations. Intuitively, if two conditional distributions are “alike”, then the system cannot easily distinguish between them. Thus, the conditional distributions should be “disparate” in a well designed system. We use Chernoff distances between distributions to make this notion precise. The most intuitive definition of Chernoff distance between two distributions is in terms of their Kullback–Leibler (KL) distance (or KL-divergence, or relative entropy) [16]. Recall that the KL distance between two densities and is given by



We do not use the KL distance since it is not symmetrical. The design of the location detection system, on the other hand, should be symmetric; reordering the user locations does not change anything physically. Now consider the manifold defined by the distributions of the form
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The reader can visualize it as a curve connecting and parameterized by . Let correspond to the density on the manifold satisfying



Intuitively, is midway between the densities and in the KL distance sense. Then, the Chernoff distance beand is defined as tween the densities (1) The Chernoff distance measures the separation between these densities. It is nonnegative and vanishes if and only if the densities are equal. Moreover, the Chernoff distance is symmetric. In this paper, we propose to design a location detection system such that the worst case Chernoff distance between the conditional densities is maximized. It turns out that the ) probability of error decreases expoasymptotic (as nentially. The decay rate is intrinsic to the system in the sense as well as . that it is independent of the distribution of It only depends on the worst case Chernoff distance. Thus, this approach optimizes the inherent ability of the system to distinguish between user locations. We consider the case where the possible user locations as well as the possible clusterhead positions are finite. The corresponding location detection system design problem is combinatorial. We formulate the clusterhead placement as a linear integer programming problem with the objective of maximizing the worst case Chernoff distance between the conditional densities over all possible location pairs. Further, in this paper, we develop a special purpose algorithm for solving large instances efficiently. For the resulting placement we provide an asymptotic upper bound and a lower bound on the probability of error in location detection under quite general conditions. The main contributions of this paper that substantially differ from other existing works are as follows. We • pose the location detection problem in a rigorous statistical hypothesis testing framework; • characterize system performance; • optimize the intrinsic ability of the system by systematic clusterhead positioning and are able to solve large problem instances efficiently; and • provide performance guarantees on the computed deployment plan. The rest of this paper is organized as follows. We introduce our system model in Section II. The mathematical results underpinning our proposed framework are contained in Section III. Section IV discusses the clusterhead placement methodology: in particular, the mathematical programming formulation, a fast algorithm, and related performance bounds. We provide numerical results in Section V. Conclusions are in Section VI. II. OVERVIEW OF THE SYSTEM



1The



other possibility is to favorably change the conditional distributions by designing the physical observable signal. Here we assume that the observable signal is given.



In this section we introduce our system model and some of our notation. Consider a wireless sensor network to be deployed
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Fig. 1.
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A simple example.



on a given site. The reader may assume the site to be the inteavailable clusterheads. A clusrior of a building. There are distinct positions in the set terhead maybe placed at one of ; each position holds at most one clusterhead. A sensor node (e.g., a sensor on some mobile host) moves around in the building and the objective of the system is to resolve the position of the sensor. The sensor moves slow enough so that it can be considered static over the time-scale of the measurements. We assume that it is sufficient to resolve the distinct locations in the set position of the sensor to one of . The sets and are given as system requirements and they need not be distinct. In practice, ’s could correspond to positions we have access to and ’s could correspond to the rooms in the building. Discretization of the system is also necessary for the data collection process. Reflections and occlusions make it virtually impossible to model received signal strength accurately by analytic functions in indoor environments. Computationally expensive methods like ray-tracing yield good approximations [17]; but they require extensive data about material properties, such as, reflection coefficients of surrounding walls. More importantly, signal strength and angle-of-arrival are inherently statistical due to movement of people, and reliable estimation of probability density functions calls for actual measurements over a discrete set of points. As an aside, we note that trilateration/triangulation based location detection methods, such as [18], [19], are expected to perform poorly indoors, since the received signal-strength is heavily affected by reflections and occlusions [20]. A hypothesis testing framework is therefore the key for achieving an acceptable level of system performance. We now continue our system description. Fig. 1(a) provides a simple example of a site. The floor shown in this figure is discretized into four positions. A sensor could be located anywhere on the floor; each of the four positions can hold one clusterhead. , and . To simplify That is, the description, we depict a 2-D site. However, our methodology handles 3-D sites equally well; in fact, we expect greater accuracy for 3-D sites since higher attenuation between locations separated by one or more floors provide wider variation in signal strength. and transSuppose a sensor node is located at position mits a packet. Each clusterhead observes some physical quantities associated with the packet. Often, the observed quantities



are signal-strength and angle-of-arrival. 2 However, our methodology applies to any set of physical observations. denote the vector of observations made by a clusterLet head at position . These observations are random quantities; denotes the corresponding random variable. A series of consecutive observations is denoted by . The conditional probability density (pdf) of the observation given that is denoted by . We assume that the set of probability density functions for each distinct pair is known to the system. Our methodology does not impose any constraint on the conditional pdfs; they could be arbitrary. We assume that the sequence of consecutive observations , that is made by a clusterhead contains a subsequence, independent and identically distributed (i.i.d.) conditioned on the position of the sensor node. This assumption is justified when there are enough movements in the site so that the lengths of various radio-paths between the receiver and the transmitter change on the order of a wavelength between consecutive observations. For example, if a wireless sensor network operates at the 900-MHz ISM band, then the half-wavelength is only about 17 cm, and body movements of the user may alone cause observations separated in time by a few seconds to be i.i.d. The observations made by different clusterheads at the same instant need not be independent. As discussed later on, our system uses an optimal hypothesis testing scheme to distinguish between locations . Each clusterhead first makes observations. The system then aggreobservations and uses the known conditional gates these density functions to choose the optimal hypothesis based on a maximum a posteriori probability (MAP) rule. A. A Simple Example Let us observe the result of placing clusterheads in various positions in the small topology shown in Fig. 1(a). We simulate the system assuming the conditional distribution of the signal strength (in dB) to be Gaussian distributed. The mean and the variance of the distribution when the transmitter is placed at position and the receiver at position are given by the -th element of the mean and variance matrices shown in Fig. 1(b) and (c), respectively. Details of our simulation settings are described later in Section V. The probability of error observed in our simulations for all 6 possible placements is shown in Fig. 1(d). The results show that if the clusterheads are placed diagonally, then the location detection system performs poorly; however, when the two clusterheads are placed along any edge, the probability of error becomes negligible. An intuitive explanation is as follows. If the clusterheads are placed along a diagonal, say at positions 1 and 4, then both clusterheads are placed symmetrically with respect to positions 2 and 3, and thus, neither of them can reliably distinguish between these positions, which degrades the system performance. Therefore, symmetrical clusterhead placement is not conducive to accurate location detection. From a coverage point of view, however, diagonal placement 2The case where a clusterhead does not receive a packet can also be handled by assigning a pre-determined value to the observed quantities; for instance, the signal strength can be assigned a value below the receiver sensitivity.
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of the clusterheads is better. Therefore, clusterhead placements that optimize system coverage are not necessarily optimal with regard to location detection. This point will emerge again when we describe our simulation of a realistic system in Section V.
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The function the random variable for a proof). Let convex dual) of



is a log-moment generating function of , hence convex (see [21, Lemma 2.2.5] be the Fenchel-Legendre transform (or evaluated at zero, i.e., (5)



III. MATHEMATICAL FOUNDATION In this section, we take the clusterhead locations as given and formulate the hypothesis testing problem for determining the location of sensors. We also review some results on binary hypothesis testing that will be useful later on in assessing the performance of our proposed clusterhead placement. out of the available Suppose we place clusterheads in positions in . Without loss of generality let these positions be . Suppose also that a sensor is in some locaand transmitting packets. As before, let be the tion ; we vector of observations at each clusterhead for the vector of observations at all write clusterheads. These observations are random; let denote the the random variable corresponding to and conditional on the sensor being in location . pdf of and made at the same instant need not be Observations independent. If they are, however, it follows that



Suppose that the clusterheads make consecutive observations , which are assumed i.i.d. Based on these observations we want to determine the location of the sensor. The problem at hand is a standard -ary hypothesis testing problem. It is known that the MAP rule is optimal in the sense of minimizing the probability of error. (Henceforth, the term optimality should be interpreted as minimization of the probability if of error.) More specifically, we declare (2) (ties are broken arbitrarily), where denotes the prior probability that the sensor is in location . Next we turn our attention to binary hypothesis testing for which tight asymptotic results on the probability of error are available. These results will be useful in establishing performance guarantees for our proposed clusterhead placement later on. or Suppose now that the sensor’s position is either . A clusterhead located at makes i.i.d. observations . Let



be the log-likelihood ratio. Define (3) where the expectation is taken with respect to the density . It follows that (4)



This quantity is known as the Chernoff distance3 between the and ([22], [21, § 3.4]). densities The definitions (1) and (5) are equivalent [16], although (5) is easier to handle computationally. Consider next the probability of error in this binary hypothesis testing problem when we only use the observations made . Suppose we make decisions optimally and by clusterhead let denote the optimal decision rule (i.e., a mapping of onto either “accept ” or “accept ”). We have two types of errors with probabilities rejects



(6)



and the The first probability is evaluated under second under . The probability of error, , of is simply . Large deviations the rule asymptotes for the probability of error under the optimal rule have been established by Chernoff [22], [21, Corollary 3.4.6] and are summarized in the following theorem. , then Theorem III.1 (Chernoff’s Bound): If



In other words, all these probabilities approach zero exponentially fast as grows and the exponential decay rate equals the Chernoff distance . Intuitively, these probabilities behave for sufficiently large , where is a slowly as . growing function in the sense that Moreover, when Maximum Likelihood (ML) rule is optimal (i.e., prior probabilities of the hypotheses are equal), we have the following. for all . Then Theorem III.2: Suppose for all . The proof is given in Appendix III. Note the interesting fact that Chernoff distances, and thus the exponents of the probability of errors do not depend on the priors . The Chernoff distances between the joint densities of the data observed by all the clusterheads can be defined similarly by and by replacing and , respectively. However, computation of the clusterhead placement that optimizes the Chernoff distances between the joint densities turns out to be a nonlinear problem with integral constraints. It quickly becomes intractable with increasing problem size and the optimum clusterhead placement for realistic sites cannot be computed using such a formulation. Optimization of the clusterhead placement in our formulation, on the other hand, reduces to a linear optimization 3It



is nonnegative, symmetric, but it does not satisfy the triangle inequality.
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. Although this problem is are in the set NP-hard (proved in Appendix I), it can be solved efficiently for sites with more than 100 locations by using a special purpose algorithm proposed in Section IV-B. The next proposition establishes a useful property for the optimal solution and value of the MIP in Fig. 2. In preparation clusterfor that result consider an arbitrary placement of heads. More specifically, let be any subset of the set of potential clusterhead positions with cardinality . Let where is the indicator function of being in . Define (14) Fig. 2.



Mixed linear integer programming formulation.



problem (although still with integral constraints), for which large problem instances can be solved within reasonable time. For the resultant placement, we will be able to derive bounds on the probability of error of the decision rule that uses joint distributions. We will later see that the computed placement performs near-optimal in our simulation environment. A couple of remarks on how various Chernoff distances can be computed are in order. First conditional densities, and are estimated using training data. In some cases, the density functions may also be modeled as parametrized densities, such as the Gaussian density, and the corresponding parameters—mean and variance for the Gaussian case—can be measured. The integration in (4) and the minimization in (5) can be done numerically; the latter one using standard methods, such as steepest descent, since the log-moment generating function is convex. For the important special case of Gaussian conditional densities analytical results can be obtained; we derive them in Appendix II. Note that, measurements are needed to compute the although conditional densities, these measurements can be made in parallel by using multiple clusterheads and sensors.



as the best decay rate for We can interpret the probability of error in distinguishing between locations and from some clusterhead in . Then is simply the worst pairwise decay rate. Proposition IV.1: For any clusterhead placement we have (15) Moreover, the selected placement achieves equality; i.e. (16) Proof: Consider the placement if



and let ,



otherwise, If more than one of the ’s is for a given pair , we arbitrarily set all but one of them to to satisfy Eq. (9) in Fig. 2. Then



IV. CLUSTERHEAD PLACEMENT METHODOLOGY We next discuss how to place clusterheads to facilitate location detection. We place clusterheads so that for any pair of locations, at least one clusterhead can distinguish between them with an error exponent greater or equal to , and then maximize .



Observe that , ’s (as defined above), and form a feasible solution of the MIP in Fig. 2. Clearly, the value of this feasible solution can be no more than the optimal , which establishes (15). Next note that (11) in Fig. 2 is the only constraint on . So, we have



A. MIP Formulation We formulate the clusterhead placement problem as a mixed integer linear programming problem (MIP). The formulation is in Fig. 2. The decision variables are , , and ( , , ). is the indicator function ; i.e., indicates of placing a clusterhead at location and sugthat a clusterhead is placed at location and are not constrained to gests otherwise. The variables take integer values. Equation (8) in Fig. 2 represents the con, and straint that clusterheads are to be placed. Let , ( , , ) be an optimal solution of this MIP. The locations where clusterheads are to be placed



(17) The second equality is due to (10) in Fig. 2. The final observation is that the right-hand side of the above is maximized when if



,



otherwise, (Again, at most one is set to 1 for a given pair.) Thus, an optimal solution satisfies the above. This, along with (17) establishes (16).
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Fig. 4.



The feasibility problem. c



’s are defined by (30).



Fig. 3. Equivalent formulation of the MIP of Fig. 2.



As before, is the best decay rate for the probability of error in distinguishing between locations and from some clusterhead in the set . Then is simply the worst such decay rate over all pairs of locations. Moreover, according to Proposition IV.1, this worst decay rate is no worse than the achieved by any other clusterhead corresponding quantity placement . B. Efficient Computation of the Proposed MIP In this section, we propose an algorithm that solves the MIP presented in Fig. 2 faster than a general purpose MIP-solver such as CPLEX [23]. Our approach is to construct an alternate formulation of the proposed MIP first, and then solve it using an iterative algorithm. The computational advantage of this approach lies in the fact that we solve a feasibility problem in each variables and coniteration that contains only variables and constraints straints instead of that appear in the formulation in Fig. 2, and thus can be solved much faster. 1) Alternate Formulation: Let us sort the Chernoff dis’s, in nonincreasing order, and let denote the tances, index of . We let equal distances have the same index. Note is a positive integer upper bounded by . that Now consider the MIP problem shown in Fig. 3. This problem is actually the MIP formulation of the vertex -center problem [24]. The following proposition establishes that the formulations of Figs. 2 and 3 are indeed equivalent. is an optimal solution Proposition IV.2: Suppose to the problem in Fig. 3. Then is an optimal solution to the MIP problem in Fig. 2, where is such that . Proof: A proof analogous to the one of Proposition IV.1 establishes (18) Let



be such that . Then, is an optimal solution of the MIP problem in Fig. 2. To that end, observe that , satisfy constraints was (8)–(10), (12) and (13) in Fig. 2. Moreover, since , (18) and (16) imply the optimality defined as the index of ; namely, the min-max of the ’s is equivalent of to the max-min of their rank.



Fig. 5. Iterative feasibility algorithm.



We remark that it is also true that there is a corresponding optimal solution to the problem of Fig. 3 for every optimal solution to the problem of Fig. 2. 2) Iterative Algorithm: Proposition IV.2 allows us to solve the problem of Fig. 3 instead of the problem of Fig. 2. So we will concentrate on the former. Our approach is to solve this problem by an iterative feasibility algorithm along the lines proposed in [24]. In particular, we use a slightly modified version of a twophase algorithm proposed in [25], [26]. The core idea of the iterative algorithm is to solve the feasibility problem shown in Fig. 4. The problem of Fig. 4 depends on a parameter by the following equation: if otherwise.



(30)



Intuitively, represents the index of some Chernoff distance in the nonincreasingly sorted list that we initially created, and the feasibility problem checks whether all pairs of locations can be distinguished (by at least one clusterhead) with an error exponent greater or equal to the Chernoff distance pointed by . If not, is increased, which means that it now points to a smaller Chernoff distance, and the process is repeated. At termination, , which corresponds to the largest feasible Chernoff distance, provides the optimal value of the problem in Fig. 3. The formal iterative algorithm is shown in Fig. 5. It is clear that this algorithm terminates in a finite number of steps. In particular, if , we see that for all , and the feasibility conditions of problem of Fig. 4 are trivially satisfied. Next we show that at termination, we obtain the optimal solution to the problem of Fig. 3. Proposition IV.3: Let be the value of when the algorithm the optimal solution to problem of of Fig. 5 terminates and induces an optimal Fig. 4 at the last iteration. Then solution to the problem of Fig. 3 with optimal objective function . value ( Proof: First note that at the last iteration, for any ), there exists at least one such that with ; otherwise the problem is infeasible. Next we construct a feasible to the problem of Fig. 3 as follows. Given solution
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in the IP-phase further decreases the computation time for large problem instances almost by an order of magnitude. C. Performance Guarantees 1) Upper Bound on Probability of Error: The optimal value of the MIP in Fig. 2 can be used to provide an upper bound on the probability of error achieved by the corresponding clus. terhead placement Suppose we place clusterheads according to . As discussed in Section III the optimal location detection device uses the possibilities (cf. MAP rule to accept one hypothesis out of (2)). We adopt the notation of Section III with the only exdenote the vector of observations ception that now we let , for . We write at the th element of . We use to denote the probability of error under the optimal rule based on consecutive i.i.d. obser. Let denote the event that vations



Fig. 6. Two-phase iterative feasibility algorithm.



a pair , we select one such that and . and for any . We repeat this Then we set . Finally, we set and . process for all pairs Then, the triplet satisfies all the constraints of the problem of Fig. 3 and is therefore a feasible solution. by contradicNext we prove the optimality of to the tion. Suppose that there exists a feasible solution problem of Fig. 3 such that . Then according to the al. This implies that gorithm in Fig. 5, there is a step where the corresponding problem of Fig. 4 was infeasible; otherwise the algorithm would not have increased the value of beyond . However, since is feasible for the problem of Fig. 3 we have



which implies that for all with there exists at least such that . Hence, is one with . We arrived at feasible for the problem of Fig. 4 when a contradiction. To expedite the convergence in the actual implementation, we use the two-phase feasibility algorithm shown in Fig. 6, which is a modified version of the algorithm proposed in [25]. The two-phase algorithm consists of two parts. In the first part (LP phase), we construct the linear programming (LP) relaxation of the problem of Fig. 4 by replacing the binary constraint (29) in Fig. 4 by (31) Then we solve the relaxed problem and compute the smallest such that the LP relaxation is feasible. In the integer by executing the itersecond part (IP phase), we compute , but this time we solve ative algorithm starting from the integer programming problem instead of the LP relaxation. The important difference between our algorithm and the algorithm proposed in [25], [26] is that we employ binary search both in the LP-phase and IP-phase whereas the authors of [25], [26] use linear search in the LP-phase. Our use of binary search



It follows that



(32) The last inequality is due to the union bound. Next note that has the same exponential decay rate as the probability of error (cf. (6)) in a binary hypothesis testing problem that seeks to distinguish between locations and . Furthermore, this latter probability can be no larger than the probability of error achieved when we discard most of the made observation vector and use only the observations at a single clusterhead , where (ties are broken arbitrarily). As a result, using Chernoff’s bound (Theorem III.1), we obtain (33) To conclude our argument, notice that the right hand side of (32) is a finite sum of exponentials from which the one with . Combining the largest exponent dominates in the limit (32) and (33), we obtain (34) The following proposition summarizes our conclusion. Proposition IV.4: Let be an optimal solution of the MIP in Fig. 2 with corresponding optimal value given in (16). Then the probability of error of the optimal location detection system satisfies under clusterhead placement
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Fig. 7.
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Proposed clusterhead placement framework.



More intuitively, , for sufficiently large , where is some function satisfying



2) Lower Bound on Probability of Error: Recall that the if system declares



is the convex dual of and the last where equality is due to a convex duality property [27]. and solve for At this point one can compute using (38). However, here we bound in terms of ’s using (38) and establish a connection with . In particular, since for all form a feasible solution to the minimization problem that appears in (38), we get



(35) where is the joint observation vector at all clusterheads, i.e., the system uses the joint probability distributions for likelihood calculations. Therefore the asymptotic probability of error depends on the Chernoff distances among the joint conditional probability distributions. However, in order to linearize our MIP, we used the marginal Chernoff distances for our optimization problem. Thus, we need to infer the joint probability distributions from the marginals to provide a lower bound on the probability of error in location detection. In general marginal distributions do not possess information about the joint distributions. But if the observations made at the clusterheads happen to be statistically independent, then the joint pdf is simply the product of the marginals. In this case we can provide a lower bound on the probability of error. Assuming independence, we have



or



(39)



Now to compute a lower bound on the probability of error , note that (40) where is any index not equal to . From Theorem III.1, asymptotically each term in the right-hand side of (40) is of the form , thus, the term with the largest exponent will dominate the sum. Namely (41)



for all . The joint log-likelihood ratio is



Note that, in order to avoid more tedious notation, we do not explicitly show the dependence of on the placement of the clusterheads. Correspondingly, we have (36) Consider the convex dual of



, (37)



and define



. However, using (36)



(38)



or



(42)



or



(43)



The transition from (42) to (43) is due to (39). In summary, our proposed clusterhead placement framework is a 3-step process outlined in Fig. 7. Proposition IV.4 provides a upper bound on probability of error on the computed placement. For the case of independent observations, (43) provides a lower bound on the probability of error. D. Weighted Cost of Error Events In the development above, we seek to minimize the probability of error. This criterion is appropriate when we treat all error events equally. However, in practice, some error events may have more impact than others. For example, in the case of the error event in which the system declares the position to while the true position is , it is reasonable to treat this be error less harmful if and are close-by than the case when is located far from . Hence, it is natural to generalize our setting for the case where each error has an associated cost and the objective is to minimize the expected cost. At first, it seems that one needs to modify our design criteria to accommodate different costs. But it turns out that our design (and associated performance guarantees) remains valid without any modification even if arbitrary nonnegative costs are used as
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long as correct decisions have zero cost. This surprising conclusion is based on the results obtained in [28]. In particular, let chooses be the probability the the optimum decision rule declares hypothesis when hypothesis is true, the associated cost, and the a priori probability of hypothesis . Then chooses (44) Note that the argument of in (44) is the average cost. That is, (44) shows that the average cost decreases exponentially with large and the exponent is the minimum pairwise Chernoff distance. Since the computed in the MIP shown in Fig. 2 gives a lower bound on the minimum pairwise Chernoff distance, the performance guarantees obtained in Section IV-C remain valid. E. Connectivity In the formulation shown in Fig. 2, we have not imposed any connectivity constraint. This leaves open the possibility that all clusterheads would receive packets from one of the locations at a very low power. Let us now impose additional constraints to be the indicator function avoid such a case. In particular, let exceeds a of whether the received signal strength at location threshold when the transmitter is at location . The parameter can be chosen to meet quality requirements. Then, adding the constraint (45) in the formulation of Fig. 2 ensures that each location is covered by at least clusterheads. Similarly, the fast algorithm we developed in Section IV-B can be modified to include a connectivity constraint by adding the constraint (46) in the feasibility problem of Fig. 4. Note, however, these additional constraints may make the MIP infeasible for large or . V. NUMERICAL RESULTS There are two numerical aspects of our proposed methodology: i) the scalability of our proposed MIP, and ii) the quality of the clusterhead placement selected by our method. We have simulated realistic sites to evaluate both these aspects, which we discuss in this section. A. Setup Our simulation models the fourth floor of the Photonics Building at Boston University. Fig. 8(a) schematically represents the site showing only the primary walls. Clusterheads observe the received signal-strength of each packet. The conditional distribution of the received signal-strength, predicated



on the location of the sensor, is assumed to be log-normal. Therefore, in dB scale, received signal-strengths are Gaussian distributed. Note that log-normal shadowing is widely used in the literature [29]. The transmit power is assumed to be held constant at 100 mW (20 dBm), and the path-loss exponent is assumed to be 3.5 uniformly. Moreover, each primary wall between the transmitter and the receiver is assumed to introduce an additional 3 dB loss. So, the mean received power (in dBm) at the receiver is calculated using the formula: ; here, is the distance between the transmitter and the receiver (in meters), is the number of walls separating them, and the term 40 corresponds to the power measured at a close-in reference distance. The standard deviation, , (in dBm) is given by . The parameters used in the simulation are typical [29]. Consecutive observations are assumed to be i.i.d. B. Scalability of the Proposed Integer Program First we examine whether our proposed MIP can be used to solve realistic problems. We implemented our proposed MIP (shown in Fig. 2) in CPLEX. It is a commercial linear/quadratic program solver that also supports integer programming [23]. CPLEX solves MIP’s using a branch-and-bound method, solving the LP relaxations by a dual-simplex algorithm at each step. Our fast algorithm (cf. Section IV-B) is implemented in C; the subproblems are solved using CPLEX. Both the programs were run on a computer with an Intel® Xeon™CPU running at 3.06 GHz, and 3.6 Gbytes of main memory; background processes were minimal. In the site model shown in Fig. 8(a), a set of 100 points are chosen on a grid (not shown in the figure). From this set, points are chosen randomly with uniform distribution; these constitute both and . Therefore, the size of the problem is proportional to . We let increase from with a stepsize of . For each pair of positions, the conditional densities and the associated Chernoff distances are calculated based on the model described in Section V-A. For each value of , each program clusterheads. finds the best placement for Fig. 9 shows the run-time of both the approaches as a func. The nonmonotonicity of the plot arises tion of from the fact that the graphs are random at each point, and that CPLEX uses various heuristics, which in some cases can find an optimal solution faster. From the figure, we see our proposed —a cardinality fast algorithm solved problems of size that can represent large sites—in less than 5 min. Within this . In fact, within time CPLEX can solve problems of size a time limit of 24 h (86400 s), CPLEX could only solve prob. So one can safely say that CPLEX lems with size would not be able to solve a problem of size within a reasonable time-frame. This clearly demonstrates the necessity of the proposed fast algorithm. C. Quality of the Selected Clusterhead Placement As shown in Fig. 8(a), we selected 27 positions on the site so that no two positions are in the same room. Each of the selected positions can hold one clusterhead, and the sensor location



RAY et al.: STATISTICAL LOCATION DETECTION WITH SENSOR NETWORKS



2679



Fig. 8. Clusterhead placement using the proposed methodology in the fourth floor of the Photonics Building, Boston University. (a) Site layout. (b) Probability of error for various placements. (a) Site layout. (b) Probability of error for various placements.



Fig. 9.



Scalability of the proposed linear MIP problem.



needs to be resolved to one of them; i.e., these 27 points constitute both and . As described previously, Chernoff distances for all possible combinations are computed by assuming the conditional densities to be Gaussian with mean and variances according to the



in our proposed integer model described before. We use program to compute the best placement for clusterheads. Computation time is about 0.52 s. The outcome is shown in Fig. 8(a) by solid circles. As expected, the clusterheads are not located symmetrically. This is because, as mentioned in Sec-
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Fig. 10.
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Number of clusterheads versus  .



tion II, positions that are located symmetrically to all clusterheads, are difficult to distinguish, and they degrade the performance of the system. Now we evaluate the probability of error in location detection for all possible placements of three clusterheads in our site. possible placements. First, clusThere are in total terheads are placed according to a given placement. Then, one position is chosen with uniform probability from , and the sensor node is placed at that position. Next, 10 observation samples are generated for each clusterhead based on the statistical model described above. (Assuming a 1-s sampling interval, this represents an observation period of only 10 s.) All these samples are considered i.i.d. Thus, in aggregate there are 30 observations. These 30 samples are collected together and maximum-likelihood decision about the location of the sensor is taken. Note that, since all sensor locations are equally likely, ML decision is also the MAP decision. For each given placement of clusterheads, the trial is repeated 10 000 times. The fraction of erroneous decisions then provides the probability of error in location detection associated with that placement of clusterheads. Fig. 8(b) shows the probability of error, , for all possible clusterhead placements. We find that varies widely with clusis as high as 16% for some placements, terhead placement: to less than whereas there are placements which reduces 0.5%. This clearly demonstrates the need for intelligent clusterhead placement. , the obThe horizontal line in Fig. 8(b) refers to served probability of error when clusterheads are positioned according to the placement selected by our proposed integer program. It is clear that the selected placement performs near optimal. D. Evaluation of Design Alternatives One of the important advantage of our framework is that it provides answers to many “what-if” questions that are often used for designing practical systems. Below we explore a few dimensions to illustrate the power of our methodology.



1) Number of Clusterheads: First, consider the effect of increasing , the number of clusterheads. Clusterheads are usually costly. Thus it is important to understand whether increasing brings about a significant performance gain. We illustrate the . We tradeoff for the site shown in Fig. 8(a) with increase from 3 to 30. For each case, we solve the optimization problem. The behavior of the optimal Chernoff distance, , is nondecreasing as expected, is shown in Fig. 10. Optimal but the gain is not uniform over our chosen range. The increase in is modest (roughly linear) at the beginning. However, there is no gain if we increase from 17 to 21. On the other hand, increases sharply after . So, a system expansion for this example may not be profitable unless is quite high. This insight is hard to predict without our proposed framework. 2) Number of Observations: The probability of error decreases with the number of observations. However, the system must wait longer in order to obtain a large number of observations. Recall that the system assumes that the user location can be considered static over the measurement period. Thus, it is desirable to reduce the observation time, especially while tracking a moving user. An estimate of the number of observations–and hence the observation duration–can be made from the upper bound of the probability of error given by Proposition IV.4. Fig. 11 shows the simulation results for the behavior of probability of error as well as the theoretical upper bound as the number of observations, , is increased. The decrease is exponential as Theorem III.1 postulates. The upper bound is not tight in this regime, but it is indeed an upper bound. In practice, is not a very tight resource (compared to , the number of clusterheads) and usually an educated estimation of using the upper bound will suffice. 3) Coverage Constraint: So far we have not considered the effect of the coverage constraint, . Table I shows the behavior of with increasing . For this example, we have used , . The threshold is set to dB. Clearly, as Table I shows. However, increasing can only decrease . The in this example, there is no effect of as long as slightly reduces ; but the optimization problem choice
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Number of observations versus the probability of error.



TABLE I SMALLEST CHERNOFF DISTANCE VERSUS COVERAGE CONSTRAINT. = = 27, = 8



M N



K



is infeasible for . Usually, or provides sufficient robustness under normal operational conditions. Thus, we can conclude that the coverage constraint is not very imposing in this example.



VI. CONCLUSION A hierarchical wireless sensor network can provide (indoor) location detection service. In this paper, we have proposed a systematic framework to optimally position a given number of clusterheads with the goal of optimizing the performance of the location detection service, thereby complementing other existing location detection schemes that consider clusterhead placements to be given. We posed the problem of location detection as a hypothesis testing problem by discretizing the space. This is also necessary in practical systems in order to carry out required measurements. Our framework chooses the clusterhead placement that maximizes the worst case Chernoff distance over all pairs of conditional densities. Employing large deviations results, we provided an asymptotic guarantee on the probability of error in location detection. The proposed framework is applicable to a variety of practical situations since it does not impose any restriction on the distribution of the observation sequence, hence allowing the use of any set of physical observations. Mutatis mutandis, it is also applicable in a WLAN context. We developed a mixed integer programming formulation to determine the optimal clusterhead placement, and a fast algorithm for solving it. We evaluated the scalability of the proposed



MIP as well as the quality of the resultant placement. Our implementation of the proposed fast algorithm shows that the proposed MIP is capable of solving realistic problems within reasonable time-frames. The quality of the clusterhead placement found by our proposed MIP was assessed through simulation of a realistic site. From the simulation results we found that the proposed placement performs near-optimal in our simulation environment even with a small number of observation samples. APPENDIX I NP-HARDNESS OF THE CLUSTERHEAD PLACEMENT PROBLEM Let us call the recognition version of the optimization problem solved by the MIP of Fig. 2, as the CLUSTERHEAD PLACEMENT problem. In this appendix, we show that CLUSTERHEAD PLACEMENT is NP-hard. In what follows, it will be helpful to visualize CLUSTERHEAD PLACEMENT by means of a complete bipartite graph as shown in Fig. 12. nodes in the upper partition, and In this figure, there are nodes in the lower partition. Node of the lower partition is connected to node of the upper partition with an edge having weight . Then CLUSTERHEAD PLACEMENT is the following problem. INSTANCE:



A complete bipartite Graph , with nodes in the first partition , nodes in the other partition , nonnegative weights on the edges, positive integer and a number .



QUESTION: Is there a subset such that and such that every vertex is by an edge joined to at least one node ? with weight We transform DOMINATING SET to CLUSTERHEAD PLACEMENT problem. Recall that DOMINATING SET is the following problem [30, p. 75]:
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Denote the Gaussian conditional densities by



Fig. 12.



Then, (3) yields



Bipartite graph illustrating the action of proposed MIP.



INSTANCE:



Graph



, positive integer



.



QUESTION: Is there a subset such that and such that every vertex is joined to at least one member of by an edge in ? DOMINATING SET is known to be NP-hard [30], so this transformation will establish NP-hardness of CLUSTERHEAD PLACEMENT. Given an instance of the DOMINATING SET problem with , and positive integer , put and choose such that . Put nodes in smallest , nodes in , and create a complete bipartite as shown in Fig. 12. Index the nodes in by graph . Assign weight 1 to the edge connecting node , and if or ;0 otherwise. Finally assign weight 1 to all edges connecting node , and . It is easy to see that this construction is a polynomial time operation. with Now execute CLUSTERHEAD PLACEMENT on and . If CLUSTERHEAD PLACEMENT returns , there is a node in such YES, then for each node is 1. But then and is connected in that the weight of ; i.e., each node (viewing as a subset of nodes of ) is connected to a node in . Since , DOMINATING SET requirement on is satisfied as well. Now suppose that CLUSTERHEAD PLACEMENT returns NO. Since for any choice of , the nodes , are connected to a node in with weight 1, it must be the case that for every choice of , there is a node in the set , for which there is no that is connected to by an edge with weight 1. node in But that means no subset of with elements can cover the rest of the nodes; i.e., DOMINATING SET would return NO as well. We therefore have transformed DOMINATING SET to CLUSTERHEAD PLACEMENT and thus CLUSTERHEAD PLACEMENT is NP-hard.



Define



The minimum of



occurs at (47)



the sign being chosen to ensure that . Indeed, as , and is a convex function, minimizes . Then, we have (48) APPENDIX III UPPER BOUND FOR BINARY CASE Theorem III.1: Suppose for all . Then for all . are i.i.d, Proof: From our assumption that we have (49) Since the ML rule rejects than , for any and



if the likelihood ratio is greater



APPENDIX II CHERNOFF DISTANCE BETWEEN GAUSSIAN DENSITIES As we pointed out earlier, our framework can handle arbitrary distributions. However, in many situations, the observation is simply the signal strength and is well modeled as a Gaussian random variable with appropriate mean and variance. In this section, we consider this important special case and provide a . closed-form formula for the Chernoff distance



The inequality above is the Markov inequality. Optimizing with respect to and recognizing that it suffices to optimize over
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(see [21, Exer. 3.4.13]) yields . Similarly, is symmetric with respect to the conditional by noting that , and thus . distributions,
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