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Abstract



complementary issues facing a data center. The former deals with estimating the appropriate amount of resources to meet client performance SLAs, and the latter deals with the dynamic scheduling of the resources to meet the SLA with the resources provisioned. The motivation of our work is to provide high quality of service (in the term of response time) with lower resource provisioning. A challenge in data center provisioning (both in terms of server capacity and energy consumption) is caused by the bursty nature of typical server workloads. The peak load on the system can be several times the long-term average rate. In order to meet response time requirements I/O servers have to significantly over provision resources. If the storage subsystem is not provisioned for the peak load, its performance degrades significantly during and in the aftermath of a burst, resulting in I/O operation having significant latency [1]. However, provisioning for the peak load means that the average server utilization is usually very low as has been confirmed by measurements in real data centers [1]. These idle resources incur both capital costs as well as operational costs in terms of energy and cooling, since powering on and off the servers is difficult due to the unpredictable nature of the bursts and the long latencies in transitioning the states of typical I/O devices and servers. In this paper we use workload shaping to address the problem of capacity provisioning and scheduling with low latency. This is based on the observed burst characteristics of storage workloads, in which a large fraction of the server capacity is used to satisfy the response time requirements of a small fraction of the requests [2, 3]. Furthermore while QoS schedulers use sophisticated scheduling across different clients to provide them proportional service or response time guarantees [4, 5], the requests from a single flow or each client are usually serviced in



Data centers are becoming a popular computing paradigm due to the cost efficiencies of centralized management and high reliability. The unpredictable bursty nature of typical workloads, in which the instantaneous request rates are very much higher than the average long-term rate, requires the server to significantly over provision resources in order to meet the response-time Service Level Agreements (SLAs), resulting in low resource utilization and higher costs. The goal of this research is to understand the behavior of bursty server workloads and develop models for use in provisioning and workload scheduling decisions. In this paper we consider an ON-OFF model for bursty workloads, to understand the relationship between degree of burstiness, capacity, and response time distribution. We partition the workload into a series of periods; by scheduling the requests to finish within their periods, we can confine the response time to the period length. By using a variation of the stochastic random walk model, we can estimate the statistics of the length of these periods, and thereby obtain a statistical bound on the capacity and response time distribution. This method will benefit capacity planning and resource allocation decisions.



1 Introduction Data centers are becoming an increasingly popular alternative for meeting enterprise storage and computing needs due to economies of consolidated hardware, simplified centralized management, and high reliability. However, profitable data center operation requires proper provisioning and multiplexing of the resources in the data center to meet the performance SLAs of different clients and lower costs for hardware, floor space, energy, and cooling. Capacity planning and scheduling are important 1



FCFS order. This means that performance degradation due to bursts within a client are not confined to the duration of the burst but affect even the well behaved portion of the workload. Using shaping, the workload is decomposed into two (or more) parts to isolate the bursts, and then recombined in a way that favorably alters the response time distribution of the requests. A typical SLA in our model is to guarantee a maximum response time for a specified fraction of the workload, and a weaker statistical bound on response time for the remaining portion of the workload; for instance, 90% of the workload has a maximum response time of 100ms, the remaining workload will have an average response time of 500ms, and less than 1% of the workload will have response time exceeding 2 seconds. In earlier work [2] a decomposition algorithm to maximize the portion of the workload that meets a stipulated response time for a given server capacity was presented. The overflowing portion of the workload was served on a best-effort basis using different heuristics [3] to obtain ”reasonable performance”. However, there are no formal guarantees on the performance of the workload since the method is based on profiling. This work is directed towards understanding the nature of bursty server workloads. In this paper we study an ON-OFF class of bursty workloads and present an approach to provide a statistical guarantee on the performance of the overflowing portion. We notice that for such a model the response time of the tail of the distribution and capacity requirements may be estimated statistically using methods based on the periodicity properties of random walks. We investigate the periodic structure as a function of the capacity using synthetic ON-OFF workload generator. In particular, we consider the relation between burst size (deviation from the average arrival rate) and the excess capacity (over the mean arrival rate) in order to provide a bound on the response time distribution of the requests. We see that if we increase the capacity by a small value, e.g. 10% − 50% above the average workload arrival rate, the response time distribution can be improved significantly. The rest of the paper is organized as follows. Section 2 provides an overview of workload shaping method. Section 3 describes the period based scheduling and periodic model. Section 4 provides evaluation results. Section 5 describes the related work and section 6 presents some
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Figure 1: System Model



conclusions and future work.
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Overview of Workload Shaping Method



In this section we first present an overview of the workload shaping approach. Fig. 1 shows the system model of the workload shaping method. A single client workload is shown. Requests from the client have a response time bound δ and a server capacity of β (requests per time step) is reserved for the client. The server maintains two queues for the client: a primary queue and an overflow queue. The primary queue has a fixed size equal to Q L = β × δ, while the overflow queue is (theoretically) unbounded in length. The decomposition module places an incoming request at the tail of the primary queue if there is space available; else the request is added to the end of the overflow queue. The recombination module will choose a request from either the primary or the overflow queue to dispatch to the server whenever the server is free. The analysis of our method is based on service trace model as shown in Fig. 2. Requests arrive at discrete time steps 0, 1, 2, · · · etc. The number of requests arriving at time i is denoted by X i . In the figure the staircase function labeled cumulative curve represents the total number of arrivals up to time i. At each time step i there is a jump of size Xi corresponding to the number of arrivals at that time step. Hence the figure shows an example where there are 1, 3, 2, 2, 0, 1 arrivals at time steps 0, 1, 2, 3, 4, 5 respectively. The straight line labeled service curve represents the number of requests that have been serviced by time i by a work-conserving server of capacity 1 request
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Figure 2: Trace Model per time step. A busy period (referred to simply as period in the figure and in the remainder of the text) is a maximal time interval during which there are 1 or more requests in the system. The time interval [0, 1] and the interval [1, 9] are two periods in the example. At the end of a busy period all requests in the system have completed and there are no further pending requests. The line labeled service curve limit represents the maximum number of arrivals that can meet a response time deadline of 2 time steps. Arrivals that lie above the line will be delayed and miss their deadline. For instance of the three requests arriving at time 1, one is above the service curve limit; the three requests will complete at times 2, 3 and 4 respectively. Hence, two requests meet the response time deadline of 2 time steps, while the third will incur a latency of 3. All the succeeding requests will also miss their deadlines, so that only 3 of the 9 requests meet their deadline. Under workload shaping, requests are moved to the secondary queue to prevent future requests from being delayed past their deadline. Hence, the decomposer will move one of the requests arriving at time 1 to the overflow queue. As a consequence, of the two requests arriving at time 2, now only 1 will lie above the service limit curve and miss its deadline; this will also be moved to the overflow queue by the decomposer. Similarly, 1 of the requests arriving at time 3 will be moved to the overflow queue and the other will meets its deadline. The remaining request at time 5 will be below the service curve limit and will meet its deadline. Thus only the three requests in



the overflow queue miss their deadline, so that 6 of the 9 requests meet their deadline in this case. If the three overflowing requests are served after the primary queue requests they will complete at times 7, 8, and 9. The length of a period provides an upper bound on the response time of all requests arriving during that time interval. Since all request require the same service time, the average response time of all requests served during a busy period is the same, irrespective of the order in which they are serviced as long as the server is work conserving (that is it does not idle if there is a pending request). Hence, workload shaping simply changes the distribution of the response times while keeping their mean the same. The response time of the 8 requests in the period [1, 9] when served using FCFS policy can be verified to be: 1, 2, 3, 3, 4, 4, 5, 4. The response times of the reshaped workload are: 1, 2, 6, 2, 6, 2, 6, 1. The average in both cases is 3.25s; under FCFS 2 requests meet the 2s deadline, 6 requests miss the deadline, and the maximum response time is 5s. For the reshaped workload, 5 of the 8 requests have a response time within the 2 time steps threshold, but the maximum response time of the remainder is larger at 6. We conclude this section by highlighting two assumptions underlying the shaping approach. • There are no dependencies between the requests. That is, we can reorder the requests (by delaying some of them) without violating the consistency of data access. In storage workloads this is usually satisfied at the block level at which we operate, because the dependent request will get its data from the buffer cache without accessing the disk. However, if we delay one or more block requests obtained by decomposing a large request the application performance may be affected. In these cases, the decomposition algorithm must treat the initial request as a superblock that cannot be split during decomposition. • All the requests have the same service time. In practice, sequential requests (or requests with high spatial locality in general) have significantly smaller response times than random requests. In these cases also, the decomposition algorithm should treat the spatially related requests as a superblock and not split them.



These practical constraints will be reconsidered in the complete paper once the properties of the idealized workload have been better understood.



3 Period Based Scheduling The time interval during which the server always has one or more pending requests is called a period. The main idea of this method is to dynamically partition the workload into a series of periods and finish all requests within the period in which they arrive. Thus there is no interference between the requests in different periods. Within the period the requests are partitioned into the primary and overflow queues as described in the previous section. For the recombination phase we use a simple policy: Any request in the primary queue will be given precedence over a request in the overflow queue. This policy guarantees that the maximum number of requests in the busy period will meet their stipulated deadline [2, 3]. Furthermore, the worst-case response time of any overflowing request is bounded by the length of the period. By bounding the period length (in a statistical way) we are therefore able to provide statistical bounds on the maximum response time of the workload. The length of the largest period can be controlled by changing the capacity of the server. We notice that by increasing the capacity by a small percentage, the length of period will be reduced significantly. Note that the maximum queue size may not occur during the longest period; this means that the maximum response time may be less than that predicted by the longest period. If we choose the capacity and partition the trace properly, we can guarantee the worst case with an statistical upper bound.
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Periodic Model and Random Walk



Requests arrive at fixed time steps 1, 2, 3, · · · etc. The number of requests that arrive at time step i is a Bernoulli random variable X i having value of either γB or 0 as defined below. γB with probability p = 1/B Xi =



{



0 with probability 1 − p The probability that X i = γB is p =



1 B



and probability



that Xi = 0 is (1 − p). The mean arrival rate, E(X i ) = γ, and the parameter B ≥ 1 is the size of the burst relative to the average arrival rate. Thus B = 2 means that the burst size is twice the average arrival rate and occurs on the average once every two time steps. Consider a server that services the arrival stream at a uniform rate β requests per time step; we refer to β as the capacity of the server. Definition: Define random variables Z i and Yi : (i) Zi = Xi − β (ii ) Yi = max{Yi−1 + Zi , 0} where Y0 = 0 Zi represents the contribution of the arrivals at time step i to the backlog at the server. If X i = 0 then there are no new arrivals and (up to ) β pending requests can be cleared by the server during the interval. If X i = γB then the backlog of requests is increased by this amount and β of them will be served during the interval. Y i is the number of pending requests at the server at time i, just prior to the arrival of the requests X i . If the total number of pending requests plus the arriving requests is less than β, then all these requests will be finished by the server prior to time step i + 1, and the server will idle till the next arrival; else β of these requests will be served during the time step. The dynamics of the system can be modeled by a generalized one-dimensional random walk [6, 7]. In the simple 1-d random walk, a person (supposedly inebriated) starting from the origin moves either one step to the right (+1) or one step to the left (-1) with equal probability at each time step. The period of the walk is defined as the number of time steps between successive returns to the origin. To relate our model to the 1-d random walk we first discuss the special case when the burst size B = 2, and the average arrival rate equals the server capacity (i.e. β = γ). The random variable Y i represents the distance from the origin at time i. At time i, we either move a distance +β (to the right) or −β (to the left), depending on whether Xi = 2β or Xi = 0. However, unlike the standard random walk, we never move left of the origin (since Y i cannot be less than zero from physical considerations). Figure 4 shows a Markov chain for the system evolution for the case B = 2 and γ = β; state [iβ] for which Y i = iβ rpresents the number of pending requests at time step i. A period is the interval between the time when the system leaves Y0 till it returns back to Y0 for the first time.



Figure 3: Markov Chain : Peak Arrival Rate = 2β, Average Arrival Rate = Service Rate = β



Figure 4: Markov Chain : Peak Arrival Rate = 3β, Average Arrival Rate = Service Rate = β



Figure 5: Markov Chain : Peak Arrival Rate = 4/3β, Average Arrival Rate = 2β/3, Service Rate =β



During this period the server will be continuously busy; however at the end of the period all requests arriving up to that time have been serviced and the system is idle. Thus the length of the period between successive returns to the zero state in the random walk [6, 7] corresponds to the length of the busy period in the server. The former has been well-studied mathematically and provides a rigorous mathematical foundation for our model. Our complete server model generalizes the simple 1-d walk in several ways : first, we do not have transitions to the left of the origin; secondly, as discussed below, for burst sizes larger than 2, there is an asymmetry between steps moved to the right and steps moved to the left in terms of the sizes of the steps; finally, when the server capacity β exceeds the average arrival rate γ, the probabilities are skewed towards bringing the walker back to the origin faster than if the two are equal. We discuss both these cases below. When B > 2 the transitions to the left or the right are no longer symmetric. The step to the right is of size (B − 1)β and occurs with probability 1/B while the size of the left-going step is β and occurs with probability 1 − 1/B.



Figure 4 shows a Markov chain for the system evolution for the case B = 3 and γ = β. Transitions to the right occur from a state [Y i = iβ] to the state [Yi+2 = (i + 2)β] with probability 1/3; right-going transitions occur with probability 2/3 from state [Y i = iβ] to state [Yi−1 = (i − 1)β]. Finally we consider the case when β = γ. If γ > β then the average arrival rate exceeds the average service rate and the queue and response times (and hence period) will grow unbounded, irrespective of the scheduling policies in use. On the other hand, the case β > γ represents the case when the system capacity is over provisioned in order to handle the bursts in the arrivals. In this case an arrival of size Xi = γB corresponds to a rightward step of size γB − β, while if Xi is zero it corresponds to a leftward step of size β. The former occurs with a probability 1/B and the latter with probability 1 − 1/B as before. Figure 5 shows an example for the case β = 1.5γ and B = 2. Since we have overprovisioned the server, we would expect the period of the system to be smaller. Comparing with Figure 3 we see, for instance, that in this case starting from the origin, four successive transitions of Xi = γB followed by two transitions of X i = 0 will result in a period of length 6; however, for the case when β = γ, there must be at least 4 transitions following the first 4 to complete a period i.e. the period length is 8 in this case.



4



Evaluation



In this section, we evaluate the periodic model approach using simulation of synthetic traces generated using the ON-OFF model. The synthetic traces all have the same average request arrival rate γ, and have burst sizes B ∈ {2γ, 5γ, 9γ, 12γ, 15γ}, representing different degree of burstiness in the workload. Low values of B represent workloads with frequent occurrences of small bursts of requests, while large B values represent workloads having a lower frequency of bursts but with each burst bringing in a large number of requests. We conduct three types of experiments. First we explore the relation between the maximum period and capacity of the server. Second, we determine the distribution of period lengths as a function of server capacity and evaluate the fraction of periods that meet a given upper bound as the server capacity is varied.



These values are used to estimate the capacity required to meet a given response time QoS specification. Finally, we evaluate the percentage of requests in the workload that actually meet the response time bounds using the capacity estimated based on the distribution of period lengths.
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Burst Parameter=2



4.1 Capacity vs Maximum Cycle Length Figures 6 to 10 show the relation between the capacity and the maximum period length for five traces with peak-toaverage ratio B = 2, 5, 9, 12, 15, respectively. For specificity, the average arrival rate is assumed to be 100 requests/sec and the time step size is assumed to be 10ms; hence the average arrival rate per time step (i.e γ) has value 1. Since the period length displays a very high variation with change in capacity, a log scale is used to display the y-axis (maximum period length). Although the traces have different burst size, they show the same trend when increasing the capacity. The reduction of the maximum period length is not linear with the increase in capacity. When the capacity is less than a threshold, a small increase of the capacity will increase the performance significantly, so we should provision at least this capacity to achieve disproportionate improvements in the response time bounds. On the other hand, when the capacity is larger than certain value, the improvement of performance slows down as the capacity is increased. Trying to guarantee the same response time to this tail requires large capacity provisioning, and hence the SLA should provide a less stringent response time guarantee to this fraction of the workload. The leftmost point in Figures 6 to 10 represent the case when the server capacity equals the average arrival rate. Theoretical analysis for the simple 1-d random walk [6] with B = 2 has proved that the system will return to zero with probability 1, but the length of the period can be very high. However, if the capacity is increased by a small amount (say 10%) over the average arrival rate (to 110 requests per second instead of 100), the maximum period length drops drastically. For instance in Figure 6 with burst size 2γ the length of the maximum period drops by a factor of 1000 when the capacity is increased from 100 to 110 requests per second. Similarly, for the trace with B = 15 in Figure 10, when the capacity is increased from 100 to 110, the maximum cycle length reduced by a ratio of about 116. The marginal reduction in the period length
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Figure 6: Capacity vs Maximum Cycle Length for Burst Size=2γ is less as the capacity increases. For instance, when the capacity increases by 10% from 4000 to 4400, the maximum period length reduced from 46 to 39, a ratio of about 1.2. These properties will benefit the capacity planning, which we will introduce in next part in detail. Figure 11 compares the maximum period length against the maximum burst size. As expected, increasing the burst size for a given capacity increases the length of the maximum period. However, the effect is most pronounced for small capacity values β = 1.1γ. As β increases the sensitivity to burst size decreases in the range of burst sizes displayed in the figure.



4.2



Capacity Planning Based on On-Off Model



We now describe preliminary results on a method to estimate the capacity using the statistical distribution of periods and compare the actual distribution of response times achieved using the estimated capacity. With the on-off model, one can get the statistics of the cumulative distribution of maximum period length. For example, assume that the response time limit for requests is 50ms and the average arrival rate γ = 1 request every 10ms (i.e. 100 requests/sec). For the model with burst size B = 15, when the capacity β = 5 × γ, 90% of the periods are less than 50ms. That means all the requests that arrive within these
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Figure 7: Capacity vs Maximum Cycle Length for Burst Size=5γ
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Figure 9: Capacity vs Maximum Cycle Length for Burst Size=12γ
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Figure 8: Capacity vs Maximum Cycle Length for Burst Size=9γ



Figure 10: Capacity vs Maximum Cycle Length for Burst Size=15γ



periods are finished within 50ms, and most of them are much less than 50ms. The distribution of period lengths allows us to estimate the percentage of requests that are guaranteed the 50ms deadline, and the maximum period length upper bounds the maximum response time encountered by the remaining tail of the distribution. In Figures 12 to 16, we show the Cumulative Distribution Function (CDF) of period lengths along with the CDF of the percentage of requests actually finished by deadline limit for five different traces of differing burst sizes. If we



want to guarantee 92% requests finishing by the deadline (e.g. 50ms) for the trace B = 12γ (Fig. 15), we plan the capacity based on the on-off model. For the on-off model, a capacity 500 will have 92% of the periods less than 50ms. We use C = 500 as the capacity and get the real response time distribution from a simulation of the execution of the the trace against the server. The results show that, 97% requests can be finished by their deadline, which means the capacity can guarantee the requirement, although the capacity is a little over provisioned. It
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Figure 11: Maximum Cycle Length vs Burst Factor B for Different Capacities β
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Figure 12: Capacity planning for B=2 1.2



5 Related Work A large number of Qos-based I/O schedulers such as WFQ [4], WF2Q [8], and PGPS [9] focus on fair queuing principles. They provide fine-grained proportionate bandwidth allocation by multiplexing the available server throughput according to the weights of the clients. Response time guarantees were addressed in [10, 11, 5, 12], but these works do not consider shaping the workload to improve the delay characteristics of the client or reduce
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can also guarantee the requests that do not finish within deadline limit have a statistical upper bound. For example, when using capacity C = 500, the on-off model with B = 12 has a maximum period length of 240ms, which means the worst case of the response time of the remaining requests (3%) are upper bounded by 240ms. Note that even with this simple capacity estimation, we have 1200/5 = 240% reduction in capacity over worst-case provisioning. In our continuing work, we are improving on the capacity estimate by noting that it is better to estimate the capacity so that the period is determined by a more relaxed response time, and then adjusting the capacity so that each period meets the desired percentage of guaranteed response times. Details will be presented in the complete paper.
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Figure 13: Capacity planning for B=5 the server capacity required. They require the server to have sufficient resources to handle the worst-case request arrivals of both individual clients, as well as the relative timing across clients. Our work considers providing better response time distribution with low resource provisioning by allowing a graduated QoS model where a small fraction of the requests may get a degraded response time. Another line of Qos-based research addresses the resource provisioning problem by exploiting statistical multiplexing of the storage servers and off-loading the peak write workload into the lightly loaded resource (such as Everest [1]). Our work considers improving the charac-
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Cumulative Distribution for Period from ON−OFF Model Cumulative Distribution for Response Time from Disksim Trace Burst Size=12
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Figure 15: Capacity planning for B=12 teristics of a single application in a more general situation, and attempts to build an analytic model to estimate the parameters. A third category fo related work is network Qos [13, 14]. Workload shaping has been a long history in the networking area, using traffic models like the leaky bucket and token bucket models to provide quality of service based on the SLA. The requests that violate the SLA will be dropped and it is the clients responsibility to resend the requests. However, in storage system the protocols do not support resending requests and solutions need to incorporate the scheduling of overflowing requests.
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Figure 16: Capacity planning for B=15 The work most related to ours is the workload decomposition approach [15, 16, 2]. These approaches either ignore the rescheduling of overflow requests or simply select the capacity and response time bound based on profiling the workload. Our work is directed towards using statistical methods to provide rigorous statistical guarantees. Finally scheduling methods based on exploiting variance in the request service times are explored in [17, 18].
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Figure 14: Capacity planning for B=9
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Conclusion and Future work



Bursts in server workloads cause the instantaneous request rates to exceed the average rate by over an order of magnitude. Resource allocation based on the worstcase situation will require significant over provisioning, resulting in low resource utilization and high cost and energy consumption. However, if we provide resources simply according to the average workload rate, the performance can degrade significantly, since the degradation due to peaks is not confined but spreads over the entire workloads. We build a period based models for bursty workloads, to understand the relationship between degree of burstiness, capacity, and response time distribution. By anylyzing the distribution of period length, we propose an approach to capacity planning based on statistical foundations. By scheduling the requests to finish within their periods, we can confine the response time to the period



length, providing an statistical upper bound for the worst case response time. We also provide scheduling methods based on the workload decomposition, which separates the overflow requests from well-behaved ones. In future work we plan to develop analytic or numerical solutions for the Markov-chains and use more sophisticated capacity estimation based on the statistical properties of the periods. Finally, we are developing models for real traces as compositions of ON-OFF traces studied in this paper. These will be presented in a later paper.
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