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Steady-State Conditions in Structural Estimation of Search Models Yahong Zhang April, 2004



Abstract This study investigates the importance of steady-state conditions in structrual estimation. Burdett-Mortensen (1998), a two-state on-the-job search model, and its extention, a three-state on-the-job search model, are used as model examples. Simulated data are constructed to provide the same labor market information as the National Longitudinal Survey of Youth (NLSY), a widely used panel data from the U.S. The simulation results show that the amount of time for a certain cohort to reach the steady-state is not negligible. And the estimation results are biased if the steady-state conditions are inappropriately imposed on a sample that is not yet in the steady-state. For panel data with a length of more than 20 years, such as the NLSY, this paper proposes a solution: estimate the model using two stock samples at di¤erent points of time so as to utilize the fact that an early stock has a low censoring rate and a later stock is more likely to be in the steady-state. An estimator based on a mixed data sample from two stock samples is proposed and Monte-Carlo analysis shows that the estimator performs well.
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Introduction



Structural estimation is being used more frequently as relevant data become increasingly available. In most cases, to estimate the model, the data are required to be in the steady-state. Surprisingly, even though it is a crucial requirement, most studies take it for granted. That is, they estimate a general equilibrium model assuming the steady-state conditions hold without …rst checking whether the data are in the steady-state or not. To what extent are estimation results a¤ected by this requirement? If the steady-state data are not available or the available steady-state data have 1



other data limitations, is there any remedy? In this paper, I choose the Burdett-Mortensen (1998) search model, hereafter BM, as the model example and the National Longitudinal Survey of Youth (NLSY) as the data example, to analyze this issue. BM has been estimated often since it provides a general equilibrium search model that is consistent with a number of stylized facts: …rms o¤er wages that are generally above workers’ reservation wages, workers with more experience and tenure earn a higher wage on average, large …rms o¤er higher wages than small …rms, and quit rates decrease with wage o¤ers across employers. In order to estimate the structural parameters of the BM model, one needs data on wages, job durations, unemployment durations and transitions. Such data can be recovered from a stock sample of the population, which is obtained by randomly sampling members of the population at a …xed point of time. For example, the sample used in Bowlus (1998) is a stock sample, which consists of information on the state of employment, wages and durations during the …rst week of April 1986 from the NLSY. The job o¤er arrival rates and job destruction rate are obtained by estimating BM on this stock sample. In the estimation, the steady-state conditions are imposed when the maximum likelihood estimator is constructed. That is, wages are assumed to be from the probability density function of the steady-state earnings distribution, and the completed job durations are from the Gamma distribution. These assumptions require the data be in the steady-state, otherwise neither the observed earnings nor the job spells are distributed as the model predicts. This paper examines whether it is appropriate to impose the steady-state assumptions on a stock sample, especially on a stock sample of young graduates, which is often the targeted group for researchers using the NLSY since initially it is a survey of youth. If it takes a signi…cant amount of time for a cohort to reach the steady-state, then the probability that the stock sample of a particular year is not in the steady-state is high. Simulation results show that under reasonable parameter values it can take a cohort of young people over 10 years to reach the steady-state, and if the selected stock sample is not in the steady-state, the estimates are biased. To avoid such a problem, one would tend to pick a stock sample from a later year in the panel, since it is more likely to be in the steady-state. However, the later stock is more likely to have a high censoring rate than the early stock. Monte-Carlo results show that if a stock sample has a high censoring rate, the estimates are biased even though it is in the steady state. To cope with this dilemma, this paper provides an alternative estimation method based on
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collecting two stock samples from the panel data: one from an early year and the other from a later year. Because the censoring rate is low, the early sample provides better information on durations and transitions and because the later stock is more likely to be in the steady-state, the earnings and the employment status from it are more likely to be in agreement with the steadystate assumptions. possesses the steady-state feature. A new estimator is proposed to utilize these di¤erent information advantages and Monte-Carlo results show that this new estimator performs well. In section 2, I brie‡y describe the structure of the general equilibrium search model. Section 3 discusses the components of the likelihood estimator, Section 4 describes the Monte-Carlo results when data limitations are present and Section 5 shows how to construct the correct estimator to utilize the di¤erent features of two stock samples. Section 6 concludes.
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The model



Because most of the model framework is discussed in BM as well as in subsequent theoretical and empirical studies, I only brie‡y describe the model here. It is normally assumed that male workers only have two states: the unemployment state and the employment state. For female workers a third state— the nonparticipation state is usually included as well. Thus, I give a short description of the two-state search model in Section 2.1 and the three-state search model in Section 2.2.



2.1



Two-state search model



In the two-state model workers are either unemployed (U ) or employed (E). Denote the measure of workers by m, and the measure of unemployed workers by u. The measure of …rms is normalized to one. When in U , workers’non-market time value is denoted by b, and the job o¤er arrival rate faced by workers is denoted by



0.



When employed, workers face the same wage o¤er distribution,



but the o¤er arrival rate is assumed to be di¤erent from that faced by unemployed workers. Denote it by



1,



which is usually smaller than



0.



Jobs are destroyed at an exogenous rate .



The workers’ problem is to solve the standard search utility maximization problem given the …rms’wage o¤er distribution F (w). The optimal strategy for workers is a reservation wage strategy, i.e. accept a job o¤er if the o¤ering wage is higher than the reservation wage; otherwise reject the job
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o¤er and wait for the next o¤er to come. Let R denote workers’reservation wage while unemployed. Firms post wages and maximize pro…ts given a linear production technology. In equilibrium, …rms never o¤er wages lower than R, which means that all o¤ering wages are acceptable to the unemployed workers. Following BM R is given by R =b+(



1)



0



Z



wh



R



where



0



=



0=



, and



1



=



1=



1



F (w) dw; 1 + 1 [1 F (w)]



(1)



.



Therefore, for the two-state model, the ‡ow from the employment state to the unemployment state is (m



u) and the ‡ow from the unemployment state to the employment state is



0 u.



In the



steady-state, the ‡ow into the unemployment state is equal to the ‡ow out of the unemployment state and the resulting unemployment rate, u=m; is equal to u = m



+



1 1+



= 0



:



(2)



0



Although in the model both workers and …rms are ex ante homogeneous, the equilibrium wages o¤er distribution is not degenerate due to on-the-job search. The wage o¤er distribution is given by F (w) =



1+



1



[1



(



1



P P



w 1=2 ) ]; wl



(3)



where wl = R; and the equilibrium cross section earnings distribution is given by G(w) =



F (w) : 1 + 1 (1 F (w))



(4)



In order to …t the observed wage data, I adopt the discrete approach to add …rm heterogeneity. That is, I assume there are Q types of …rms that can be ordered as P1 < P2 < ::: < PQ .1 Pro…ts are equal within …rm types but not across …rm types. The equilibrium wage o¤er distribution for the type j …rm is given by



Fj (w) =



1+



1



1+



1 (1



1



where



j



j 1) 1



[



Pj Pj



w 1=2 ] ; wLj wl



wHj ;



(5)



is the fraction of …rms with productivity Pj or less, wLj is the lowest wage o¤ered by a



type j …rm, and wHj is the highest wage o¤ered by a type j …rm. 1



w



See Burdett and Montensen (1998) for details
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2.2



Three-state search model



The three-state model described here is similar to Bowlus (1997) except that the transition rate from E to N P is allowed to be di¤erent from the transition rate from U to N P . Bowlus (1997) extends BM to a three-state model by adding the non-participation state (N P ) as a third state. As in Bowlus (1997) workers in the nonparticipation state are assumed not to actively search and there is no transition from N P to E since it is assumed that one has to search in order to get a job. When unemployed, in addition to obtaining job o¤ers at rate transit to N P at rate



1,



to transit to E, workers can



0



the rate at which the value of time in the nonparticipation state increases.



Workers in the nonparticipation state can transit from N P to U at rate



2,



the rate at which the



value of time in the nonparticipation state decreases. When employed, workers can either transit to another job at rate



1,



to U at rate , or to N P at rate



3,



the rate at which the value of time



in the nonparticipation state increases when employed.2 The workers’problem is basically the same as the one in the two-state model. The reservation wage for the unemployed workers, R, is now given by Z wh 1 F (w) ( 1 ( 3) R = b+( 0 1 ) dw b 1 + 1 [1 F (w)] R 1+ 2 where b+(



0 0



=



0 =( + 3 ) and R wh 1 F (w)



1) R



1+



1 [1



=



1



1 =(



+



3 ).



Note if



3)



1 1 1



+



=



2 3,



Z



wh



R



1



F (w) dw : (6) 1 + 1 [1 F (w)]



equation (6) collapses to R =



F (w)] dw:



For the three-state model, the unemployment rate in steady-state is u = m ( +



( + 3) 2 3) 3 + 1( + 3) +



0( 3



+



2)



:



(7)



The fraction of employed workers is e u 0 = ( ): m m + 3



(8)



Thus, the fraction of workers in the non-participation state is



1



u m



e : m



[1



(



The wage o¤er distribution is F (w) =



1+



1



1 2



In Bowlus(1997)



1



is assumed to be equal to



3:



5



P P



w 1=2 ) ]; wl



(9)



and the equilibrium cross section earnings distribution is G(w) =



F (w) : 1 + 1 (1 F (w))



(10)



Similarly, it is assumed that there are Q types of …rms which have P1 < P2 < ::: < PQ . The equilibrium wage o¤er distribution for type j …rms is given by FJ (w) =



1+



1



1



where



j



1+



1 (1



j 1) 1



[



PJ PJ



w 1=2 ] ; wLj wl



w



wHj ;



(11)



is the fraction of …rms with productivity Pj or less, wLj is the lowest wage o¤ered by a



type j …rm, and wHj is the highest wage o¤ered by a type j …rm.
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Estimation Method



For the two-state model, there are three parameters governing individuals’search process:



0,



and ; while for the three-state model, there are six parameters governing the search process: 1,



;



1,



2



and



3.



1 0,



To identify the parameters the following information is required: the state of



employment, wages, job spells, nonemployment spells and transitions if the job spells are complete. Estimation by maximum likelihood is a natural choice to estimate this structural model. In the following subsections I provide a brief description of the maximum likelihood estimators (MLE) for the two models.



3.1



Maximum likelihood estimator for the two-state model



The maximum likelihood estimator for the two-state model, assuming a steady-state stock sample, is formed by taking the product of the probability of being in one of the two states, the probability density function (pdf ) of the earnings distribution, the pdf of the job spells distribution, the pdf of the unemployment duration distribution and the probability of each transition. The probability for a worker to be in U , is 1



u m.



u m;



is given by equation (2) and the probability for an individual to be in E



For the individuals in the unemployment state, the residual unemployment spells DN are



governed by a Poisson process, and they are exponentially distributed with parameter



0.



If the



individuals in the unemployment state are observed to accept employment, the wages they receive on these jobs are distributed as f (w) and the job durations DJ are exponentially distributed with parameter



=( +



1 (1



F (w)). 6



For the workers in the employment state, their current wages are distributed as g(w), the pdf of the earnings distribution G(w), and the complete job durations DJ (elapsed durations DE plus residual durations DR ) follow a Gamma distribution with parameters 2 and ( +



1 (1



F (w))



1 .3



There are two possible exits from jobs: quit to take another job o¤er or exit to the unemployment state. The probability of accepting the other job o¤er is probability of the job being destroyed is =( +



1 (1



1 (1



F (w)=( +



1 (1



F (w)) and the



F (w)). Let J indicate a quit, i.e. J = 1 if a



job spell ends due to accepting another job o¤er; J = 0 otherwise. The likelihood function for an individual in the unemployment state is as follows Lu =



+



0



1 J



(



[



dn0 0 1 (1



exp(



0 DN 0 )ff (w)



F (w))J )



]dN 0 dJ [



dn 0



dJ



exp(



DJ )gdN 0 (1 J)dN 0 dJ ; 0 DN )]



exp(



(12)



where dN 0 ; dJ ;and dN are equal to 1 if the spells are complete, 0 otherwise. Similarly, the likelihood function for an individual in the employment state is: 0



Le = [



3.2



+



0



g(w)f 2 DJ gdJ f DJ + 1g1



1 J



(



1 (1



F (w))J )



]dJ [



dn 0



exp(



dJ



exp(



DJ )



(1 J)dJ : 0 DN )]



(13)



Maximum likelihood estimator for the three-state model



The likelihood function for the three-state model is similar to that of the two-state model, thus I focus on the di¤erences between them. In the NLSY, if a worker is not employed, the state of the worker at the beginning of a spell and at the time of the survey interview, i.e. at the time a stock sample would be taken, is observable. That is, we know that whether the worker is in U or in N P; but the transitions made between U and N P; over the course of the spell, are not observable. Thus, nonemployment durations, which include both unemployment durations and nonparticipation durations are introduced into the three-state model. One nonemployment spell can be composed of many unknown transitions between U and N P , which makes it di¢ cult to construct the nonemployment durations distribution. Although both unemployment spells and nonparticipation spells are distributed exponentially, the distribution of the nonemployment spells, the combination of those two spells, is neither an exponential distribution nor a Gamma distribution. Bowlus and 3



See Lancaster(1990) for the derivation of this Gamma distribution.
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Zhang (2003) have developed analytical expressions for the probability density functions, pdf (U ), if the nonemployment duration starts from the unemployment state and pdf (N P ), if starts from the nonparticipation state, as well as the survivor functions, S(U ), if the nonemployment duration starts from the unemployment state and S(N P ), if starts from the nonparticipation state. The expressions are applied here when constructing the likelihood function for the nonemployment durations. In general, the mean of the nonemployment spells that start with U is smaller than the mean of those spells that start with N P . Due to the properties of the renewal process, the means of the two types of nonemployment duration are: 1



E(tjS = 0) =



+



2



;



(14)



0 2



and 0



E(tjS = 1) =



+



1



+



2



;



(15)



0 2



where S equals 1 if the spell starts from the nonparticipation state. If the workers in the unemployment state are observed to accept employment, the wages they receive on these jobs are distributed as f (w) and the job durations DJ are exponentially distributed with



=( +



1 (1



F (w)) +



3 ).



For the workers in the employment state, their current wages



are distributed as g(w), the pdf of the earnings distribution G(w). The complete job durations DJ (elapsed durations DE plus residual durations DR ) are distributed Gamma with parameter 2 and ( +



1 (1



F (w)) +



3)



1.



Moreover, for the employed workers there are three possible job



transitions: transitions from job to job(J = 1; S = 0) due to accepting a better job o¤er, transitions from the employment state to the unemployment state (J = 0; S = 1) due to job destruction, and transitions to the nonparticipation state (J = 0; S = 0) due to family reasons. The transition probabilities are, respectively, P rob(J = 1; S = 0) = P rob(J = 0; S = 1) = =( +



1 (1



1 (1



F (w))=( +



F (w))+ 3 ) and P rob(J = 0; S = 0) =



3 =(



1 (1



+



F (w)) +



1 (1



3 ),



F (w))+ 3 ).



The likelihood function of a worker in the unemployment state and in the nonparticipation state are Lu and Lnp , respectively. dN 0



Lu = (pu )pdf (U )



1 dN 0



S(U )



[(pdf (U )dN S(U )1



ff (w)



dJ



exp(



DJ )g



dN S



) (pdf (N P )dN S(N P )1
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dN 0



S(1 J)



[



(



dN (1 S) (1 J)dN 0 dJ



)



]



F (w))J



1 (1



;



(1 S)(1 J) ) dN 0 dJ 3



]



(16)



Lnp = (1



pe )pdf (N P )dN 0 S(N P )1



pu



S(1 J)



[



(



1 (1



F (w))J



[(pdf (U )dN S(U )1



dN 0



ff (w)



dJ



DJ )gdN 0



exp(



(1 S)(1 J) ) dN 0 dJ 3



]



dN S



) (pdf (N P )dN S(N P )1



dN (1 S) (1 J)dN 0 dJ



)



]



;



(17)



where dN 0 ; dJ ;and dN are equal to 1 if the spells are complete, 0 otherwise. Similarly, the likelihood function of an individual in the employment state is Le . Le = (pe )g(w)f 2 DJ gdJ f DJ + 1g1 [(pdf (U )dN S(U )1



dJ



S(1 J)



exp(



dN S



DJ )[



) (pdf (N P )dN S(N P )1



(



1 (1



dN (1 S) (1 J)dJ



)



]



F (w))J



(1 J)(1 S) ) dJ 3



:



]



(18)



I apply the discrete approach when dealing with the heterogeneity in …rms’ productivity, the estimation problem is not standard, because the likelihood function is not di¤erentiable in some of the parameters. I adopt the two-step iteration procedure described in Bowlus et al. (1995, 2001). First, holding all the arrival rates …xed, the optimal wage cut combination can be found by simulated annealing. Second, treating the optimal wage cuts as given, maximum likelihood is used to estimate the arrival rates.
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Monte Carlo evidence on the performance of the MLE if the steady state conditions are inappropriately imposed



Because a steady-state stock sample is required to apply the estimator, it is important to check whether the data are in the steady-state. Note that the maximum likelihood estimator is valid only in the steady-state and departures from steady-state can cause biased estimates. In this section, I discuss how long it takes a cohort to reach the steady-state in both the two-state and three-state search models, and the e¤ect on the estimates if the stock sample used is not in the steady-state. I also examine the e¤ect on the estimates if a stock sample in the steady-state is used but with a very high censoring rate.



4.1



The length of time to reach the steady-state



If a cohort converges to the steady-state in a short time, then the steady-state problem is trivial. If a 20 year panel dataset is available for a cohort and it takes only 3 months to reach the steady-state, 9



then it is expected that the stock sample from any year but the …rst year is in the steady-state. However, if it takes 10 years to reach the steady-state and the panel has a time length of 15 years, then researchers need to pay attention to which year’s stock sample they should use because the stock sample of any year before the 10th year is not a steady-state sample and the standard likelihood function proposed in the literature is not valid. Figures 1 and 2 show the simulation results for a two-state search model with the following parameters: arrival rate parameters



0



= :042;



1



= :0061;



1



= :002;parameters on wage cuts and



productivity Q = 4; r = 150; wH1 = 407; wH2 = 577; wH3 = 769; wH4 = 1163; P1 = 522; P2 = 739; P3 = 1031; P4 = 2160;



1



= :59;



2



= :81 and



3



= :94. There are 200 replications performed



and the size of each sample is 1000. All individuals are assumed to start from the unemployment state. Mean earnings and the unemployment rate are calculated for each year. In Figure 1, the vertical axis is the average means of the simulated earnings distributions and the horizontal axis is the number of years. It shows that the mean earnings rises over time and approaches the steadystate level after approximately 16 years. In contrast Figure 2 shows that the unemployment rate drops sharply and approaches the steady-state level fairly fast, in only 3 years. Similarly, Figures 3 and 4 present how long it takes to reach the steady-state in the threestate model. The simulation is based on the following speci…cation: arrival rates :0048;



= :0023;



1



= :0086;



2



= :0058;



3



0



= :0423;



2



= :82 and



3



=



= :00039, and wage cuts and productivity Q = 4; r =



141; wH1 = 347; wH2 = 481; wH3 = 625; wH4 = 884; P1 = 479; P2 = 659; P3 = 925; P4 = 2148; :58;



1



1



=



= :95. The sample size is 1000 and the number of replications is 200. Figure 3



shows that it takes at least 17 years for the earnings distribution to reach the steady-state. Figure 4 shows that it takes 4 years for the unemployment rate to reach the steady-state level and takes 10 years for the nonparticipation rate to reach the steady-state level.



4.2



Biased estimates when stock sample used is not in the steady-state



From the previous section, it is known that it takes more than 10 years to reach the steady-state in both the two-state and three-state models. To study the e¤ect on the estimates if the stock sample used is not in the steady-state, I use both the two-state estimator and the three-state estimator described in Section 3. Under the parameter sets given above, a Monte Carlo analysis is performed on simulated stock samples in the steady-state for both models. Table 1 lists the mean 10



and standard error values for the estimates of the two-state model and Table 2 lists those for the three-state model. Both tables show that the maximum likelihood estimator performs well if the data used are in the steady-state. Note that the censoring rates of job spells in both data sets are only 10%. Based on Subsection 4.1, it is known that it takes at least 16 years for the unemployment rate and earnings to reach the steady-state for the two-state model. In order to examine the performance of the MLE on samples that are not in the steady-state, I simulate four other stock samples under the same parameters. The four samples are stock samples taken 2, 5, 8 and 12 years after the cohort enters the labor market. That is, workers in the second year’s stock sample are in the labor market for only 2 years; workers in the …fth year’s stock sample are in the labor market for 5 years and so on. Thus none of the four stock samples is in the steady-state. The censoring rate of job spells for each data set is around 10%. The Monte Carlo results are shown in Table 3. One can see that all of the estimates based on the second year’s stock sample are upwards biased. The estimated o¤er arrival rate while unemployed



0



and job destruction rate



are consistently upwards biased for the



remaining three non steady-state samples and they approach the true parameters when the data approaches the steady-state. The o¤er arrival rate while employed



1



appears to approach the true



value much faster than the others. Similarly, I simulate four non steady-state samples for the three-state model. Table 4 shows the Monte Carlo results of the performance of the MLE on these samples. The results are similar to those for the two-state model. That is, all the estimates are upwards biased except



1



and the bias



lessens when the data approaches the steady-state. Thus it is important for researchers to check whether the stock sample in hand could be a steady-state stock sample or not given reasonable parameter values. Surprisingly, this is rarely done. In most cases the assumption of being in the steady-state is taken for granted without checking.



4.3



Biased estimates when stock sample used has a high censoring rate



The problems concering steady-state conditions suggests that a stock sample from a later period might be a better choice compared with a stock sample from an early period, because the later period stock sample is more likely to be in or close to the steady-state. The disadvantage of using 11



the later period stock sample is that the censoring rate related to job durations is usually higher than that in the early period stock. To study the e¤ect of high censoring rates on the estimates, I simulate several steady-state stock samples with di¤erent censoring rates according to the true parameter set described in Section 3. Again for each censoring rate, the sample size is 1000 and the number of replications is 200. Tables 5 and 6 present the Monte Carlo results with di¤erent job duration censoring rates for both the two-state model and the three-state model, respectively. Both tables show that high censoring rates cause biased estimates even though the data samples used are in the steady-state. For instance, Table 5 shows that all the estimated rates become lower when the censoring rate increases for the two state model. Table 6 presents the e¤ects of censoring rate on the estimates for the three state model. It shows that as the censoring rate becomes higher, all of the estimates except rates



1 0



become lower. Thus, a high censoring rate leads to underestimates of the job o¤er arrival



and



1,



the job destruction rate , and the quit rate to the nonparticipation state



3.



The



bias is due to the lack of information on the actual length of job spells and the lack of information on transitions following the end of the job spells. In order to avoid a high censoring rate, a stock sample from the beginning of a panel is preferred to a sample from the end of the panel. If the steady-state has already been reached, then the early stock sample should provide us the same information on the steady-state earnings and durations as the later sample. In this case, the early stock sample would be a better choice. But if the steady-state is reached much later and the early sample is not yet in the steady-state, the estimates based on the early sample are biased even though it can provide more information on the actual length of durations and the transitions made at the end of the job spells. One possible solution to this dilemma is to use two stock samples–one from the beginning and one from the end–instead of using only one stock sample. The next section provides a detailed discussion of this proposed method.
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Mixed stock sample estimator



A mixed stock data sample can be obtained by collecting di¤erent information from stock samples from two di¤erent points of time of a panel. To be speci…c, the employment status and earnings
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information are taken from a later stock sample and the information on durations and transitions are taken from an early stock sample. The likelihood estimator on this mixed data set is constructed in the following way. Because the later stock is considered to be in the steady-state the observed employment states for the workers in the later stock and the earnings for these workers are used in the estimation. However the durations and transitions in the later stock do not reveal much information on labor market behavior due to the high censoring rate. Thus, the durations and transitions from the early stock sample are used in the estimation. Both the distribution of job spells and the transition probabilities are conditioned on current wages, i.e. the wages from the early stock sample. Since the wages used to compute the equilibrium earnings distribution are the earnings from the later stock, F (w) needs to be computed for each wage in the early stock sample based on the steady-state earnings distribution obtained from the later stock sample. Given that the early stock is not in the steady-state, the completed job spells of the early stock are not distributed as a Gamma distribution. However, it is known that the residual job spells are distributed exponentially even when they are not in the steady-state, therefore the residual job spells are used in the new estimator in stead of the full job durations. Thus, the mixed stock sample likelihood estimator for a two-state model is formed by taking the product of the probability of being in one of the two states in the later stock, the pdf of the later stock’s earnings distribution, the pdfs of the early stock’s residual job spell distribution and unemployment spell distributions and the probability of each transition in the early stock. The likelihood function for a worker in the unemployment state in the later stock is as follows (Note that subscipt s1 denotes the data from the early stock and subscript s2 denotes that the data from the later stock.)



Lu;s2 =



+



:



(19)



0



The likelihood function of a worker in the unemployment state in the early stock is



Lu;s1 = [



dn0;s1 exp( 0 1 Js1 ( 1 (1



dJ;s1 exp( 0 DN 0;s1 )ff (ws1 ) J F (ws1 )) s1 ) dN 0;s1 dJ;s1 dn;s1 ] [ 0
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DJ;s1 )gdN 0;s1 exp(



(1 J;s1)dN 0;s1 dJ;s1 ; 0 DN;s1 )]



(20)



Where DN 0 is the residual nonemployment duration. Similarly, the likelihood function of a worker in the employment state in the later stock is Le;s2 =



0



+



g(ws2 ):



(21)



0



The likelihood function of a worker in the employment state in the early stock is



dJ;s1



Le;s1 =



exp(



1 J;s1



[



(



DJ;s1 )



1 (1



F (ws1 ))J;s1 )



]dJ;s1 [



dn;s1 0



exp(



(1 J;s1)dJ;s1 ; 0 DN;s1 )]



(22)



n=n Xs2



(23)



where DJ;s1 refers to the residual duration. Finally the overall likelihood function L is



L=



n=n Xs1



log Lu;s1 +



n=1



n=n Xs2



log Lu;s2



n=1



n=n Xs1



log Le;s1 +



n=1



log Le;s2



n=1



The mixed stock sample estimator for the three-state model is constructed in a similar way. First, the likelihood function for a worker to be in the unemployment state or in the nonparticipation state in the later sample are, respectively, Lu;s2 = (pu );



(24)



and



Lnp;s2 = (1



pu



pe ):



(25)



The likelihood function of a worker in the unemployment state or in the nonparticipation state in the early sample are, respectively, Lu;s1 = pdf (U )dN 0;s1 S(U )1 Ss1 (1 Js1 )



[



(



1 (1



[(pdf (U )dN;s1 S(U )1



dN 0;s1



ff (ws1 )



F (ws1 ))Js1



dJ;s1



exp(



DJ;s1 )gdN 0;s1



(1 Ss1 )(1 Js1 ) ) dN 0;s1 dJ;s1 3



]



dN;s1 S



) (pdf (N P )dN;s1 S(N P )1



and
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dN;s1 C (1 J)dN 0;s1 dJ;s1



) ]



;



(26)



Lnp;s1 = pdf (N P )dN 0;s1 S(N P )1 Ss1 (1 Js1 )



[



(



dN 0;s1



ff (ws1 )



F (ws1 ))Js1



1 (1



[(pdf (U )dN;s1 S(U )1



dJ;s1



DJ;s1 )gdN 0;s1



exp(



(1 Ss1 )(1 Js1 ) ) dN 0;s1 dJ;s1 3



]



dN;s1 S



) (pdf (N P )dN;s1 S(N P )1



dN;s1 Cs1 (1 Js1 )dN 0;s1 dJ;s1



)



]



; (27)



Second, the likelihood function of a worker in the employment state in the later sample and the early sample are, respectively,



Le;s2 = (pe )g(ws2 );



(28)



and



Le;s1 =



dJ;s1



Ss1 (1 Js1 )



exp(



DJ;s1 )[



[(pdf (U )dN;s1 S(U )1



dN;s1 Ss1



)



(



1 (1



F (ws1 ))Js1



(1 Js1 )(1 Ss1 ) ) dJ ;s1 3



(pdf (N P )dN;s1 S(N P )1



]



dN;s1 Cs1 (1 Js1 )dJ;s1



)



]



:



(29)



The overall likelihood function L for the three-state model is



L=



n=n Xs1 n=1



log Lu;s1 +



n=n Xs2 n=1



log Lu;s2



n=n Xs1



log Le;s1 +



n=1



n=n Xs2 n=1



log Le;s2



n=n Xs1 n=1



log Lnp;s1 +



n=n Xs2



log Lnp;s2 :



n=1



(30)



Finally, I apply this new estimator for both the two-state model and the three-state model. Table 7 shows the simulation results for the two-state model. I choose two stock samples: a NSLC stock sample– a stock sample is not yet in the steady-state and has a low censoring rate, and a SSHC stock sample– a stock sample is in the steady-state and has a high censoring rate. From Section 4.2 and Section 4.3, it is known that the estimates are downwards biased from estimating a SSHC sample and upwards biased from estimating a NSLC sample. I construct two mixed stock samples: the …rst mixed stock sample consists of a NSLC stock sample which is taken 2 years after the cohort enters the labor market and a SSHC stock sample which is a steady-state stock sample with 60% censoring rate; the second mixed stock sample consists of a NSLC stock sample which is taken 5 years after the cohort enters the labor market and a SSHC stock sample which is a steady-state stock sample with 60% censoring rate. I apply the estimator constructed in this section on both mixed stock samples. It can be seen that the new estimator perform well. 15



Table 8 shows the simulation results for the three-state model. Similarly, both the second year’s stock and the …fth year’s stock are chosen as the NSLC stock samples and the steady-state sample with a 60% censoring rate is chosen as the steady-state sample. Table 8 shows that the simulation results for the three-state model and it can been seen that the true parameters are recovered by applying the new estimator.
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Conclusion



The goal of this paper is to understand the importance of steady-state conditions in structural estimation because steady-state conditions are usually imposed in order to obtain the estimates. I chose Burdett-Montensen (1998) and Bowlus (1997) as examples to analyze this issue. First, simulation results show that the length of time for the model economy to reach the steady-state is not negligible. The length of time for the earnings distribution to be stationary is particularly long in both models: it takes more than 15 years. Thus imposing the steady-state conditions on a stock sample of individuals that are not in the labor market long enough can be problematic. Second, estimates are biased if the structural estimation is based on a non steady-state data sample. Third, even though a stock sample is in the steady-state, a high censoring rate can cause biased estimates as well. Finally, I propose a new estimator based on a mixed data sample to cope with both the non steady-state and high censoring rate issue and the Monte-Carlo results show this new estimator performs well. Because structural estimation results can be biased if steady-state conditions are inappropriately imposed, researchers should be more careful when explaining the estimation results. For example, suppose there are two stock samples taken from 1985 from the NLSY. One is for male high school graduates and the other one is for male college graduates. Without taking into account the steadystate issue, one tends to claim that male college graduates face higher job o¤er arrival rates if the estimation results show that both ^ 0 and ^ 1 are higher for college graduates. However, if the steady-state issue is being taken into account, the reason for that college graduates have higher o¤er arrival rates can be partly related to the fact that on average, college graduates have only been in the labor market for one year, while high school graduates have already been in the labor market for …ve years. That is, college graduates are further away from the steady-state, and this



16



causes the higher arrival rates estimates.4 . Another issue addressed in this paper, the high censoring rate issue, are quite common to empirical researchers due to the data limitations of the available panels. For instance, the Survey of Income and Program Participation (SIPP) is a four year panel and the censoring rate of job durations is usually quite high, around 60%. Thus, the estimation results based on the stock samples taken from such surveys can be biased. Finally, for panel data with a length of more than 20 years, such as the NLSY, the estimation strategy proposed in this paper can be particularly useful. For example, to study the labor market behavior for high school graudates, a mixed stock sample which consists of a stock sample from 1996 and a stock sample from 1984 is constructed. The stock sample from 1996 consists of high school graduates who are in the labor market on average 17 years. Thus 1996 stock is more likely to be in the steady state compared to a stock sample from 1984, which consists of the high school graduates who are in the labor market on average only for 5 years. But the later stock, the 1996 stock, is more likely to have a high censoring rate than the early stock due to the fact the last year available for the NLSY is 2002.5 The alternative estimator proposed in this paper can be applied on the mixed stock sample and unbiased estimates can be obtained.
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In the NLSY, the average age in 1979 is 17. Suppose high school students graduate at the age of 18, then by



1985 they have been in the labor market for 5 years. College students will graduate four years later, so by 1985 they are only in the labor market for one year. 5 The censoring rate of job durations for the 1996 stock is around 60%.
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Table 1: Monte Carlo Results for Steady-State Data–Two State Model



True Parameters



Single Stock at SS Mean



Std



0



.042



.0420



.0018



1



.0061



.0058



.00059



.002



.0020



.00007



Table 2: Monte Carlo Results for Steady-State Data–Three State Model



True Parameters



Single Stock at SS Mean



Std



0



.0423



.0421



.0022



1



.0048



.0047



.00026



.00226



.00226



.00009



1



.0086



.0086



.0013



2



.0059



.0059



.00005



3



.00039



.00038



.00004
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Table 3: Monte Carlo Results for the Non Steady-State Data–Two State Model



0



1



Time



2 years



5 years



8 years



12 years



True Parameters



Mean



Mean



Mean



Mean



.042



.0442



.0431



.0423



.0421



(.0016)



(.0018)



(.0016)



(.0019)



.0066



.00610



.0060



.0059



(.00032)



(.00028)



(.00034)



(.00046)



.00279



.00280



.00243



.00218



(.00013)



(.00009)



(.00009)



(.00007)



.0061



.002



Table 4: Monte Carlo Results for the Non Steady-State Data –Three State Model



0



1



Time



2 years



5 years



8 years



12 years



True Parameters



Mean



Mean



Mean



Mean



.0423



.0444



.0436



.0432



.0426



(.0026)



(.0024)



(.0025)



(.0029)



.00609



.00510



.00482



.00466



(.00037)



(.00028)



(.00031)



(.00031)



.00356



.00280



.00252



.00232



(.00015)



(.00009)



(.00009)



(.00009)



.00777



.00833



.00832



.00866



(.0009)



(.0012)



(.0012)



(.00131)



.00613



.00599



.00596



.00604



(.00039)



(.00046)



(.00048)



(.00042)



.00058



.00047



.00044



.00041



(.00005)



(.00004)



(.00004)



(.00003)



.00484



.00226



1



2



3



.00863



.00586



.00039
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Table 5: Monte Carlo Results for Steady-State Data with Di¤erent Censoring Rate-Two State Model



0



1



Censoring Rate



10%



20%



30%



40%



50%



60%



70%



80%



True Parameters



Mean



Mean



Mean



Mean



Mean



Mean



Mean



Mean



.042



.0420



.0421



.0419



.0412



.0411



.0403



.0393



.0377



(.0018)



(.0015)



(.0019)



(.0024)



(.0022)



(.0023)



(.0031)



(.0030)



.0058



.0057



.0057



.0055



.0053



.0051



.0044



.0037



(.00059)



(.00052)



(.00050)



(.00045)



(.00053)



(.00070)



(.00054)



(.00052)



.0020



.0019



.0018



.0017



.0016



.0015



.0014



.0012



(.00007)



(.00009)



(.00008)



(.00007)



(.00008)



(.00008)



(.00007)



(.00007)



.0061



.002



Table 6: Monte Carlo Results for Steady-State Data with Di¤erent Censoring Rate-Three State Model



0



1



Censoring Rate



10%



20%



30%



40%



50%



60%



70%



80%



True Parameters



Mean



Mean



Mean



Mean



Mean



Mean



Mean



Mean



.0423



.0421



.0423



.0422



.0423



.0411



.0409



.0383



.0356



(.0022)



(.0025)



(.0029)



(.0026)



(.0032)



(.0039)



(.0034)



(.0036)



.0047



.0047



.0046



.0045



.0042



.0041



.0036



.0029



(.00026)



(.00031)



(.00037)



(.00037)



(.00036)



(.00035)



(.00031)



(.00029)



.00226



.00218



.00214



.00204



.00187



.00181



.00159



.00130



(.00009)



(.00008)



(.00007)



(.00008)



(.00009)



(.00009)



(.00008)



(.0001)



.0086



.0088



.0088



.0089



.0091



.0098



.0095



.011



(.0013)



(.0013)



(.0015)



(.0015)



(.0018)



(.0021)



(.0027)



(.0039)



.0059



.0059



.0059



.0057



.0057



.0057



.0054



.0051



(.00005)



(.00042)



(.0007)



(.00057)



(.00058)



(.00077)



(.0010)



(.0011)



.00038



.00039



.00038



.00036



.00034



.00033



.00031



.00026



(.00004)



(.00005)



(.00004)



(.00004)



(.00005)



(.00006)



(.00005)



(.00006)



.00484



.00226



1



2



3



.00863



.00586



.00039
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Table 7: Comparison of the Monte Carlo Results for the Single Stock and Mixed Stock-Two State Model Time



0



1



2 Years



5 Years



True Parameters



SSHC



NSLC



Mixed Stock



SSHC



NSLC



Mixed Stocks



.0420



.0403



.0442



.0426



.0403



.0431



.0417



(.0023)



(.0016)



(.0021)



(.0023)



(.0018)



(.0017)



.0051



.0066



.0058



.0051



.00610



.0058



(.00070)



(.00032)



(.00048)



(.00070)



(.00028)



(.00057)



.0015



.00279



.00205



.0015



.00280



.00204



(.00008)



(.00013)



(.00009)



(.00008)



(.00009)



(.00009)



.0061



.002



Table 8: Comparison of the Monte Carlo Results for the Single Stock and Mixed Stock-Three State Model Time



0



1



2



3



5 Years



True Parameters



SSHC



NSLC



Mixed Stock



SSHC



NSLC



Mixed Stocks



.0423



.0409



.0444



.0423



.0409



.0432



.0423



(.0039)



(.0026)



(.0025)



(.0039)



(.0025)



(.0024)



.0041



.00609



.00473



.0041



.00482



.00477



(.00035)



(.00037)



(.00030)



(.00035)



(.00031)



(.00042)



.00181



.00356



.00226



.00181



.00252



.00227



(.00009)



(.00015)



(.00010)



(.00009)



(.00009)



(.00009)



.0098



.00777



.00858



.0098



.00832



.00821



(.0021)



(.0009)



(.00130)



(.0021)



(.0012)



(.0011)



.0057



.00613



.00600



.0057



.00596



.00594



(.00077)



(.00039)



(.00047)



(.00077)



(.00048)



(.00041)



.00033



.00058



.00039



.00033



.00044



.00039



(.00006)



(.00005)



(.00004)



(.00005)



(.00004)



(.00003)



.00484



.00226



1



2 Years



.00863



.00586



.00039
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Figure 1: Time to Reach the Steady-State Earnings Distribution in a Two-State Model
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Figure 2: Time to Reach the Steady-State Unemployment Rate in a Two-State Model
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Figure 3: Time to Reach the Steady-State Earnings Distribution in a Three-State Model
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Figure 4: Time to Reach the Steady-State Unemployment Rate and Nonparticipation Rate in a Three-State Model
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