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Stochastic characterization of small-scale algorithms for human sensory processing Peter Neria兲 Aberdeen Medical School, Institute of Medical Sciences, Aberdeen, Scotland AB25 2ZD, United Kingdom



共Received 2 August 2010; accepted 13 November 2010; published online 30 December 2010兲 Human sensory processing can be viewed as a functional H mapping a stimulus vector s into a decisional variable r. We currently have no direct access to r; rather, the human makes a decision based on r in order to drive subsequent behavior. It is this 共typically binary兲 decision that we can measure. For example, there may be two external stimuli s关0兴 and s关1兴, mapped onto r关0兴 and r关1兴 by the sensory apparatus H; the human chooses the stimulus associated with largest r. This kind of decisional transduction poses a major challenge for an accurate characterization of H. In this article, we explore a specific approach based on a behavioral variant of reverse correlation techniques, where the input s contains a target signal corrupted by a controlled noisy perturbation. The presence of the target signal poses an additional challenge because it distorts the otherwise unbiased nature of the noise source. We consider issues arising from both the decisional transducer and the target signal, their impact on system identification, and ways to handle them effectively for system characterizations that extend to second-order functional approximations with associated small-scale cascade models. © 2010 American Institute of Physics. 关doi:10.1063/1.3524305兴 During the past 50 years, reverse correlation has become the elective methodology for the characterization of sensory neurons. Starting with the 1970s, similar tools have been developed for probing the sensory processes mediating vision/audition in humans. In both single-neuron electrophysiology and sensory psychophysics, the dominant model has been one where a linear filter is followed by a static nonlinearity (e.g., spike generation in single neurons, behavioral choice in human observers). For white-noise inputs and provided this simple model is adequate, results from reverse correlation experiments are relatively easy to interpret and the linear kernel is an appropriate descriptor for the process of interest. However, many processes operating within both neurons and observers are not adequately captured by the linearnonlinear cascade model; in these instances, the linear kernel characterization must be augmented by additional nonlinear kernels. Methods for characterizing nonlinear kernels have been developed for application with single neurons, but the extension to human observers is not trivial due to significant differences between the two systems relating to the characteristics of the sensory input to the system, as well as the nature of the available output from the system. We tackle this problem at both theoretical and experimental levels, and show how some of the distortions in the kernel estimation procedure that are idiosyncratic to the human sensory process can be turned to the experimenter’s advantage and exploited to gain additional information on the process at hand.



I. INTRODUCTION A. Animal sensors as signal detection devices



The most important goal of sensory processing is to drive adequate behavior: the animal must process information about the environment in order to take action that will maximize its survival. Natural selection has produced sophisticated sensory systems, which have been conceptualized in the form of signal detection devices during the past 50 years;17,18,20 the application of signal detection theory 共SDT兲 to animal sensory processing still represents the most robust approach for interpreting quantitative measurements of this phenomenon.38 We consequently adopt SDT here without questioning its applicability, while at the same time recognizing that it may not provide an adequate description for every aspect of animal sensory processing. Implicit to SDT is the decision variable assumption:64 the animal’s decision comes in the form of a choice among a set of sensory stimuli, where the choice is based on one figure of merit for each stimulus. Regardless of the dimensionality of the incoming stimulation, each stimulus is therefore mapped to a single scalar value; this value is meant to reflect how likely the corresponding stimulus is to contain the signal of interest. The animal then chooses the stimulus associated with largest estimated likelihood. The estimated likelihood is the actual likelihood if the animal operates like a Bayesian device;20 if not, then it is simply some figure of merit constrained by what the animal’s neural hardware is capable of doing. B. Output distortion: The decisional transducer
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There is a fundamental distinction between the operator that maps input vectors into scalars on the one hand, and the operator that converts scalars into decisions on the other. The 20, 045118-1
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former 共which we call H兲 is a functional that encompassesall processing layers believed to reflect general and physiologically relevant properties of how visual processing operates, while the latter 共which we call ⌿兲 is dependent upon the specific question that is asked of observers and the form in which the response is acquired. Our primary interest is in characterizing H, not ⌿—indeed the desired goal is to characterize H regardless of the specific ⌿ that is instantiated by the chosen experimental protocol. To provide a concrete example, we imagine that our interest is in how the human visual system processes the direction of moving objects. We select some stimulus specifics, say dots moving at a certain speed. One member of our laboratory runs experiment 1 in which the observer sees two such stimuli on each trial, and must choose which one moves better 共where a precise definition of “better” is irrelevant for the current discussion兲. Another member runs experiment 2 in which the observer sees four such stimuli on every trial, and must choose one out of four. A third member of the laboratory runs experiment 3 in which the observer only sees one stimulus on every trial and must judge how well it moves on a rating scale from 1 to 10. The three experimenters are measuring outputs of different kinds: binary in experiment 1, quaternary in experiment 2, on a 10-point rating scale in experiment 3. These different outputs are necessarily associated with different decisional rules on the part of the observer, yet our hope is that the final characterization of the system will be one and the same: the neural circuit used by human observers to process moving stimuli. Not simply because we wish the ensuing characterization to be representative of the experiments carried out in the laboratory, but more importantly because we wish it to be representative of visual processing in the natural environment where humans must cope with a wide range of different tasks. We therefore split the description of the system into a general-purpose operator 共H兲 followed by an ad hoc decisional transducer 共⌿兲. We want H; the question is whether we can bypass ⌿ to get at it, which is one of the main concerns of this article.



C. Input distortion: The target signal



The other main concern relates to the unavoidable presence of a target signal. As we have detailed above, our ability to measure behavior relies on querying human participants and recording their response. We therefore need to pose a question, and it must be well defined in order to allow meaningful treatment of the subject. Within the context of SDT, the question involves selecting a stimulus that contains a certain signal, requiring us to define a signal-to-be-detected. This apparently innocuous requirement has fundamental implications for reverse correlation methodologies like the one described here. These approaches rely on sensory inputs consisting of noisy processes with unbiased characteristics, such as Gaussian white noise.40 The introduction of a consistent signal source, in the form of a sensory target for the human to detect, represents a significant departure from these requirements. It is legitimate to ask whether one could not simply do away with the target, and ask human participants to press
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FIG. 1. The sensory process as conceptualized here. Gray items delineate the system of interest and the ideal setting for accessing and characterizing it: a controlled unbiased input with elliptical symmetry 共Gaussian noise source兲 is mapped to a scalar output value by the functional H which captures the relevant aspects of the sensory apparatus. Our goal is to characterize H. When applied to human sensory processing, this framework must be modified in two substantial ways, highlighted by the black items: 共1兲 the input must contain a target signal, thus shifting and biasing the input distribution on the left 共Sec. I C兲; 共2兲 the scalar output must be converted into a 共typically binary兲 choice by the decisional transducer ⌿ 共Sec. I B兲. The challenge is to characterize H despite the gross distortions introduced by these two transformations.



buttons while observing pure noise 共e.g., Ref. 19兲. This approach 共which amounts to an extreme version of previous strategies where the analysis is restricted to target-absent trials in yes-no tasks1,4,52,75兲 presents insurmountable problems. First, it is very difficult to prompt a stable behavioral strategy on the part of the observer because, among other reasons, no meaningful correct/incorrect feedback can be provided 共there is no correct or incorrect answer when there is no signal兲. Second, it is impossible to know whether the observer is performing the task at all: he/she may be pressing buttons randomly without any way for the experimenter to know, because there is no objective manner of establishing whether the system is detecting anything 共there is nothing to be detected兲. Third, worst and most important of all, it is impossible to know whether the observer is performing a different task from the one specified by the experimenter: observers may perform some task and generate some form of measurable outcomes, but the experimenter cannot be certain as to what task that is. These and related issues exclude the possibility that robust results may be obtained in the total absence of a target signal. Furthermore, there are situations in which adding a target can actually increase the ability of the experimenter to characterize a certain class of mechanisms 共see Sec. VI A兲. The impact of the target signal on a reliable characterization of H is the second main concern of this article. The two topics discussed above, introduction of a target signal and decisional transduction, are highlighted and summarized in Fig. 1. As emphasized in the figure, the former affects what goes into the system 共input兲, the latter affects what comes out of the system 共output兲. D. Structure of this article



We start by fleshing out the conceptual framework outlined above, i.e., define the input, H, ⌿, etc. This is done in Sec. II where we approximate H using a Volterra functional expansion 共Sec. II B兲. This approximation recasts H in terms of system kernels; within Sec. II we therefore consider one specific way of estimating these kernels based on cross-correlation47,68 共Sec. II C兲. Only a brief overview is given in Sec. II, to be followed by more detailed treatments in Secs. III–V. Section III introduces some basic results re-
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lating to the handling of ⌿, i.e., how it can be bypassed to access the H kernels. We then consider issues relating to first-order kernel estimation in Sec. IV and second-order kernel estimation in Sec. V. Many of the difficulties that arise in connection with kernel estimation considered in these sections relate to the presence of the target signal 共as already mentioned in Sec. I C兲. Finally, in Sec. VI we consider how kernel estimation can be used to infer/inform the structure of simple algorithms that attempt to simulate human sensory processing; we do this via a combination of both theoretical and experimental materials. Because the connection between kernel structure and potential underlying cascade model is currently best understood only for a standard set of simple models,16,27,41,86 we show how well-established nonlinear models in the vision literature can be approximated using these simple cascades 共Secs. VI A and VI B兲 and then consider relevant examples from real data 共Secs. VI C–VI F兲. Of the four data sets which we evaluate, two are easily interpreted using the tools described in this article 共Secs. VI C and VI D兲 while the remaining two present significant challenges for the proposed approach 共Secs. VI E and VI F兲. E. Notation



In treating these topics we adopt the following conventions: vectors/matrices are indicated in bold letters, e.g., H; occasionally we refer to individual elements 共e.g., k兲 via H共xk兲 共we do not adopt Hk or Hk to avoid additional subscripting and to accommodate the : notation detailed in the next line兲. When we index using : we take the entire corresponding vector dimension, e.g., H2共: , xk兲 is a 1D vector consisting of the m elements H2共x j , xk兲 for j from 1 to m for a fixed k. We denote the inner product by 具· , ·典 and the outer product by 丢 共we do not adopt xTy and xyT to avoid additional superscripting兲. When matrices appear as arguments of 具· , ·典, the Frobenius inner product is assumed 关i.e., if A and B are two matrices, 具A , B典 = tr共ABT兲兴. Using this notation, 具H2共: , xk兲 , H1典 is the inner product between 1D vector H2共: , xk兲 and 1D vector H1. 具 典i stands for 共ensemble兲 average over an infinite number of trials m, i.e., limm→⬁1 / m兺m 共also 具x典i = 具x , 1 / m典 if xi are elements of x兲. The following common symbols are adopted: ⴱ for convolution, 쐓 for crosscorrelation, and ⴰ for Hadamard 共entrywise兲 product. We use  for matrix assignments A  B to indicate A = 共B + BT兲 / 2 共assign symmetry by definition to A whenever not explicit in B兲. We adopt the digital signal processing notation for Kronecker ␦ : ␦关x兴 = 1 for x = 0, ␦关x兴 = 0 for x ⫽ 0, where x is integer.



approximates a yes-no protocol. This is undesirable for a number of reasons,20 particularly in relation to nonlinear kernel estimation.47,50 In the 2AFC design, two stimuli are presented on every trial: stimulus s关0兴 contains the nontarget t关0兴, while stimulus s关1兴 contains the target t关1兴. Noise n is added to both so that, 关q兴 关q兴 共q = 0 for nontarget, 1 for target兲. The on trial i, s关q兴 i = ni + t statistics governing every element of n is the same across stimuli and trials and is a Gaussian noise source. Some results 共Sec. III A兲 are applicable to any circularly symmetric noise distribution 共see also Ref. 61兲, but we restrict the specifics of the derivations here to Gaussian noise for which 具ni典i = 0 , 具ni共x j兲ni共xk兲典i = 0 for j ⫽ k and =N2 = w for j = k, 具ni共x1兲 ¯ ni共x2M+1兲典i = 0 for M = 0 , 1 , 2. . ., 具ni共x1兲 ¯ ni共x2M 兲典i = 兺兿具ni共x j兲ni共xk兲典i, where 兺兿 stands for summation over all distinct ways of partitioning the 2M random variables into products of averages of pairs.68 In line with SDT, each stimulus s关q兴 maps to a scalar i response r关q兴 . This is the transformation we are specifically i interested in, i.e., the functional H : s → r. However we do not have access to r, but rather to a binary response zi 共0 for incorrect and 1 for correct detection兲, which is generated 关0兴 based on a comparison between r关1兴 i and ri . Following SDT, we make the very reasonable assumption that the probability of making a correct response p共zi = 1兲 on trial i 共which we 关0兴 abbreviate as pi兲 is pi = ⌿共r关1兴 i − ri 兲 = ⌿共ri兲. We can make a number of statements about ⌿ : ⌿共0兲 = 0.5 共the percentage of correct responses should be at chance if the output of the system is the same for target and nontarget兲, limx→−⬁ ⌿共x兲 = 0, limx→⬁ ⌿共x兲 = 1, and ⌿ is monotonically increasing.14 In this article, we use a polynomial approximation for ⌿, which is technically adequate only if ⌿ is analytic. However, with a few exceptions our conclusions are not based on accurate approximations of ⌿, so they can be at least qualitatively extended to nonanalytic transducers too. In practice, ⌿ almost certainly conforms to a well-behaved sigmoid curve so that our polynomial approximation poses no concern. In principle, the only candidate exception would be the unit step function 关u共x兲 = 0 for x ⬍ 0 and =1 for x ⬎ 0, not analytic at 0兴, but it is not even approximately realizable in human sensory processing due to the presence of a very significant amount of internal noise.50 No deterministic transducer can therefore be operating in the human observer, requiring that ⌿ be specified statistically to reflect the characteristics of the internal noise source. We can capture ⌿ adequately using a relatively shallow Weibull function, cumulative Gaussian function, or hyperbolic tangent 共any of these choices would be appropriate here兲. When we approximate ⌿ near its operating point ¯r = 具ri典i using



II. GENERAL FRAMEWORK A. Input, task, and decisional transducer



Our focus is on the two alternative forced choice 共AFC兲 design 共detailed below兲, arguably the most robust and best understood experimental protocol in sensory psychophysics.20 We occasionally consider the implications of response bias 共Sec. III B 2兲 for which the 2AFC design



˜d



d ˆ ˜ 共r 兲 ⬇ 兺 ⌿共d兲共r − ¯兲 ⌿ d i i r ,



共1兲



d=0



we do not necessarily use ⌿共d兲 to indicate local derivatives as in the Taylor series, but the coefficients that minimize
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The green region indicates acceptable first-order approximations; it can be seen that this region extends to most of the “physiological” range 共defined here as the range of 65%– 85% correct performance and bracketed by the white contours兲. However, there is a substantial portion of this range for which a second-order approximation is preferable 共red region兲. Throughout this study we therefore consider both first-order and second-order approximations to ⌿, depending on which one is necessary to demonstrate specific results. FIG. 2. 共Color online兲 Realistic characterization of ⌿. 共a兲 Gray trace shows a plausible distribution for r, the differential output generated by H, assumed normal 共N兲 in line with SDT. Black trace presents a plausible characteristic for ⌿ in the form of a cumulative Gaussian function with a standard deviation of 1.3; this corresponds to the most basic 2AFC decisional rule 共choose stimulus with largest associated output兲 corrupted by a veridical internal noise source 共Ref. 49兲. Green trace shows first-order approximation ˆ to ⌿, red trace shows second-order approximation 关see Eq. 共1兲兴. ⌿ 1 ˆ within the range 共b兲 Explained variance for first-order approximation ⌿ 1 spanned by N as a function of input d⬘ 关before the addition of internal noise 共Ref. 49兲兴 and internal noise. Green region indicates acceptable range for ˆ , defined as explained variance ⬎90%. Red region indicates range for ⌿ 1 ˆ is markedly superior to ⌿ ˆ , defined which second-order approximation ⌿ 2 1 as explained variance for the former exceeding the latter by 10%. White lines delimit the typical region for humans corresponding to a 2AFC correct performance between 65% and 85%.



冕



ˆ ˜ 共r兲兲2dr N共r − ¯兲共⌿共r兲 r −⌿ d



共2兲



subject to the inequality constraint



 ˆ ¯ + r, 兲 ⬎ 0,r 苸 共− 2,2兲 ⌿˜d共r r



共3兲



for a specific choice of approximation order ˜d, parametrization , and mean response ¯, r where r is in units of its expected standard deviation across trials and N共x兲 is the normal distribution. The minimizer in Eq. 共2兲 is weighted by N to target the operating range for r, which we assume to be normally distributed following the standard practice in ˆ ˜ 共r 兲兲2典 written SDT;20 Equation 共2兲 is therefore 具共⌿共ri兲 − ⌿ d i i as expectancy. The requirement in Eq. 共3兲 enforces positive monotonicity on ⌿ within the range of interest 共⫾2 standard deviations around ¯兲, r which is theoretically necessary to enable meaningful treatments of the mapping from stimulus to percept.14 Figure 2 uses the approximation in Eqs. 共1兲–共3兲 to demonstrate that given current experimental knowledge relating to ⌿, approximations of low-order 共sometimes as low as linear兲 are often adequate for our purposes. Figure 2共a兲 shows plausible examples of what ⌿ may look like and where N共r −¯兲 r would have to be located with relation to it in order to generate 75% correct responses, which is a typical choice for threshold performance;20,46 ⌿ is modeled as a cumulative Gaussian function centered at 0 with standard deviation 1. Corresponding first- and second-order ⌿ approximations are shown in green and red, respectively. Figure 2共b兲 plots the explained variance for different values of ¯兲; the specific internal noise 共1兲 and input d⬘ 共Ref. 49兲 共r choice shown in 共a兲 corresponds to the white cross in 共b兲.



B. Volterra expansion of H



We approximate expansion,40,50,68



H



using



an



adapted



Volterra



r关q兴 = 兺 具Hd,⌰d共s关q兴兲典,



共4兲



d



where ⌰d共j1 , . . . , jd , s兲 = 兿ds共x jd兲 is the dth degree monomial matrix of s 共same feature mapping used by polynomial classifiers in machine learning15,70兲. For example, ⌰1 = s and ⌰2 = s 丢 s. Hd therefore enjoys symmetry by definition. Equation 共4兲 can be viewed as a generalization of the Taylor series to several variables.41 From an experimental viewpoint, our interest is restricted to second-order approximations because higher-order kernel characterizations are impractical 共previous work has shown that reliable characterizations of H2 require at least 6 – 10k trials per human observer,50 already approaching the upper limit for feasible projects on a sizeable number of participants兲. We occasionally approximate to third-order 关e.g., Eq. 共20兲兴 to study the impact of thirdorder system kernels on lower-order kernel estimation. Readers familiar with Volterra expansion will recognize that Eq. 共4兲 should be expanded using convolution;40,68 please refer to Sec. III B 3 for details on why the psychophysical variant can be equivalently expanded using inner products. Different from the output of the convolution-based expansion, which is ordinarily expressed as a time-varying function,40 the output of Eq. 共4兲 is a scalar 共the decision variable兲: it generates a static snapshot from the underlying dynamic behavior of the system.36 The lack of temporal dynamics for the output does not preclude characterization of the temporal dynamics associated with the sensory process that analyzes the input 共see Fig. 9 for relevant examples兲; however, it represents an important limitation on the experimenter’s ability to constrain the resulting characterization.35 The issue is one of resolving power: because we only acquire a binary response from the human participant for every temporal segment of the stimulus that we present on every trial 共and we assume that the process is static from trial to trial兲, our ability to resolve the temporal scale of the output is poorer than our ability to control the temporal scale of the input. Alternative experimental protocols have been attempted in which a response is acquired from the participant at any time during a long stimulus presentation,11,66,72 but these methods have not afforded higher temporal resolution of the resulting system characterization 共in some cases the resolution seemed lower, see Ref. 50 for a discussion of this issue in relation to a comparison between Refs. 11 and 53兲; even if
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somewhat higher resolution is obtained by prompting fast responses, it is then difficult to know whether the observed effects are due to perceptual or motor preparation.73 The limitation in resolving the decisional output at high temporal resolution derives from at least two factors: 共1兲 the intrinsic timescale of the read-out process supporting behavioral decisions 共the “psychological moment”兲 is expected to lie in the ⬃200 ms range;85 共2兲 the motor act by which humans convey a perceptual decision is inherently noisy on the range of 200–500 ms 共e.g., Ref. 72兲. Because of these and potentially other factors, there is an intrinsic limit to the temporal resolution at which behavioral decisions can be accessed experimentally; this limit is likely to exceed the temporal scale at which most sensory detectors operate. Nevertheless, the temporal dynamics of the perceptual process can be estimated at higher resolution by modulating the temporal properties of the input on a finer scale; we discuss a relevant example in Sec. VI E 共see also Ref. 50兲. The above-detailed limitations become less relevant if we transition from low-level sensory processing on a scale of ⬃20– 200 ms to higher-level cognitive processing on a scale of ⬃2 – 20 s 共generically referred to as learning兲. The nonlinear dynamics 共sometimes chaotic23兲 of this class of phenomena has been characterized using a variety of methods,22 including nonlinear kernel estimation:23 examples come from a wide range of psychological functions such as manual tracking,24 handwriting dynamics,23 associative memory,45 visual illusions,21,78,79 decision making,28 prediction of event sequences,23,43,56,74 and even cognitive development.81 In these experiments, the output is sampled at a temporal resolution comparable to the modulation applied to the input, but the associated temporal scale is typically two orders of magnitude greater than the relevant scale for sensory signal detection. Furthermore, it is unclear whether the critical parameter for the dynamics of these phenomena is time per se or rather the occurrence of a cognitive event: first-order kernels for priming 共a form of short-term memory兲 decay as a function of the number of sensory events,37 to some extent independent of event duration, similar to other memory phenomena.45 These cognitive processes are no doubt interesting but they fall outside the focus of interest for the present article, which is primarily on phenomena that approach the maximum affordable temporal resolution at which behavior can be accessed for empirical measurement. In Sec. VI F we consider an application to visual adaptation, a process that belongs to the class of dynamic phenomena which operate on a significantly longer timescale.



共1 − ¯p兲



具共1 − pi兲n关q兴 i 典i ,



1 1 ˆ 关q,z兴 where 兺q,z = 兺q=0 兺z=0 and ¯p = 具pi典i. Expressed this way, H 1 关q兴 is the expected value of n when restricted to trials on which the observer responded z 共see Ref. 3兲. Second-order kernel estimates can be similarly expressed as47,50



ˆ 关q,z兴兲, ˆ = 兺 共2␦关q − z兴 − 1兲共H ˆ 关q,z兴 丢 H ˆ 关q,z兴 − H H 2 2 1 1



Following established methods,3 first-order kernel estimates can be expressed as ˆ 关q,z兴 , ˆ = 兺 共2␦关q − z兴 − 1兲H H 1 1 q,z



共5兲



共6兲



q,z



where ˆ 关q,1兴 = 1 具p n关q兴 丢 n关q兴典 , H i i 2 i i ¯p 共7兲 ˆ 关q,0兴 = H 2



1 1 − ¯p



关q兴 具共1 − pi兲n关q兴 i 丢 ni 典i .



ˆ 兲 It is clear from the subtraction term in Eq. 共6兲 共involving H 1 ˆ represents a differential covariance matrix. In printhat H 2 ciple, there appears to be no obvious reason why one should not simply compute the differential second-order moment ˆ 关q,z兴; this would seem a more natural 兺q,z共2␦关q − z兴 − 1兲H 2 choice to keep in line with established practice.40 We show later 共Sec. V B兲 that covariance is a more robust estimator of H2 under certain conditions, thus motivating the correction term in Eq. 共6兲. We also introduce the following notation for estimates obtained from target versus nontarget stimuli, respectively: ˆ 关1,z兴 , ˆ 关1兴 = 兺 共2␦关z − 1兴 − 1兲H H 1 1 z



ˆ 关0,z兴 . ˆ 关0兴 = 兺 共2␦关z兴 − 1兲H H 1 1 z



ˆ 关1兴 + H ˆ 关0兴. We define H ˆ 关1兴 and H ˆ 关0兴 similarly, ˆ =H Clearly, H 1 1 1 2 2 ˆ i.e., using Eq. 共6兲 restricted to q = 1 or q = 0 so that H 2 关1兴 ˆ 关0兴 ˆ = H2 + H2 . The following expressions are immediately derived from those listed above: ˆ 关q,0兴 = − H 1



¯p 1 − ¯p



ˆ 关q,1兴 , H 1



ˆ 关q,1兴 , ˆ 关q,0兴 = Iw − ¯p H H 2 2 1 − ¯p 1 − ¯p ˆ 关q,0兴 = − ˆ 关q,0兴 丢 H H 1 1



C. Kernel estimation via cross-correlation



ˆ 关q,1兴 = 1 具p n关q兴典 , H i i i 1 ¯p



1



ˆ 关q,0兴 = H 1



共8兲



共9兲



¯p2 ˆ 关q,1兴 ˆ 关q,1兴 H1 丢 H1 , 共1 − ¯p兲2



where I is the identity matrix. From Eq. 共8兲 we expect firstorder subclass estimates from correct and incorrect trials to be scaled versions of each other, where the scaling factor is determined by the relative percentage of the two trial types. This result is known.3 Equation 共9兲 shows that a similar scaling factor applies to second-order subclass estimates, although with an additional diagonal term. From these equations, we can readily derive the following useful expressions:
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ˆ 关0,1兴兲, ˆ 关1,1兴 − H 共H 1 1



= 兺 共2␦关q − z兴 − 1兲Hˆ 关q,z兴 2 q,z



共10兲 1
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ˆ 关0,1兴兲, ˆ 关1,1兴 − H 共H 2 2



共11兲



¯ 1 − 2p



ˆ 关q,z兴 = ˆ 关q,z兴 丢 H ˆ 关1,1兴 共2␦关q − z兴 − 1兲H 共H 兺 1 1 1 共1 − ¯p兲2 q,z 丢



ˆ 关1,1兴 − H ˆ 关0,1兴 丢 H ˆ 关0,1兴兲, H 1 1 1
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We need to check that the framework detailed above works well in real applications, because it forms the basis for all subsequent analytical treatments of behavioral kernel estimation presented here. To appreciate the importance of providing a cross-check, consider Eq. 共5兲: this is different from ˆ 关q,1兴 in the laborawhat is actually done when computing H 1 ˆ 关1,1兴; in the laboratory, we tory. Suppose we are computing H 1 collect say 10k trials on a given observer, and select the subset of those trials on which the observer responded correctly 共z = 1兲. We then select the subset of noise fields on which we presented the target 共q = 1兲, and average only these noise fields. This is not a probabilistic procedure; if we were to write it down, it would look more like 共13兲



where Az is the indexing subset for trials corresponding to response z given a specific finite collection of trials out of all possible trials otherwise indexed by i. In Eq. 共5兲 the average is taken over this infinite set of all possible trials, weighted by pi. We cannot actually compute Eq. 共5兲, not even approximately for a finite number of trials, because we do not have direct access to a description of pi 共i.e., ⌿兲. We therefore need to check that we are on solid grounds when abstracting from Eq. 共13兲 to Eq. 共5兲 to ensure that our analytical results can be transferred back to the laboratory. We can attempt a cross-check of this kind by verifying the empirical applicability of Eqs. 共8兲 and 共9兲, which are directly derived from Eq. 共5兲, to data sets from our laboratory 共detailed in Refs. 50 and 51兲. These equations involve ˆ 关q,1兴兲 triˆ 关q,0兴兲 and correct 共H kernel estimates for incorrect 共H d d als, which we can measure from data using Eq. 共13兲, and the percentage of correct responses ¯p, which we can easily estiˆ 关q,0兴 mate for a given experiment. We write Eq. 共8兲 as H 1 关q,1兴 ˆ = kH , and compute the scaling factor k either by linear 1 ˆ 关q,1兴, or from −p ˆ 关q,0兴 and H ¯ / 共1 − ¯p兲 as regression between H 1 1 prescribed by Eq. 共8兲. If this equation is correct, we expect the two estimates to match. Figure 3共a兲 plots the scaling factor computed using method 1 on the abscissa versus ˆ method 2 on the ordinate. Figure 3共b兲 plots the same for H 2
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D. Experimental cross-check
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where Eq. 共12兲 refers to the covariance correction term in Eq. 共6兲. It will be relevant for further treatment of this term ¯ 兲 / 共1 − ¯p兲2 is negative because 共Sec. V B兲 that the factor 共1 – 2p 1 ¯p ⬎ 2 .
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FIG. 3. 共Color online兲 Experimental cross-check for Eqs. 共8兲 and 共9兲. Abscissa plots the linear regression coefficient 共scaling factor兲 for kernel estimates from correct vs incorrect trials for first-order kernels in 共a兲 and second-order kernels in 共b兲. Ordinate plots the corresponding predictions computed from the percentage of correct responses 共estimate for ¯p兲 using Eqs. 共8兲 and 共9兲. Solid symbols refer to target estimates 共q = 1兲, open symbols refer to nontarget 共q = 0兲; for these experiments, t关0兴 = 0. Black and blue symbols show data for the luminance and texture experiments detailed in Ref. 50; red and yellow symbols show data for the spatial uncertainty experiments involving bright and dark-bar detection detailed in Ref. 51. Color saturation for the latter data set reflects spatial uncertainty 共more saturated, less uncertain兲. Symbol size scales with kernel SNR 关Eq. 共14兲兴. Green symbols refer to the average of 100 iterations of a simulated L共N兲 model; increasing symbol sizes 共correlations兲 were obtained by increasing the number of simulated trials per iteration from 100 to 102 400 in logarithmic steps. In 共b兲, circles refer to coefficients computed from the entire second-order kernel, squares only to near-diagonal region 共see Sec. II D兲. 共c兲 and 共d兲 replot the data from 共a兲 and 共b兲 with SNR on the abscissa and the ratio between the two values in 共a兲 and 共b兲 on the ordinate.



after accounting for the additional term Iw / 共1 − ¯p兲 in Eq. 共9兲. For both first-order 关panel 共a兲兴 and second-order 关panel 共b兲兴 kernel estimates, we have that the measured scaling factor on the abscissa falls between the expected value on the ordinate 共when points fall on the solid unity line兲 and 0 共when points fall on the vertical dashed line兲. Does the latter trend reflect a failure of Eqs. 共8兲 and 共9兲? Not necessarily, because a value of 0 on the abscissa is expected for noisy kernel measurements 共see green symbols showing simulated results where less trials were used as proxy for less reliable measurements兲. In particular, according to this interpretation we expect that scaling factors near 0 would correspond to lower kernel signal-to-noise ratios 共SNR兲 defined as ˆ2 ˆ 兲 = dN具Hd,1/m典 , SNR共H d wd



共14兲



ˆ where d can be 1 or 2, m is the full dimensionality of H d 共i.e., the inner product in the numerator is simply the mean square兲, and N is the number of noise fields that went into ˆ . Equation 共14兲 extends the standard definitions computing H d of SNR 共e.g., Ref. 46兲 to second-order kernels. Symbol size
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scales with SNR in Figs. 3共a兲 and 3共b兲; particularly in the case of first-order kernels 共a兲, it is clear that smaller symbols are closer to the vertical dashed line, while bigger ones are closer to the solid unity line 共in conformity with the expectation detailed above兲. This trend can be exposed more readily by replotting the data as done in 共c兲, where the ordinate plots the ratio between the two quantities in 共a兲 and the abscissa plots the arbitrarily rescaled SNR. Equation 共8兲 predicts that points should fall on the horizontal solid line; panel 共c兲 shows that they asymptote to this value as SNR grows 关all data sets show a significant positive correlation at p ⬍ 0.01 with the exception of the texture data set 共blue兲, which is only marginally significant at p = 0.06兴. Results for second-order kernels 关panels 共b兲 and 共d兲兴 reˆ quire a slightly more involved analysis. When the entire H 2 kernel is considered 共circles兲, Eq. 共9兲 holds for all data sets ˆ 关0兴 共open兲兴. There is ˆ 关1兴 共solid兲 and H and kernel subtypes 关H 2 2 also no clear dependence on SNR 共p ⬎ 0.05 for all data sets兲. This analysis treats diagonal and nondiagonal regions of the kernel in the same way, but there are good reasons for inspecting them separately: 共1兲 the diagonal region corresponds to differential variance, rather than covariance; 共2兲 Eq. 共9兲 contains a term that specifically affects the diagonal alone; 共3兲 one of the simplest cascade models used in neuroscience applications, the Hammerstein model26 共see Sec. IV B兲, predicts second-order modulations only within the diagonal region.26,41,86 These issues are highlighted by the square symbols in Fig. 3共b兲, which refer to the kernel region immediately adjacent to the diagonal 共corresponding to 1’s in the matrix M共x , x兲  ␦关 −  − 1兴兲. For this region, the measured scaling factor is often close to 0 共several square symbols cluster around vertical dashed line in b兲 and there is a dependence on SNR similar to that observed for first-order kernels 共square symbols in d兲, although only for dark-bar 共yellow兲 and texture 共blue兲 data sets 共p ⬍ 0.005兲. The brightbar data set 共red symbols兲 is particularly interesting, in that Eq. 共9兲 holds closely for both diagonal and near-diagonal regions 共all red symbols fall on solid lines in b and d兲 and there is no detectable dependence on SNR 共p ⬎ 0.05兲. To summarize the results from Fig. 3, in general 共i.e., across the data sets presented here兲 Eqs. 共8兲 and 共9兲 apply well. Most departures are at least in part attributable to limitations imposed by measurement noise, which curtails our ability to verify the applicability of the predictions.



关0兴 of interest ri −¯r = 具H1 , n关1兴 i − ni 典 关from Eq. 共4兲兴. We substitute it into Eq. 共1兲 and insert the resulting ⌿ approximation into Eq. 共5兲,



ˆ 关1,1兴共x 兲 = 1 H  1 ¯p



冓



⬁



冋



关0兴 兺 ⌿共d兲 兺j H1共x j兲共n关1兴 i 共x j兲 − ni 共x j兲兲 d=1



⫻n关1兴 i 共x兲



冔



册



d



共15兲



, i



where the dot product term within 关兴 has been expanded into a sum for clarity. For each value of d, the term under 兺d consists of a sum of terms of the form
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关0兴 关1兴 兿 H1共xyk兲n关1兴 i 共x y k兲 兿 − H1共xvk兲ni 共xvk兲 ni 共x兲,



where y and v are indexing sets. These terms mostly vanish, e.g., whenever a is even and/or b is odd. When they do not vanish, they can be written as kH1, where k ⬎ 0 because b must be even. Equation 共15兲 can therefore be rewritten compactly as ˆ 关1,1兴共x 兲 =  H 共x 兲, H  1 1  1 where 1 does not depend on  共note that we are implicitly exploiting the circular symmetry of the input noise source here; more generally, this result depends on elliptical ˆ 关0,1兴 follows a similar expression except n关1兴 symmetry61兲. H 1 i 关0兴 and −ni are swapped, leading to a sign inversion, ˆ 关0,1兴共x 兲 = −  H 共x 兲. H  1 1  1 ˆ ⬀H . We then have from Eq. 共10兲 that H 1 1 ˆ , we have Following a similar procedure for H 2 ˆ 关1,1兴共x ,x 兲 = 1 H   2 ¯p
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where the terms summed under 兺d are of the form



冋兿 a



k=1



b



册



关0兴 关1兴 关1兴 H1共xyk兲n关1兴 i 共x y k兲 兿 − H1共xvk兲ni 共xvk兲 ni 共x兲ni 共x兲. k=1



共16兲 III. THE DECISIONAL BOTTLENECK AND ITS IMPLICATIONS



ˆ 关1,1兴, we obtain Using the same logic adopted for H 1 ˆ 关1,1兴 = H ˆ 关0,1兴 =  H 丢 H , H 2 1 1 2 2



A. Benchmark result: Bypassing ⌿ for Wiener systems



In this section, we show that for the simple LN 共linearnonlinear兲 cascade 共Hd = 0 for d ⬎ 1 and N referring to ⌿兲 we ˆ = 0. The former result is wellˆ ⬀ H and H have H 1 1 2 established 共generally referred to as Bussgang theorem12兲, the latter is specific to the context explored here and differs from that obtained in standard applications of Lee–Schetzen ˆ ⬀ H 丢 H .41,86 For the system cross-correlation for which H 2 1 1



共17兲



ˆ 关0,1兴 ˆ 关1,1兴 and H where there is no sign inversion between H 2 2 because both a and b must be even for terms not to vanish in Eq. 共16兲. Substituting into Eqs. 共11兲 and 共12兲 and then Eq. 共6兲 ˆ = 0. This result applies for any polynomial expanleads to H 2 sion of ⌿ and here it is referred to as the “benchmark” result. Later in this article, we demonstrate that kernel subclass estimates show strong target-related modulations, a result that has been experimentally observed on numerous occasions for first-order kernels.1,4,50,52,75,82 This observation
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关0兴 Given the framework pi = ⌿共H共s关1兴 i 兲 − H共si 兲兲 共Sec. II A兲 and associated benchmark result 共Sec. III A兲, there are conditions under which H can be augmented by applying an operator ⌽ to its output ri without altering our analysis in any significant way. The theoretical interest in this question stems from a number of considerations 共see below兲, but chiefly from the possibility that peridecisional 共i.e., immediately preceding the psychophysical choice兲 static nonlinearities may be incorporated into ⌿ so as to extend the applicability of the benchmark result to H systems that are not strictly linear. To provide an example of how this analysis may be applied, we start with a noiseless system, i.e., ⌿共x兲 = u共x兲 共deterministic choice transducer—see Sec. II A兲, and the application of a plausible static nonlinearity ⌽; by plausible we mean that it is strictly monotonic and continuous within the operating range of r 共see also Ref. 14兲. We can then easily incorporate ⌽ into ⌿ : ⌿共⌽共H共s关1兴 i 兲兲 关1兴 关0兴 兲兲兲 = ⌿共H共s 兲 − H共s 兲兲. It is easy to see why this − ⌽共H共s关0兴 i i i simple result, also known as Birdsall’s theorem,33,80 applies in the noiseless case: ⌽共y兲 − ⌽共x兲 preserves the sign of y − x, which is the only determinant of choice under a noiseless ⌿. We then have that the benchmark result applies even though the system was not written as linear-⌿ because its output is identical to the linear-⌿ version. The extension to the noisy case is not trivial, unless ⌽ is applied after the internal noise source in which case Birdsall’s theorem still applies. If applied before, our goal is ˜ 共H共s关1兴兲 − H共s关0兴兲兲, where ⌿ ˜ ⌿共⌽共H共s关1兴兲兲 − ⌽共H共s关0兴兲兲兲 = ⌿ i



i



i



i



hopefully retains the same overall characteristics as ⌿ ˜ 共0兲 = 0.5, lim ˜ ˜ 关⌿ x→−⬁ ⌿共x兲 = 0, limx→⬁ ⌿共x兲 = 1, monotonically increasing, see Sec. II A兴. This is rarely the case; consider for example ⌽共x兲 = ex. The map 共r关1兴 − r关0兴兲 关1兴 关0兴 → 共er − er 兲 is not injective, so it is not possible to specify ˜ on r关1兴 − r关0兴; this, in turn, means that the bencha unique ⌿ ˆ ⫽ 0 for sizeable internal mark result is not applicable and H 2 noise.
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leads one to question whether it may not be advisable to rely ˆ 关0兴. This ˆ 关0兴 and H exclusively on target-absent estimates H 1 2 关0兴 option may be available 共depending on whether t = 0 and ˆ the amount of data is sufficient to afford curtailing it兲 for H 1 because it does not violate the benchmark result; however, it ˆ 关0兴 ⫽ 0, even ˆ because in this case H is not viable for H 2 2 though H2 = 0 共thus violating the benchmark result兲, as apˆ =0 parent from the above demonstration 关Eq. 共17兲兴 that H 2 关1,1兴 关0,1兴 ˆ ˆ and H canceling each other out in Eq. results from H 2 2 关0兴 ˆ ˆ 共11兲. If H2 is computed by omitting either one 共as in H2 兲, ˆ 关0兴 is therethe benchmark result does not hold any longer. H 2 fore inadequate for the purposes examined here because it is largely affected by the decisional nonlinearity which 共as discussed in Sec. I B兲 we are trying to circumvent in order to characterize H.
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FIG. 4. 共Color online兲 Response bias violates the benchmark result. The latter is demonstrated in 共a兲 and 共b兲: for a simulated system output 具H1 , s典 subjected to the decisional transducer ⌿ 关modeled using the unit step funcˆ ⬀ H 共compare blue shading, which shows ⫾1 tion u共x兲兴, we obtain H 1 1 ˆ standard deviation on H1 for 100 simulations of 100k trials each, to black ˆ = 0 关panel 共b兲兴. Black/blue traces in 共a兲 are plotted to trace for H1兲 and H 2 the zero line indicated by the black dashed horizontal line, while light-red ˆ slice indicated by oval in 共b兲兴 is plotted to the shading 关corresponding to H 2 zero line indicated by the red dashed horizontal line. In the presence of response bias 关panels 共c兲 and 共d兲兴, modeled as the application of a static nonlinearity 共ex兲 to the output from one of the two stimuli 共randomly choosing between s关0兴 and s关1兴 on each trial兲, the benchmark result no longer holds ˆ , which is now ⫽0 共d兲 and more specifically ⬀H 丢 H as expected for H 2 1 1 from theoretical considerations 共see Sec. III B 2兲. Filter amplitude has been arbitrarily rescaled for each curve/surface, but using the same scaling factor for a given curve/surface between the top and bottom rows, so as to allow direct comparison between biased and unbiased kernels.



2. A notable example: Response bias



The critical requirement specified in Sec. III B 1 is that a ˜ can be identified. We now consider its implications unique ⌿ for what is perhaps the most significant source of artifactual results in human psychophysics: response bias 共see Ref. 69 for a recent example兲. Response bias can introduce nonlinear ˆ ⫽ 0 even though H distortions, potentially leading to H 2 2 = 0. We can model response bias as the application of a nonlinearity to the output from one of the two intervals before both outputs are combined and submitted to ⌿ for choice behavior. This procedure warps the L共N兲 layer into a mixed ˜ 共N兲 plus L共N兲 cascade, where N ˜ cannot be assimilated LN into 共N兲 using the result in Sec. III B 1 共see below兲. For this combined cascade 共which stands for H + bias rather than H ˆ alone兲, we know that the effective H2 ⫽ 0 and therefore H 2 ⫽ 0. To demonstrate this result, it is sufficient to rewrite the decision variable as ri1 = ⌽共ri关1兴兲 − ri关0兴 on half the trials i1 1 1 共when t关1兴 is presented in the distorted interval兲 and ri2 = ri关1兴 2 − ⌽共ri关0兴兲 on the remaining half. We cannot assimilate ⌽ into 2 ⌿ because the map 共r关1兴 − r关0兴兲 → 共⌽共r关1兴兲 − r关0兴兲 is not injective, i.e., it is not possible 共in general兲 to rewrite the process ˜ 共Sec. III B 1兲. If we then compute H ˆ from using only one ⌿ 2 the i1 trials, it will expose the H2 kernel from the Wiener system ⌽共r兲, which is of the form H1 丢 H1 关see Ref. 41 and Eq. 共17兲兴. The same structure is exposed when computing ˆ . This result is easily demfrom the i2 trials, thus biasing H 2 onstrated via simulation, as shown in Fig. 4; notice the clear
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ˆ 关panel 共d兲兴. H1 丢 H1 structure for H 2 It is important to emphasize that the result detailed in the previous paragraph applies regardless of the presence/ absence of internal noise 关i.e., even if ⌿共x兲 = u共x兲兴, because the map 共r关1兴 − r关0兴兲 → 共⌽共r关1兴兲 − r关0兴兲 will in general not be homomorphic with respect to the order relation, i.e., y ⬎ x does not necessarily mean that y ⬎ ⌽共x兲 关⌽共x兲 = ex provides a useful example兴, leading to a different choice from r关1兴 − r关0兴 depending on the specific values of r关1兴 and r关0兴. In this sense, response bias implements a more pervasive distortion than the symmetrically applied nonlinearity discussed in Sec. III B 1. The simulated results in Fig. 4 refer to a noiseless system. Response bias is a well-known issue in psychophysical experiments where only one stimulus is presented on every trial 共either s关0兴 or s关1兴 randomly兲, and the observer is required to report on which one he/she perceived.20 This class of experimental protocols, known as yes-no, should be avoided whenever possible. AFC protocols, when implemented effectively, eliminate bias. This goal is achieved well in the case of spatial AFC designs, where, for example, s关0兴 or s关1兴 appear simultaneously on opposite sides of the screen and the observer is asked to indicate which side contains s关1兴. There are situations, however, when spatial AFC designs are not viable 共e.g., auditory experiments兲; in this case, the choice is between first and second intervals, for which some bias may be expected.89 A powerful method for reducing bias in these instances is to provide the participant with trial-bytrial feedback 共correct/incorrect兲, which tends to make the observer/listener converge toward a near-optimal 共bias-free兲 strategy. 3. Formulation of end linearity as inner product



When the last linear stage in H is linear, it can be written as an inner product regardless of how it is formulated.50 This result is a direct consequence of the decision variable assumption 共Sec. II A兲: H must return a single scalar value as argument to ⌿, whatever the dimensionality of the vector returned by the previous stage. If we call this vector r, and we map it to scalar r via a linear transformation, we can always write r → r as 具g , r典 for some appropriate choice of g. Any preceding linear stage is similarly assimilated into a dot product, which allows us to rewrite the Volterra expansion in Eq. 共4兲 using 具· , ·典 rather than ⴱ 共as originally formulated by Volterra41,68兲. To see this explicitly for a second-order Volterra operator, first we can write its output using convolution,40 ˇ ⴱs+H ˇ ⴱ 共s 丢 s兲. r=H 1 2



共18兲



We must now apply r → r so that we can submit the output to ⌿ for choice behavior 共see above兲. When we express H this way, we can always rewrite its output either using Eq. 共18兲 or equivalently Eq. 共4兲, ˇ ⴱ 共s 丢 s兲典 = 具H ,s典 + 具H ,共s 丢 s兲典, ˇ ⴱs+H 具g,H 1 2 1 2



共19兲



ˇ 쐓 g 关for d = 2 this is H 共x , x 兲 where Hd = H d 2   ˇ 共x , x 兲g共x 兲兴 and ⴱ has been replaced by 具 · 典. Be= 兺 jH 2 j− j− j cause in general we have no direct access to g, the two for-



mulations are indistinguishable; our access is restricted to Hd ˆ 共with associated limitations, e.g., in the form of H d Sec. IV A兲. C. The -„N… notation



Taken together, the two simple results detailed above 共Secs. III A and III B 1兲 allow us to bypass the decisional transducer ⌿ and access H using established tools from nonlinear systems analysis. First we focus on the most basic system: linear 共Hd = 0 for d ⬎ 1兲. If we were reading off H ˆ ⬀ H 兲. Due to ˆ = 0 共as well as H directly, we would expect H 2 1 1 the presence of ⌿, we are effectively monitoring the output of a Wiener linear-nonlinear cascade where the static nonlinearity is introduced by ⌿. As mentioned earlier, the standard ˆ ⬀H applications of nonlinear kernel analysis return H 2 1 41 丢 H1 for this cascade system. Our goal is to develop an estimation strategy for H2 that bypasses ⌿, i.e., one in which we can treat the linear+ ⌿ system as simply linear and obtain ˆ = 0. This benchmark result is achieved by Eq. 共6兲 共see H 2 Sec. III A兲. Later in the article 共Sec. V兲, we show that Eq. 共6兲 also approximates H2 when ⫽0, although distortions may be present. From Sec. III B 1 we also have that under restricted conditions, the application of any number of plausible ⌽ late transducers does not impact our discussion, thus extending the generality of the benchmark result. We indicate the bypassing of ⌿ by bracketing the end-nonlinearity in cascade model formulations of H: for example, if we assume a Korenberg LNL model 共a cascade consisting of a linear filter, a static nonlinearity, and an additional linear filter, see Sec. IV C兲 for H, we indicate this model as LNL共N兲 where the end decisional nonlinearity is bracketed to indicate that it does not affect our treatment of the subject. This approach allows us to apply known results for LNL cascade models40,41,86 directly to H 共Ref. 50兲 共see, for example, Sec. VI D兲. IV. FIRST-ORDER KERNEL ESTIMATE A. Nonlinear distortions



ˆ ⬀ H 共Sec. III A兲. For a For H linear, we know that H 1 1 ˆ is introduced by nonlinear system, the main distortion on H 1 the presence of the target signal, regardless of ⌿; we can therefore demonstrate this result analytically using a simple linear approximation to ⌿. We also ignore kernels of order higher than 3 共Hd = 0 for d ⬎ 3兲. Given these approximations, we have ˆ 关q,1兴共x 兲 = w ⌿共1兲共2q − 1兲关H + 2具H 共x , :兲,t关q兴典 H  1 2  1 ¯p + 3w具H3共x,:, :兲,I典 + 3具H3共x,:, :兲,t关q兴 丢 t关q兴典兴.



共20兲



Readers familiar with Wiener orthogonalization will recognize that the term 3w具H3共x , : , :兲 , I典 can be avoided by redeˆ as a Wiener 共rather than Volterra兲 kernel estimate.40 fining H 1 This distinction is not interesting in the present context mainly for two reasons. First, in most applications we as-
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4w2 共2兲 ⌿ 共2具H2,H2共x, :兲 丢 t关q兴典 ¯p



+ 具H2共x, :兲,H1典兲.



共21兲



The above expression also demonstrates that even if we rely on target-absent estimates alone for an experiment where t关0兴 = 0 共e.g., Ref. 50兲, we obtain 2 ˆ 关0,1兴共x 兲 = − w ⌿共1兲H 共x 兲 + 4w ⌿共2兲具H 共x , :兲,H 典, H  1  2  1 1 ¯p ¯p



共22兲 ˆ 关0兴 ⬀ H . exposing a residual departure from H 1 1
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ˆ 关1兴兲 for KorenFIG. 5. 共Color online兲 Target-present first-order estimates 共H 1 berg systems 关black traces in panels 共a兲 and 共c兲兴 do not resemble the underlying front-end filter f but f 쐓 f. Data set from Ref. 50; observers were required to perform an orientation discrimination task for a stimulus divided into center and surround. 共b兲 and 共d兲 show the corresponding second-order kernel estimates. If we assume a Korenberg cascade 具g , ⌽共f ⴱ s兲典 共see Sec. ˆ 共x , :兲 indicated by red oval and replotted in IV C兲, f can be estimated via H 2 1 共a兲 and 共c兲. Black traces show target-present first-order kernel estimates 关1兴 ˆ 兲, green traces show the autocorrelation of the red traces. 共e兲 plots the 共H 1 correlation coefficient between red and black traces on the ordinate vs the correlation coefficient between green and black traces on the abscissa for each subject separately 共different data points兲 and for both center 共solid兲 and surround 共open兲. Error bars show ⫾1 SEM. Traces in 共a兲 and 共c兲 have been independently and arbitrarily rescaled, including sign inversion for red and green in 共c兲.



C. Special case: Korenberg LNL„N… cascade



The output of a Korenberg 共sometimes termed “sandwich”兲 cascade is defined as g ⴱ ⌽共f ⴱ s兲:31 the underlying block-model consists of a front-end linear filter, a static nonlinearity, and an additional linear stage 共the nonlinearity is therefore “sandwiched” in between the two linear stages兲. We replace the end ⴱ with inner product H 共Sec. III B 1兲, and for 具g , ⌽共f ⴱ s兲典 we have41,86



k



The output of a Hammerstein cascade is defined as f ⴱ ⌽共s兲:26 the underlying block-model consists of a front-end static nonlinearity followed by a linear filter 共dynamic linearity兲. As explained in Sec. III B 1, the ⴱ operation can be replaced by an inner product because H must return a scalar decision variable to obtain 具f , ⌽共s兲典. For this cascade, we have H2共x , x兲 = ␦关 − 兴共⌽共2兲 / ⌽共1兲兲H1共x兲 and H3共x , x , x兲 = ␦关 − 兴␦关 − 兴共⌽共3兲 / ⌽共1兲兲H1共x兲, where ⌽共d兲 is the dth coefficient in the Taylor expansion of ⌽ 共see, for example, Ref. 86兲. We consider the case t关1兴 = ␦关兴 and t关0兴 = 0. Equation 共20兲 then reduces to



冉



.2



Hd共x1, . . . ,xd兲 = ⌽共d兲 兺 g共xk兲f共xk − x1兲 ¯ f共xk − xd兲.



B. Special case: Hammerstein NL„N… cascade



ˆ 关1,1兴共x 兲 = w ⌿共1兲 H 共x 兲共1 + 3w⌽共3兲兲 H  1  1 ¯p
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ˆ 关q,1兴共x 兲 = w ⌿共1兲共2q − 1兲关H 共x 兲 + 2具H 共x , :兲,t关q兴典兴 H  1  2  1 ¯p



0



ˆ ,H ˆ 2 (x1 , :)] R[ H 1



sume Hd = 0 for d ⬎ 2;47,50 in this case, there is no distinction between Volterra and Wiener first- and second-order kernels.40 Second, even if we approximate to third-order as in Eq. 共20兲, only the first-order kernel differs between Volterra and Wiener representations. The difference, represented by the term highlighted above, is negligible compared to the distortions introduced by terms containing t. The distinction between target-present and target-absent kernels is ˆ , so here we focus on this aspect of far more relevant to H 1 the estimation procedure rather than adopting a Wiener kernel representation. This representation is equivalent to the Volterra representation40,86 and amounts to little more than a change in notation for the purposes examined here. Further distortions can be demonstrated by approximating ⌿ to second-order 共we set H3 = 0 to simplify calculations兲,
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共23兲



where 3 and 4 do not depend on . Equation 共23兲 shows ˆ 关1,1兴 estimate is a signal-distorted image of H . that the H 1 1 关0,1兴 ˆ From Eq. 共20兲 we also have H1 ⬀ H1.



共24兲 We consider the special case g = 1 and t关1兴 = ␦ 共t关0兴 = 0兲, ˆ 关1,1兴 = w ⌿共1兲关⌽共1兲具f,1典 + 2⌽共2兲f 쐓 f + 3⌽共3兲 H 1 ¯p ⫻共2f 쐓 f2 + w具f 쐓 f2,1典兲兴.



共25兲



The inner products do not depend on , so we can rewrite this compactly as f 쐓 f + 5f 쐓 f2. At low SNR 共small 兲, we ˆ 关1兴 ⬀ f 쐓 f 共see also Ref. 51兲. therefore expect H 1 We can attempt to verify whether this analytical result is born out by data for measurements of human texture processing; we previously established that the relevant data set is consistent with a Korenberg cascade50 共see Sec. VI D for details兲. If we assume that this was the underlying structure ˆ 共x , :兲 共see in the human observers, we can estimate f via H 2 1 Refs. 41 and 86 for details relating to this well-established ˆ 关1兴 is shown in black. We result兲 shown in red in Fig. 5共a兲; H 1 expect that the autocorrelation of the red trace, shown in green, is proportional to the black trace; this prediction seems approximately correct for both stimulus center 关panel 共a兲兴 and surround 关panel 共c兲兴. To quantify the relationship



Author complimentary copy. Redistribution subject to AIP license or copyright, see http://cha.aip.org/cha/copyright.jsp



045118-11



Chaos 20, 045118 共2010兲



Human sensory processing



across observers, panel 共e兲 plots the correlation coefficients for each observer separately; the abscissa plots the correlaˆ 关1兴 and the green trace, while the ordinate tion between H 1 ˆ 关1兴 ˆ 关1兴 and the red trace. If H plots the correlation between H 1 1 returned an estimate of the underlying impulse response f, we would expect symbols to fall either below or above the horizontal dashed line 共0 correlation on ordinate兲; instead, the ordinate values are no different from 0 共t-test across observers, p = 0.68 for center and p = 0.13 for surround兲. From ˆ 关1兴 to return an estimate of the autocorEq. 共25兲 we expect H 1 relation of f, not f itself; indeed the abscissa values are significantly different from 0 共points lie away from vertical dashed line at p ⬍ 10−5 for center and p ⬍ 0.01 for surround兲. This result provides indirect confirmation of the applicability of Eq. 共25兲 to real data.



B. Why covariance and not second-order moment?



˜ for H , we If we use a second-order moment estimate H 2 2 have from Eq. 共27兲, ˆ 关q,z兴 ˜ = 兺 共2␦关q − z兴 − 1兲H H 2 2 q,z



=



冉



where A = A关1兴 − A关0兴 is the distorting term, i.e., causing deˆ ⬀ H . We rewrite parture from the desired relationship H 2 2 this term below in a slightly different format from Eq. 共28兲 to emphasize the structure induced by t, A共x,x兲  H1共x兲具H2共x, :兲,t关1兴 − t关0兴典 + 具H2共x, :兲 丢



V. SECOND-ORDER KERNEL ESTIMATE



冊



8w2 共2兲 4w2 共1兲 ⌿ H2 + ⌿ A , ¯p 1 − ¯p ¯p 1



H2共x, :兲,t关1兴 丢 t关1兴 − t关0兴 丢 t关0兴典.



This term is proportional to the covariance subtraction term 关from Eq. 共21兲兴,



A. Basic expressions



By combining Eqs. 共1兲, 共4兲, and 共7兲 and adopting the ˆ , we have the corresponding exsame procedure used for H 1 ˆ , pressions for H 2 2 ˆ 关q,1兴 = wI ⌿共0兲 + 2w ⌿共1兲共2q − 1兲 H 2 ¯p ¯p
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⫻ H2 + 3 兺 H3共x j,:, :兲t关q兴共x j兲 j
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共26兲
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2w 共2兲 ⌿ 共4A关q兴 + B + C兲 ¯p



共27兲



for a second-order approximation of H and second-order approximation of ⌿, where



丢



共H2共x j, :兲 兺j H2共x j, :兲t关q兴共x j兲 + 兺 j,k



H2共xk, :兲兲t关q兴共x j兲t关q兴共xk兲,



共28兲



B = H1 丢 H1 + 2w 兺 共H2共:, j兲 丢 H2共:, j兲兲, j



冋



C = I 具H21,1典 + 2 兺 H1共x j兲具H2共j, :兲,t关1兴 + t关0兴典 + 2w具H22,1典 j



册



+ 兺 2具共H2共:,x j兲 丢 H2共:,x j兲兲,t关1兴 丢 t关1兴 + t关0兴 丢 t关0兴典 . j
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¯ 4w2 1 − 2p ⌿共1兲H2 + A 2⌿共2兲 − 共⌿共1兲兲2 ¯p共1 − ¯p兲 ¯p共1 − ¯p兲



册冊



.



ˆ ⬀ H so we want the expression within 关兴 to Our goal is H 2 2 vanish. If we adopt a Taylor expansion for ⌿, we can rewrite this condition as ¯ ¨ =⌿ ˙ 2 1 − 2p . ⌿ ¯p共1 − ¯p兲



2 ˆ 关q,1兴 = wI ⌿共0兲 + 2w ⌿共1兲共2q − 1兲H H 2 2 ¯p ¯p



A关q兴  H1 丢



冉



When we estimate H2 using covariance 关Eq. 共6兲兴, we therefore obtain ˆ = H 2



for a third-order approximation of H and first-order approximation of ⌿, and



+



ˆ 关q,z兴 丢 H ˆ 关q,z兴 = 共2␦关q − z兴 − 1兲H 兺 1 1 q,z



These three terms have been kept separate to emphasize that A关q兴 depends on q 共i.e., it differs for target and nontarget subestimates兲, whereas B and C do not 关i.e., they cancel out in Eq. 共11兲兴, and that C ⬀ I 共the quantity within 关兴 is a scalar兲.



At threshold 共¯p ⬃ 43 兲 this translates into the requirement ¨ /⌿ ˙ 2 ⬃ − 8 . For a realistic internal noise source and thresh⌿ 3 ¨ /⌿ ˙ 2 ⬃ −3 at ¯, r which old performance 关Fig. 2共a兲兴, we have ⌿ is within 15% of the above target value. Therefore, by comˆ in the form of a differential covariance matrix, we puting H 2 may compensate for 85% of the distortions introduced into the second-order moment estimate. We demonstrate this result in Fig. 6 for simulated Hammerstein 共top row兲 and Korenberg 共bottom row兲 cascades 共Secs. IV B and IV C兲. First-order kernels 关black traces in 共a兲 ˆ 关0兴 共gray traces兲; when and 共e兲兴 are best estimated via H 1 ˆ target-present trials are included, the resulting estimates H 1 共blue traces兲 are distorted, as expected from Eqs. 共23兲–共25兲. Expected second-order kernels are shown in Figs. 6共b兲 and 6共f兲; these were not simulated, but computed as predicted in the absence of ⌿ 共see Secs. IV B and IV C兲. The last two columns show estimates obtained from differential secondorder moments 共third column兲 and covariance 共fourth column兲. As further emphasized by replotting diagonals in 共a兲 ˜ and 共e兲, 共see captions兲 second-order moment estimates H 2 present clear distortions near target position 共negative dip in green trace, compare with red trace兲. These distortions are largely eliminated when computing differential covariance
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FIG. 6. 共Color online兲 Second-order kernel estimates from differential ˆ 兲. Top row shows the results ˜ 兲 vs covariance 共H second-order moments 共H 2 2 for a simulated Hammerstein NL共N兲 cascade 具f , es典 共Sec. IV B兲, bottom row for Korenberg LNL共N兲 具efⴱs , g典 共Sec. IV C兲, where g is a Gaussian envelope 1 with standard deviation equal to ⬇ 2 the period of the f carrier. 共a兲 Black trace shows f 共which is ⬀H1兲, blue trace shows the first-order kernel estimate, and gray trace shows the target-absent first-order kernel estimate 关t关0兴 was set to 0 for these simulations, and t关1兴 = ␦ 共peak at center of dimension of interest, zero elsewhere兲 with  selected to yield 75% correct responses兴. Red/green traces plot the diagonals of kernels shown in 共b兲, 共c兲, and 共d兲. Black trace in 共e兲 shows H1 共not f兲 for Korenberg, i.e., f 쐓 g. 关共b兲 and 共f兲兴 Expected second-order kernel structure if ⌿ is bypassed successfully 共see Secs. IV B and IV C兲. 关共c兲 and 共g兲兴 Second-order kernel estimates using differential second-order moments. 关共d兲 and 共h兲兴 Second-order kernel estimates using differential covariance. Plotting conventions similar to Fig. 4.



ˆ 共light red兲, as we predict from the equations detailed H 2 above. Notice, however, that some distortions persist, in particular the negative flanks outside the diagonal in 共d兲 共indicated by an arrow兲. For a Hammerstein cascade H2共x , x兲 ⬀ ␦关 − 兴H1共x兲 共see Refs. 26, 41, and 86 and Sec. IV B兲: no modulation is present outside the diagonal in H2 关see panel ˆ fails to estimate correctly. 共b兲兴, a characteristic that H 2 VI. SMALL-SCALE ALGORITHMS



Cascade models like those considered in Secs. IV B and IV C consist of a few processing components assembled into a relatively simple circuit: they are small-scale networks. A significant advantage of considering sensory processing at the level of small-scale circuitry is that it affords scalability across systems: Korenberg cascades can be successfully exploited to describe processes within the fly brain27,48 as well as the human brain,50 despite obvious macroscopic anatomical differences between these two neural structures. Although their behavior can be unexpectedly complex and give rise to somewhat unexpected results 共e.g., Ref. 9兲, it is legitimate to ask whether they can provide a reasonable account of a phenomenon like perceptual processing, which originates from a large-scale neuronal assembly 共the brain兲. A related concern can be raised in connection with the Volterra cascade 关Eq. 共4兲兴: given that it is empirically feasible to obtain kernel characterizations only up to second-order 共Sec. II B兲, is it reasonable to expect that this approach may yield a useful description of complex processes like human vision? There is really no way to answer this question outside the laboratory: the ultimate and most relevant test of any approach for the characterization of human sensory processing is whether the approach is able to provide an accurate reconstruction of the sensory process as conveyed to us via empirical measurements. Lacking extensive experimental



evidence, there is no reason to prefer other approaches over the one outlined above; in fact, the knowledge accumulated so far suggests that this may be the most fruitful framework for understanding sensory processing within limited contexts, such as relatively simple detection tasks. Starting with pioneering work in the 1960s by a number of investigators 共e.g., Barlow,5 Mountcastle44兲, quantitative studies of sensory processing in humans have adopted the working hypothesis known as the lower envelope principle 共LEP兲. According to this notion, humans presented with a specific sensory task monitor the output of only a restricted subset of their available neural circuitry; this subset consists of the neural components that are most sensitive for the task at hand.62 Sensitivity is defined within the context of SDT 共Ref. 20兲 and is therefore a well-characterized concept. If we were to provide a concrete example of what the LEP translates to, we could imagine an observer who is presented with moving dots and asked to detect drift in a specified direction. According to the LEP, the observer bases his/ her choice not on the output of his/her entire brain from occipital to frontal cortex, but only on the output from visual cortex. Further, the LEP postulates that the observer relies not on the entirety of visual cortex, but only on the area within visual cortex that is most responsive to motion; current knowledge would indicate MT+ as being the relevant area.8 Even further, the LEP would restrict the relevant signals only to the subset of MT+ neurons with spatial receptive fields located within the region of visual space spanned by the stimulus, not on neurons responsive to other regions. And finally, the LEP may be interpreted to indicate that of these neurons only those responsive to the target direction would be monitored by the observer.59 Those neurons and the associated circuitry would represent the bulk of H. The view expressed above is no doubt simplistic and open to a number of criticisms: to mention one, there is not even consensus over the notion that motion processing may be restricted to the MT 共middle-temporal兲 region.34 However, there is convincing experimental evidence that it may be applicable at least within the context of specific sensory stimuli, tasks, and the experimenter’s ability to measure the quantities of interest.62 The most compelling evidence in this respect dates back to the classic work by Newsome and collaborators in the 1990s,59 who demonstrated that the behavioral choice expressed by primates in response to a visual motion task could be biased in a systematic and predictable manner by applying electrical stimulation to a restricted portion of visual cortex. For example, if the animal is asked to indicate the direction of a moving stimulus by pressing button 1 for leftward motion and button 2 for rightward motion, the proportion of button 1 presses can be increased by electrically stimulating the subregion of MT cortex containing neurons responsive to leftward motion.58 Subsequent work has shown that similar results can be obtained for more complex stimuli and tasks such as face recognition.2 These studies do not provide conclusive evidence for the LEP in its most extreme formulation, but they strongly suggest that weak variants may be applicable,62 for example, versions of the LEP in which it is hypothesized that the subset of neural resources monitored by the observer may only roughly cor-
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respond to the sensitive neurons with the inclusion of a number of irrelevant components, and furthermore that the extent of the envelope may depend on attention.57 Even if one were to accept the LEP in some form, it is not clear that the relevant neural circuitry would be adequately captured by small-scale cascade models: again this may seem oversimplistic. However, the question of interest here is not whether the relevant circuitry actually conforms to such descriptors, but rather whether its output in the form of a behavioral choice is consistent with such descriptors within the precision afforded by the empirical measurements. When the problem is viewed from the standpoint of an algorithmic solution, the latter specification is critical: there is an intrinsic limit to how detailed any characterization of human sensory processing can be for detection/discrimination at threshold; beyond this limit further algorithmic distinctions are irrelevant. Currently, this limit is determined primarily by the number of single-trial choices that can be feasibly recorded in the laboratory from a given participant, as well as the presence of a sizeable noise source that is intrinsic to the participant and therefore not under direct experimental control.49 Both factors are integral to the process of recording behavior regardless of available technology, so it is unlikely that their impact will be reduced in the future 共although it is possible to envisage, for example, that drugs may be developed to specifically reduce internal sensory noise兲. It is possible to obtain indirect estimates of internal noise in individual participants,10 and use these to establish an upper limit on how well different models can be expected to predict human choices on individual trials.55 It then becomes an empirical question whether small-scale algorithms can approach this limit or not. In previous work,50,51 we have shown that they often do. Below we consider two examples of models that have been successful in a vast number of applications in perception science, with the goal of demonstrating how they can be approximated via Korenberg cascades 共already popular in neuroscience76,88兲 and subsequently analyzed using some of the tools described in this article. We use general formulations to emphasize their algorithmic potential for the solution of simple processing problems on a small scale. In both cases, a nonstatic nonlinearity is approximated by a combination of static nonlinearities and linear operators,30,60 the advantage of the latter being that it forms the backbone of well-studied cascade systems for which kernel interpretation is relatively straightforward 共Secs. IV B and IV C兲. Figure 7 summarizes these approximations; below we refer to them as “toy” examples to emphasize that they are model-based, not data based. We then consider four “real” examples from data. The first two examples 共Secs. VI C and VI D兲 consist of kernel measurements which could be interpreted based on the kind of approximation presented in Fig. 7; the first example is for a Hammerstein cascade, the second one for a Korenberg cascade. The third and fourth examples are in a sense counterexamples, in that the approach outlined in Fig. 7 did not offer a satisfactory interpretation for the data. In the third example 共Sec. VI E兲, we consider a data set for which there was no straightforward, simple approximation of the kind presented
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FIG. 7. 共Color online兲 Approximation of MAX uncertainty 共a兲 and normalization 共c兲 models using Wiener 共green兲 and Korenberg 共red兲 cascades 共Refs. 26 and 31兲. 共a兲 is approximated in 共b兲; 共c兲 in 共d兲. All symbols correspond to those used in the main text; see in particular Secs. VI A and VI B.



in Fig. 7; in this case, we resorted to a dynamically nonlinear model 关Fig. 9共f兲兴 that was able to capture the data satisfactorily while at the same time retaining physiological plausibility. This example in particular demonstrates how the utility of kernel characterization is not restricted to small-scale static approximations of dynamic systems; the information it provides can be effectively used to constrain plausible dynamic models. The fourth example 共Sec. VI F兲 makes a related point but from a different perspective: it shows how dynamic nonlinearities that occur on a relatively long timescale 共perceptual adaptation in this case兲 can be approached by treating each dynamic state as static on the much shorter timescale of the experimental characterization, and by inducing and characterizing different dynamic states separately one at a time. In the specific case of stereo motion adaptation considered in Sec. VI F, we used reverse correlation to estiˆ kernels after prolonged viewing of an adapting mate H 1 stimulus containing moving elements at specific threedimensional positions, and compared them to kernels obtained in the absence of adaptation. The adaptor caused the system to shift onto a new perceptual state; we were able to ˆ measure specific signatures of this shift at the level of the H 1 kernels. Although these measurements in isolation are not able to capture the highly nonlinear and nonstatic nature of perceptual adaptation, they can be combined to generate an informative picture of the overall phenomenon at a greater level of detail than afforded by measurements that do not rely on kernel estimation 共see Ref. 54 for the specific rationale behind this statement兲.



A. Toy example 1: MAX uncertainty model



The MAX uncertainty model65 关Fig. 7共a兲兴 can be approximated using a Korenberg cascade 关Fig. 7共b兲兴 by expressing the max operation as an ᐉ⬁ norm.51 For this model, we have
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B. Toy example 2: Divisive normalization



The other model we consider here is the normalization model commonly used to implement contrast gain control25 关Fig. 7共c兲兴 with output, r=



具f,s典 . k + 具共f ⴱ s兲2,1典



共30兲



If internal noise is relatively small, we can log this expression without affecting our discussion 共Sec. III B 1兲,



冉



r = log共具f,s典兲 − log 1 +



冊



具共f ⴱ s兲2,1典 + log共k兲. k



共31兲



We have assumed r ⬎ 0 in Eq. 共30兲 共necessary to log it兲. We can ignore the last additive term in Eq. 共31兲 共it does not affect the final psychophysical response兲. If k is large compared to the normalizing term 共its numerator兲, we can approximate the above expression to 1 r = log共具f,s典兲 − 具共f ⴱ s兲2,1典. k This is now the combined output of a Wiener LN system log共具f , s典兲, where N is the log operation, and a Korenberg LNL system −1 / k具共f ⴱ s兲2 , 1典, where N is the squaring operation 关Fig. 7共d兲兴. We emphasize that several assumptions 共e.g., small internal noise兲 and approximations were involved in this derivation, therefore its utility is primarily qualitative. C. Real example 1: Spatial uncertainty approximated by Hammerstein cascade



This section reproduces results from a more extensive publication51 on the topic of spatial uncertainty. Figure 8共a兲 ˆ kernels for detecting a luminance bar shows a set of H 1 appearing within a specified spatial range; the range could be very narrow 共no spatial uncertainty兲, coded by the blue symbols, or very wide 共large spatial uncertainty兲, coded by the red symbols. Cyan and magenta colors refer to intermediate
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where g is raised to the d power because the uncertainty model is written as 具⌽共g ⴰ 共f ⴱ s兲兲 , 1典, i.e., the sandwiched nonlinearity is applied after weighting by g 共see Ref. 51兲; see Sec. IV C and compare Eq. 共29兲 with Eq. 共24兲. If we restrict our analysis to the special case considered in Sec. IV C, i.e., g = 1 and t关1兴 = ␦ 共t关0兴 = 0兲, we have 共at low ˆ 关1兴 ⬀ f 쐓 f 共as detailed in Sec. IV C兲. From Eq. 共20兲 we SNR兲 H 1 ˆ 关0兴 = , i.e., the target-absent first-order kernel is also have H 1 essentially featureless. More generally, it is ⬀g 쐓 f and thereˆ 关1兴 fore reflects the extent of the uncertainty window, while H 1 provides an indirect image of the front-end filter f 共see Sec. IV C for a tentative experimental validation of this result and Ref. 83 for a discussion of related notions兲. The uncertainty model therefore provides an interesting example of how both target-present and target-absent first-order estimates can deliver useful information in a complementary fashion.
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FIG. 8. 共Color online兲 First-order and second-order kernels for visual detection under spatial uncertainty 共Ref. 51兲 共data from ⬎110K trials兲. 共a兲 ˆ kernels for four different uncertainty levels; uncertainty inAggregate H 1 creases from blue to cyan, magenta, and red. 关共b兲–共e兲兴 Aggregate secondorder kernels for four different uncertainty levels, color-coded for 兩Z兩 ⬎ 2 共red for positive, blue for negative兲. For the two smaller uncertainty levels 关共b兲 and 共c兲兴, the central regions of the kernels are magnified for ease of ˆ kernel ˆ diagonals. 共g兲 Correlation between H inspection. 共f兲 Aggregate H 2 1 ˆ diagonal 共Hammerstein test兲 is plotted on the x axis vs correlation and H 2 ˆ and 兺 H ˆ between H 1 k 2共: , k兲 on the y axis for each observer separately. The former correlation tests for the applicability of a Hammerstein NL共N兲 cascade 共Sec. IV B兲, the latter for the applicability of a Korenberg LNL共N兲 cascade 共Sec. IV C兲; if the phenomenon of interest is well approximated by either cascade, the corresponding correlation is expected to differ from 0 共see Sec. VI C for details on these two tests兲. Error bars and shading show ⫾1 SEM.



uncertainty levels. As expected, the kernels spread over a progressively wider spatial range with increasing uncertainty 关blue kernel peaks at target location 共center of plot兲, red kernel spreads across x axis兴. Figures 8共b兲–8共e兲 show correˆ kernels; because we observed modulations prisponding H 2 ˆ diagonals in marily within the diagonal region, we replot H 2 ˆ ˆ kernels 关Fig. 8共a兲兴 and H Fig. 8共f兲. It is apparent that H 1 2 diagonals 关Fig. 8共f兲兴 share similar characteristics, a potential signature of the Hammerstein cascade 共see below兲. As a first check of whether the general strategy outlined in Fig. 7 was applicable to this data set, we carried out two standard tests in nonlinear system identification based on the following two results:41,86 for a Hammerstein cascade H1 ⬀ diag共H2兲; for a Korenberg cascade H1 ⬀ 兺kH2共: , k兲. We therefore expect a positive correlation between the first-order kernel and the diagonal of the second-order kernel for a Hammerstein cascade; failing that, we test for a positive correlation between the first-order kernel and the second-order marginal to check for compatibility with a Korenberg cascade. This strategy is a standard practice in neuroscience applications 共e.g., Refs. 16 and 27兲 and it essentially relies
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In a previous publication,50 we documented the temporal dynamics of a simple visual process involving the detection of a luminance increment within a circular region surrounded by a large annulus. Figure 9共c兲 关plotted to the same convenˆ diˆ 共cold colors兲 and H tions used for Fig. 9共a兲兴 shows H 1 2
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E. Real example 3: Nonlinear dynamics on neuronal timescale
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We have already used this data set in Fig. 5 when disˆ 关1兴 estimates and their relation to the system frontcussing H 1 end filter 共Sec. IV C兲. Figure 9共a兲 uses plotting conventions similar to Figs. 5共a兲 and 5共c兲, except both center and surround data are plotted in the same panel 共black and blue ˆ diagonal as traces, respectively兲 and red is used for the H 2 ˆ opposed to H2共x1 , :兲 共yellow refers to data for the surround兲. ˆ kernels and H ˆ diagonals As in the previous example, H 1 2 share similar characteristics; however, notice that there is a sign inversion for the surround kernels 共compare blue trace with yellow trace兲, which is not observed for the center kernels 共compare black with red兲. This sign inversion is not accommodated by a Hammerstein cascade with a single static nonlinearity 共see Sec. IV B and Ref. 50 for details兲. Figure 9共b兲 demonstrates the sign inversion across observers: ˆ 兲 关plotted on the x axis ˆ and diag共H correlations between H 1 2 as in Fig. 8共g兲兴 are significantly positive for center data and significantly negative for surround data 共p ⬍ 0.01兲. A similar result is obtained for the Korenberg test 共y axis兲, but in this case the underlying cascade is able to account for the sign inversion by applying a linear filter before the static nonlinearity with opposite sign for center and surround.50 From this analysis, we conclude that the observed kernel structure is consistent with a Korenberg LNL共L兲 cascade; this result is in line with existing models of human texture processing, which are mostly of the LNL type,7,32 also termed filterrectify-filter models.88



.2



.1



N



D. Real example 2: Texture processing approximated by Korenberg cascade
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on the logic of Fig. 7, whereby the problem is simplified by approximating the biological system using a well-understood model with tractable nonlinear operators. Figure 8共g兲 shows the result of both tests, Hammerstein on the x axis versus Korenberg on the y axis. With the only exception of the largest uncertainty level 共red兲, all other kerˆ and diag共H ˆ 兲 nels show significant correlations between H 1 2 共blue, cyan, and magenta data points fall to the right of the vertical dashed line at p ⬍ 0.01兲, supporting the applicability ˆ and of the Hammerstein model. Correlations between H 1 ˆ 兺kH2共: , k兲 共Korenberg test兲 were no different from 0 共at p ⬎ 0.05兲 for any of the four uncertainty levels 共data points fall on the horizontal dashed line兲, indicating that modulations outside the diagonal region contained primarily noise 共which eliminated the diagonal correlation兲. From this analysis, we conclude that the observed kernel structure is consistent with a Hammerstein model 共Sec. IV B兲, with no clear evidence that this model needs further elaboration into a Korenberg cascade.51
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FIG. 9. 共Color online兲 Temporal dynamics of texture 共a兲 and luminance 共c兲 processing 共Ref. 50兲 共data from ⬎56K trials兲. 共a兲 shows aggregate 共across observers兲 first-order 共black/red兲 and second-order 共red/yellow兲 kernels for both center and surround of an annular stimulus defined by texture modulations 共see Ref. 50 for details兲. Temporal dynamics was captured over a range 1 of ⬃ 4 s 共see x axis兲. 共c兲 is plotted to the same conventions as 共a兲 but shows data for a stimulus defined by luminance modulations. 共d兲 Luminance kernels generated by the model in 共f兲 共traces for center and surround secondorder kernels are not visible separately because of overlapping兲. 共b兲 and 共e兲 plot the results from the Hammerstein test on the x axis vs the Korenberg test on the y axis 共see caption to Fig. 8 and Sec. VI C兲 for texture and luminance, respectively. 共f兲 shows the luminance model structure 共constructed around knowledge from retinal circuitry兲: input stimulus is convolved 共 ⴱ 兲 with center-surround receptive field 共black and blue smooth traces兲 using first-order filter from primate retinal ganglion cells 共Ref. 6兲. The output from this stage is half-wave rectified and fed onto an accumulator 共inverted triangular symbol兲 implemented by differential equation 共see Ref. 50 for details兲, then integrated across time 共兺t兲 to yield scalar decision variable further converted into psychophysical decision. Time-varying signal from accumulator stage is carried back into circuit with temporal delay  = 60 ms to control gain of linear stage via divisive inhibition 共refer to Sec. VI E for more details兲. Gain-control loop is highlighted in red. The model was used to simulate a psychophysical experiment adopting same parameters selected for human observers. Shaded regions in 共a兲 and 共c兲 show ⫾1 SEM, in 共d兲 ⫾1 SD across repeated Monte Carlo simulations. Gray rectangular regions indicate the time of occurrence of the target signal.



agonal 共warm colors兲 for both center 共black/red兲 and surround 共blue/yellow兲. As expected from the antagonistic nature of center-surround interactions in human vision,77 the ˆ takes opposite polarity with respect to the center surround H 1 ˆ diagonal is esˆ H1 共compare blue and black traces兲. The H 2 sentially identical for center and surround 共compare red and yellow traces兲 and its time-course differs significantly from ˆ profile, a feature that proved challenging for subsethe H 1 quent modeling efforts 共see below兲. As with the data sets discussed above, we carried out the two tests that were able to account for those previous results 关see Figs. 8共g兲 and 9共b兲兴. However, as shown in Fig. 9共e兲, both tests failed: correlation coefficients were not statistically different from 0 共at p ⬎ 0.05兲 for either model 共Hammerstein/ Korenberg兲 or stimulus region 共center/surround兲, as evident from the clustering of data points around 0 共intersection of
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where r = f ⴱ sctr − f ⴱ ssur, f is the front-end impulse response of a primate retinal ganglion cell 关shown by the black trace in Fig. 9共f兲兴, sctr is the center stimulus, ssur the surround stimulus, b = 51 , 关 兴+ is half-wave rectification, and  = 60 ms. For the purpose of generating a decision variable, we simply summed r across time 共r = 具r , 1典兲. The critical component is the delayed gain-control feedback loop 关red in Fig. 9共f兲兴, which is able to generate dynamics similar to those observed experimentally 关Fig. 9共d兲兴. The choice of a servo-mechanism ˆ was prompted primarily by the damped profile of the H 2 diagonal 关red trace in Fig. 9共c兲兴, which is common in nonlinear feedback systems,39,87 and by the knowledge that gain control is a well-characterized phenomenon in both vertebrate67,71 and invertebrate84 retinas. Interestingly, our earlier work on the dynamics of directional processing in humans53 required the introduction of a 90 ms temporal delay in the divisive feedback loop of the motion detector model, a figure comparable with the 60 ms used here.
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dashed lines兲. This lack of correlation is primarily a consequence of the different temporal dynamics we consistently observed between first- and second-order kernels 关these differences were not observed for texture processing, see Fig. 9共a兲兴. Failing the two basic tests detailed above 关Fig. 9共e兲兴, there is no obvious way to proceed in terms of attempting an approximation using a simple block-model of the kind outline in Fig. 7. This is not to say that such an approximation is impossible: a sufficient number of Korenberg cascades can approximate virtually any nonlinear system of physiological interest via variants of the Wiener–Bose model30,60,86 and methods have been developed to identify the relevant structure for specific applications 共e.g., Refs. 13 and 63兲. However, it may then become more parsimonious to explore sensible and simpler models containing a plausible dynamic nonlinearity. Figure 9共f兲 shows an example from this class of models; its time-varying response r is determined by the following differential equation:
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F. Real example 4: Nonlinear dynamics on cognitive timescale



FIG. 10. 共Color online兲 Effect of visual adaptation on first-order kernels for processing motion in depth 共Ref. 54兲 共data from ⬃20K trials兲. 关共a兲 and 共b兲兴 ˆ kerSmoothed 共using Gaussian filter with SD equal to 1 surface pixel兲 H 1 nels 共average across observers兲 obtained before 共a兲 and after 共b兲 adaptation; 共c兲 the differential filter 关共b兲 minus 共a兲兴. The stimulus consisted of moving elements presented at different depths; motion direction is plotted on the y axis, depth 共as delivered via binocular disparity兲 on the x axis. Red crosses indicate signal locations for the target, blue crosses for the nontarget 关see Ref. 54 共particularly Fig. 1兲 for details on the stimulus and experimental protocol兴. 共a兲 and 共b兲 are plotted to the gray scale shown by the top right legend; 共c兲 is plotted to the scale shown by the bottom right legend. 关共d兲–共f兲兴 Slices along direction of motion averaged across the disparity range indicated by the corresponding dashed rectangular regions in 共a兲–共c兲 共red for near, blue for far, black for nonius fixation, i.e., the depth level corresponding to where the eyes fixate兲. Shaded regions show ⫾1 SEM. Units are arbitrary because averaging was performed after observer-by-observer normalization 共Ref. 54兲.



Visual adaptation is a complex phenomenon that operates on a variety of timescales,29 typically much longer than those we considered in Secs. VI D and VI E, and provides a clear example of nonstatic behavior. If we look at a motionless object at a given time A, it will look motionless; if we then observe a moving pattern for a prolonged length of time 共⬃1 min兲 and subsequently look back to the same motionless object at a given time B, it will appear to move in a direction opposite to that of the moving pattern we had seen previously. This motion after-effect is robust and can be easily experienced even in natural vision.42 Because the visual input is the same at time A as it is at time B, and yet our visual system delivers an entirely different percept, the underlying phenomenon is clearly dynamic. However, the relevant dynamics is slow 共order of several seconds兲 compared



to the dynamics we have been interested in so far 共Sec. VI E兲; it is therefore reasonable to expect that we may be able to capture the effect of adaptation on kernel structure by probing the system with brief stimuli under different states of adaptation, a strategy that has been successfully exploited in physiology 共e.g., Ref. 16兲. ˆ kernel defined across the diFigure 10共a兲 shows an H 1 mensions of depth 共stereoscopic disparity on the x axis兲 and motion direction 共y axis兲; the reader is referred to Ref. 54 for details on the stimulus and experimental design. The target signal was delivered to the locations indicated by the red crosses; some kernel modulations colocalize with the signal, although only to a coarse extent 关see Fig. 10共d兲 for crosssections兴. Figure 10共b兲 shows the same measurement per-
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formed after prolonged adaptation to the target signal, and Fig. 10共c兲 shows the difference between Figs. 10共b兲 and 10共a兲. It is clear that adaptation induced specific changes within the kernels; these changes were meaningfully related to the target signal structure 关Fig. 10共f兲兴. The characterization afforded by this approach is of course very limited: we only obtain two snapshots of the adaptation process, not a detailed time-course of its dynamics. However, each snapshot is remarkably detailed; this level of detail allows the experimenter to draw a number of significant conclusions about the underlying mechanism 共see Ref. 54 for an extended treatment of this topic兲. VII. CONCLUSIONS



We have examined a methodology for characterizing second-order functional approximations to a general-purpose sensory apparatus H embedded within realistic experimental constraints. From a general theoretical viewpoint, the two main constraints are those summarized in Fig. 1: a distortion of the input caused by the target signal t and a distortion of the output caused by the decisional transducer ⌿. Our goal is to estimate a first-order kernel H1 and a second-order kernel H2 that characterize H in the sense of a Volterra approximation 关Eq. 共4兲兴. These estimates can then be used to build and constrain processing algorithms operating at small scales 共Sec. VI兲, i.e., via a few components connected in relatively simple ways. ˆ , there are imporFor the first-order kernel estimate H 1 tant differences between estimates obtained from noise fields ˆ 关1兴兲 and those not containing the tarcontaining the target 共H 1 关0兴 ˆ 兲, whenever this distinction is applicable 共i.e., get 共H 1 ˆ 关0兴 provides a less distorted estimate of t关0兴 = 0兲. In general, H 1 ˆ 关although still potentially distorted by higher-order kerH 1 ˆ 关0兴 nels, see Eq. 共22兲兴. There are instances, however, when H 1



is not particularly informative, e.g., uncertainty models 共see Sec. IV C兲. In these instances, the front-end filter f may be ˆ 关1兴, with the caveat that estimated more effectively using H 1 this estimator reflects f 쐓 f not f 共see Fig. 5 and Ref. 51兲. ˆ , the distinction For the second-order kernel estimate H 2 between target-present and target-absent subestimates is not relevant, because these do not allow reliable measurements of H2 when considered separately. We have shown in Sec. III A that it is possible to bypass ⌿ for a benchmark linear ˆ = 0. This result ensures system 共Hd = 0 for d ⬎ 1兲 to obtain H 2 ˆ must reflect departures from that any modulation within H 2 linearity, and not simply artifacts introduced by ⌿; any estiˆ 关1兴 and mator for H2 must satisfy this benchmark result. H 2 关0兴 ˆ H 2 do not, making them unsuitable for the application of interest. We have further demonstrated that the second-order ˆ is more robust estimator based on differential covariance H 2 ˜ 共see than that based on differential second-order moments H 2 Sec. V B兲. A more effective estimation strategy for H2 is therefore achieved via differential covariance, as expressed in Eq. 共6兲. A major issue, which we have chosen to ignore in this article, is whether it is at all possible to reduce the treatment



of animal sensory processing to a functional of the kind exemplified by H here. This is of course a critical issue for the applicability of the tools we have considered so far. Whether the framework adopted here is applicable or not will surely depend on the specific aspect of sensory processing that is being considered, on the animal system which implements it, and on the kinds of stimuli and measurements that are being carried out; ultimately, it is an empirical question that can only be answered effectively by transferring the theoretical concepts explored here to the laboratory. ACKNOWLEDGMENTS
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