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Stochastic Predictive Control for Semi-Autonomous Vehicles with an Uncertain Driver Model Andrew Gray, Yiqi Gao, Theresa Lin, J. Karl Hedrick, Francesco Borrelli University of California, Berkeley Berkeley, CA



Abstract—In this paper a robust control framework is proposed for the lane-keeping and obstacle avoidance of semiautonomous ground vehicles. A robust Model Predictive Control framework (MPC) is used in order to enforce safety constraints with minimal control intervention. A stochastic driver model is used in closed-loop with a vehicle model to obtain a distribution over future vehicle trajectories. The uncertainty in the prediction is converted to probabilistic constraints. The robust MPC computes the smallest corrective steering action needed to satisfy the safety constraints, to a given probability. Simulations of a driver approaching multiple obstacles, with uncertainty obtained from measured data, show the effect of the proposed framework.



I. I NTRODUCTION Advances in sensing technologies have enabled the introduction and commercialization of several automated driving features over the last two decades. Examples of such applications are threat assessment Warning Strategies [1], Adaptive Cruise Control (ACC) [2], Rear-end Collision Avoidance systems [3], as well as Lane Keeping systems [4]. In safety applications, autonomous interventions are activated automatically. Over-activation of automated safety interventions might be felt as intrusive by the driver, while on the other hand, a missed or delayed intervention might lead to a collision. In the literature, a large variety of threat assessment and decision making approaches can be found [3, 5, 6, 7]. In the simplest approaches, used in production vehicles, automated steering or braking interventions are issued when the time to collision [3] or time to line crossing [5] pass certain thresholds. More sophisticated approaches must both determine a safe trajectory for the vehicle as well as coordinate the vehicle actuators. The literature on vehicle path planning and control is extensive, see, e.g. [6, 7, 8, 9]. The approach in [6] includes the computation of Bayesian collision probabilities and [7] calculates sets of safe states from which the vehicle can safely evolve. Because of its capability to systematically handle system nonlinearities and constraints, work in a wide operating region and close to the set of admissible states and inputs, Model Predictive Control (MPC) has been shown to be an attractive method for solving the path planning and control problem [8, 10]. However, previous approaches to lane departure prevention using predictive control, as in [11], do not incorporate any 978-1-4799-2914-613/$31.00 ©2013 IEEE



driver model and therefore fail to capture the predicted driver’s behavior. In previous work [12, 13] the authors proposed an active safety system for prevention of unintended roadway departures with a human-in-the-loop. Rather than separately solving the threat assessment, decision making, and intervention problems, we reformulate them as a single combined optimization problem. In particular, a predictive optimal control problem is formulated which simultaneously uses predicted drivers behavior and determines the least intrusive intervention to keep the vehicle in a region of the state space where the driver is deemed safe. This work assumed a perfect driver model and did not model the uncertainty in the prediction. In [14] the authors handled the uncertainty through the calculation of a robust positive invariant set by constraining the predicted trajectories to lie within this set centered on the nominal trajectory. In this paper we extend the work presented in [12, 13, 14] and propose a stochastic driver model and provide probabilistic robust guarantees of constraint satisfaction in the presence of the driver’s uncertain behavior. In the literature accurate driver models often predict a distribution over future driver inputs [15, 16, 17, 18]. By explicitly considering this distribution, we convert the uncertainty in the behavior of the driver to probabilistic constraint satisfaction in the model predictive controller. The uncertainty in the driver model is handled at the design stage by the computation of an upper bound on the disturbance propagation. By tightening the constraints by this amount we can ensure constraint satisfaction of the original system, within a given probability, for the stochastic system. The proposed controller is designed to only apply the correcting control action that is necessary to avoid violation of the safety constraints, the intrusiveness of the safety application is kept minimal. In this paper we detail the proposed framework and show its effectiveness through simulations. This paper is structured as follows: Section II presents the vehicle and driver models, Section III formulates the probabilistically constrained optimal control problem, Section IV handles the constraints and Section V proposes a method to convert the optimization problem to a quadratic program. Section VI presents the results using simulation.
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denote the distances from the vehicle center of gravity to the front and rear axles, depicted in Figure 1. eψ and ey denote the vehicle orientation and lateral position, respectively, in a road aligned coordinate frame. The tire cornering stiffness is denoted Cαf and Cαr for the front and rear tires, respectively. The lateral tire force components in the vehicle body frame are modeled as,



eψ ey ψ˙ road



ψroad



Fyi = −Cαi αi ,



i ∈ {f, r}



(3)



where αi is the slip angle at wheel i. We assume only the steering angles of the front wheels can be controlled, i.e., δf = δ and δr = 0. In addition, an actuator which corrects the driver commanded steering angle, such that δ = δd + δc , is available, where δd is the driver commanded steering angle and δc is the correcting steering angle component. The tire slip angles αi in (3) are approximated as, αf = Fig. 1. Modeling notation.



II. M ODELING In this section the models utilized for control are introduced. The dynamic equations of the vehicle are presented in II-A and the driver model used for prediction of driver behavior is introduced in II-B. In II-C the vehicle and driver models are combined to form a closed-loop model the incorporates both the vehicle and driver behavior.



vy + lf ψ˙ vy − lr ψ˙ − δ, αr = vx vx



(4)



We make use of the following assumptions, Assumption 1: The friction coefficient is assumed to be known and to be the same at all wheels, i.e., µi = µ, ∀i and constant over a finite time horizon. At each time instant an estimate of µ is assumed available. Assumption 2: The signal ψ˙ road is assumed to be known and every time instant an estimate of ψ˙ road is available over a finite time horizon. See [19] for an overview of sensing technologies that can be used to obtain this signal. B. Stochastic Driver Model



A. Vehicle Model



We utilize a model of the driver’s steering behavior. In general, an accurate description of the driver’s behavior requires complex models accounting for a large amount of exogenous signals [20, 21, 22]. We are interested in feedback model structures, enabling the design of a low complexity model-based threat assessment and control design algorithm. In this paper the driver’s steering behavior is described by ˙ = A ξ(t) + B u(t) + E ψ˙ road (t) ξ(t) (1) a model where the vehicle state and the road geometry where the state is ξ(t) = [ey , e˙ y , eψ , e˙ ψ ]T ∈ R4×1 at time information are exogenous signals, the steering angle is the t and ξ0 = ξ(0), ψ˙ road is the change rate of the road angle, model output and the steering model parameters are estimated the control input u = δ ∈ R is the steering angle command based on the observed behavior of the driver. The modeling and estimation of the driver behavior considered in this paper and the system matrices are was presented in [7]. In this paper we extend the model to a A= (2a) stochastic driver model and explicitly model the uncertainty   0 1 0 0 in the driver input prediction using a probability distribution. 2Cαf +2Cαr 2Cαf +2Cαr 2Cαf lf +2Cαr lr   0 Define the orientation error elp − − ψ , w.r.t. a look-ahead point   mVx m mVx ,  0  as in Figure 1, 0 0 1   The error dynamics of a vehicle are linear with respect to the lateral motion within the lane by assuming a constant velocity, Vx , and constraining the slip angles, αi , to operate in the linear region of the tire forces [2]. The differential equations describing the motion are compactly written as,



0 − 



 B= 



2Cαf lf −2Cαr lr Iz Vx



0 2Cαf m



0



2Cαf lf Iz







2Cαf lf −2Cαr lr Iz







−



2Cαf l2f +2Cαr l2r Iz Vx



0



 − 2Cαf lf −2Cαr lr − Vx  mVx , E =    0  2Cαf l2f +2Cαr l2r − Iz Vx



lp elp ψ = ψ − ψroad = eψ + ∆ψroad ,







  , 



(2b)



lp where ψroad is the desired orientation at time t + tlp , with t lp the current time, ∆ψroad = ψroad −ψroad and tlp the preview time that can be mapped into the preview distance dlp under the assumption of constant speed vx . We compute an estimate of the driver commanded steering angle δˆd as,



where A ∈ R4×4 , B ∈ R4×1 , and E ∈ R4×1 . m and Iz denote the vehicle mass and yaw inertia and lf and lr 978-1-4799-2914-613/$31.00 ©2013 IEEE



(5)
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δˆd = Ky ey + Kψ elp ψ = Ky ey + Kψ eψ + Kψ ∆ψroad , (6)



with Ky and Kψ as gains that are, in general, time varying and are updated online. Clearly, ∆ψroad in (5) depends on the preview time tlp that, in our modeling framework, is considered as a parameter of the driver model. We also remark that the steering model (6) is velocity dependant since ∆ψroad also depends on the vehicle speed vx . Estimation results of the driver model parameters in (5)(6), obtained using a nonlinear recursive least squares algorithm, are presented in [7] for both normal and aggressive driving styles. We use the value of δˆd obtained in (6) as a linear state-dependent estimate of the driver’s steering input. The actual value of δd is assumed to lie in a normal distribution centered at δˆd . Then, δd ∼ N (δˆd , Σ),



(7)



where Σ is the covariance and we will denote the stochastic driver input as w(t) and the mean-value δˆd (t) as w(t). ¯ The feedback equation for the driver model is compactly written as, u(t) = F ξ(t) + G∆ψroad + w(t) + v(t) (8) where w(t) ∼ N (w(t), ¯ Σ), F = [Ky , 0, Kψ , 0] ∈ R1×4 and G = [Kψ ] ∈ R. Clearly, u(t) = δˆd (t) + w(t) + v(t) where v(t) has been introduced as an exogenous input signal and will be determined by the probabilistically-constrained control law to be presented in Equation (12b). C. Driver-in-the-Loop Vehicle Model We write the model (1), in closed-loop with the stochastic driver model (8), as ˙ = Adm ξ(t) + B v(t) + Edm p(t) + Dw(t), ξ(t)



(9)



where Adm = (A + BF ) ∈ R4×4 is the closed-loop system matrix, Edm ∈ R4×2 is the augmented parameter matrix where Edm = [E BG], p(t) = [ψ˙ road ∆ψroad ]T ∈ R2×1 , D = B ∈ R4×1 is the disturbance propagation matrix, and w(t) is the normally distributed disturbance. By propagating the state according (9) a prediction that incorporates both the vehicle dynamics and the driver’s behavior is obtained.



where the (·)d denotes the discrete-time dynamics. The optimization problem is formulated as follows, min vt



J = E{



t+N X−1



s.t. ξk+1,t =



k=t Addm ξk,t



(11a)



d + B d vk,t + Edm pk,t + Dd wk,t (11b)



|vk,t | ≤ vmax



(11c)



wk,t ∼ N (w¯k,t , Σ)



(11d)



T



Pr{g ξk+1,t ≤ h} ≥ p



(11e)



ξt,t = ξ(t)



(11f)



where t denotes the current time instant and ξk,t denotes the predicted state at time t + k obtained by applying the control sequence vt = {vt,t , vt+1,t , ..., vt+N −1,t } to the system (10) with ξt,t = ξ(t). N denotes the prediction horizon. Equation (11b) is the discretized dynamics in Equation (10). Equation (11c) is the constraint on the controller, which corresponds to the physical limit of the active front steering actuator. Equation (11d) assigns a normal distribution to the driver disturbance (7). Equation (11e) is the probabilistic constraints imposed on ey , and equation (11f) is the state feedback at the start of the prediction horizon. Since the lateral position ey is dependent on the driver’s steering action, which is stochastic, we can only find a solution to the problem that satisfies the constraint with probability p. We can specify the probabilistic constraint (11e) as,     1 0 0 0 ey,max gT = , h= −1 0 0 0 ey,min A. Closed-Loop Paradigm In order to handle the stochastic nature of (11), the problem is reformulated and a new optimization variable, ck,t , representing the perturbation of the control input about a linear feedback law, is added. Remark 1: In the discussion here and to follow we set the road parameters p(t) = 0, ∀t for visual clarity. Using the closed-loop paradigm in [23], (11b) can be decomposed into, ξk,t = zk,t + ek,t vk,t = Kξk,t + ck,t



III. P ROBABILISTICALLY-C ONSTRAINED P REDICTIVE C ONTROL P ROBLEM



(12a) (12b)



zk+1,t = Φzk,t + B d ck,t



A Model Predictive Controller is implemented to constrain ey within the lane using minimal control effort. By formulating the problem this way, the driver assumes full control of the vehicle until a lane departure is predicted, at which point the controller adds the minimal corrective action to keep the driver safe. Since we are only concerned with keeping the states of the vehicle within the lane constraint and do not perform tracking, only the control input is penalized in the cost function J. Because of the stochastic nature of the driver disturbance, J is taken as the expected value, E{· }, of control inputs. We discretize the dynamics of Equation (1) with a fixed sampling time Ts to obtain, d ξ(k + 1) = Addm ξ(k) + B d v(k) + Edm p(k) + Dd w(k), (10)
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||uk,t ||22 }



d



ek+1,t = Φek,t + D wk,t Addm



d



(12c) (12d)



where Φ = + B K is the closed-loop system matrix with state-feedback controller K. We make the following assumption. Assumption 3: Φ = Addm + B d K is Hurwitz. Note this assumption can always be satisfied if (Addm , B d ) is controllable. Remark 2: We choose the state-feedback stabilizing controller K to be the optimal infinite horizon LQR gain matrix. By this decomposition the states ξk,t , which are random variables, are now decomposed into a deterministic component zk,t and a stochastic component ek,t , where z and e are driven by c and w, respectively.
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IV. P ROBABILISTIC C ONSTRAINTS 



Given the probability distribution on the predicted driver inputs (7), we can formulate the requirements that the vehicle stays within the lane and in a stable operating region as probabilistic constraints (11e). We will convert the probabilistic constraints to linear constraints by using information on the disturbances.



   T  g    



B ΦB Φ2 B : : ΦN−2 B ΦN−1 B



A. Lane Departure Constraints The constraints on lateral lane position ey is expressed by (11e). We will omit the second subscript t in the later discussion since t does not change in each optimization. We will also drop the superscript (·)d for visual clarity. From (12), and with et = 0, we have, zt+i = Φi zt + Hi ct



(13a)



et+i = Φi−1 Dwt + Φi−2 Dwt+1 + ... + Dwt+i−1



(13b)



i = 1, 2, ..., N − 1 where Hi = [Φi−1 B Φi−2 B ... B 0 0 ... 0], and T T T T ct = [ct ct+1 ... ct+N −1 ]. From (12a) we have g T ξt+i = g T zt+i + g T et+i , thus the constraint Pr{g T ξt+i ≤ h} ≥ p is equal to, T



T



i



T



Pr{g Hi ct + g Φ zt ≤ h − g et+i } ≥ p



 ... 0 0 ... 0 0   ... 0 0  T ... : :   ct (17)  ... : :  ΦN−3 B ΦN−4 B ... B 0  ΦN−2 B ΦN−3 B ... ΦB B     Φ h − γ1 2   h − γ2   Φ      Φ3   h − γ3     T  : : +g   zk ≤  ,     : :      ΦN−1   h − γN−1  h − γN ΦN 0 B ΦB : :



V. F ORMULATING



0 0 B : :



O PTIMIZATION P ROBLEM BATCH M ETHOD



AN



THE



To solve the optimization problem posed in (11), the batch method [25] is used to eliminate constraint (11b) before solving the problem. By recursively substituting the state update, (12) can be re-written in terms of the state feedback T T T ξ(t), the optimization vector cT t = [ct ct+1 ... ct+N −1 ], and T T T T the disturbance vector wt = [wt wt+1 ... wt+N −1 ] over the prediction horizon. Taking equation (13), the i-th predicted state, can be expressed as, ξt+i = Φi ξ(t) + Hi Bct + Hi Dwt



(14)



(18)



Combining (18) and (12b), the control input vector vtT = T T vt+1 ... vt+N −1 ] can be expressed as,



[vtT



which in turn equals to [24],



vtT = KHξ ξ(t) + (KHc + I)ct + KHw wt T



T



i



g Hi ct + g Φ zt ≤ h − γi







  Hξ =  



i = 1, 2, ..., N







Bounds on γi are implied by the following result [24]. γi ≤



p × g T Pi g 1−p



  Hc =   



(16)



where P1 = DE(wt wtT )DT and Pi+1 = ΦPi ΦT + T DE(wt+i wt+i )DT , i = 1, 2.... Result of (16) holds for arbitrary distribution and is a direct product of Chebyshev’s one-sided inequality. Here, since we assumed the disturbance has a Gaussian distribution, we can estimate the value of γi more accurately. Note 1: The bound in (16) is overly-conservative. By assuming the disturbance has a Gaussian distribution, the values of γi can be estimated more accurately by discretizing the distributions of wt+i and then performing discrete convolutions to get the estimated distribution of the sum g T (Φi−1 Dwt + Φi−2 Dwt+1 + ... + Dwt+i−1 ). Since γi does not depend on the states ξ, it can be calculated off-line (if the disturbance wi can be known off-line). Once γi is calculated, the constraints (11e) are ready to be converted to linear constraints: 978-1-4799-2914-613/$31.00 ©2013 IEEE



(19)



(15a)



Pr{g T (Φi−1 Dwt + Φi−2 Dwt+1 + ... + Dwt+i−1 ) ≤ γi } = p (15b)



r



WITH







Hw



  =  



 I  Φ  ..   . ΦN−1 0 ··· B 0 ΦB B .. . N−2 Φ B ΦN−3 B 0 ··· D 0 ΦD D .. . ΦN−2 D ΦN−3 D



··· ··· 0 .. . ··· ··· ··· 0 .. . ···



··· ··· ··· B ··· ··· ··· D



0 0 0 .. . 0 0 0 0 .. . 0



           



Substituting (19) into cost function (11a) and removing terms which do not involve ct , a new cost function J˜ is defined, T T J˜ = E{cT t Pct + 2ξ(t) Qct + 2wt Rct }



(20)



T



P = (KHc + I) (KHc + I) Q = (KHξ )T (KHc + I) R = (KHw )T (KHc + I) Now the optimization problem defined in (11) is completely specified as a Quadratic Program, which can be easily handled by solvers such as CVX.
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5



VI. R ESULTS In this section we present the simulation results. The parameters to implement the controller are listed in Table I.



Value 2050 3344 [2.5, -2.5] 80,000 1.43,1.47 1 [0.2,-0.2]



Units kg kg.m2 m m rad



Parameter N Ky Kψ tlp Ts Σ p



Value 15 -0.005 -0.2 2 50 0.1 0.99



2.5



γi



Y (m)



TABLE I S IMULATION PARAMETERS Parameter m Iz ey Cα lf , lr µ v



Trajectory 1, Optimal Correction



Units sec ms rad -



ξpred



ξcurr



0



−2.5 Trajectory 2, Closed-loop Driver Model



−5 35



40



45



50



55



X (m) Fig. 2. A snapshot of the prediction where the vehicle encounters an obstacle. The tightened constraints are labeled by γi . The vehicles in boxedoutline, Trajectory 2, is the trajectory with the driver model only and Trajectory 1 depicts the corrected trajectory to satisfy the safety constraints.



Steering (rad)



We detail two aspects of the proposed framework. In section VI-A a snapshot of the prediction is captured. This illustrates the tightened constraints over the prediction horizon as well as the effect the corrective action has on the vehicle. Section VI-B depicts the actual trajectories taken by the vehicle while the controller adds corrective action to avoid obstacles. Ten trajectories are simulated with the disturbance sampled from the normal distribution N (w(t), ¯ Σ) in Equation (7), as well as the worst-case disturbances with w ¯ ± 3Σ (99.7%). These simulations show the statistical behavior of the proposed framework in the presence of uncertainties.



In this section a snapshot of the prediction is detailed as the vehicle approaches a roadside obstacle. Figure 2 illustrates this scenario. The current vehicle position is marked by ξcurr and the predicted vehicles extend over the horizon and is marked by ξpred . Trajectory 2 shows the prediction of the vehicle position controlled by the nominal driver model only (6) and is drawn in boxed-outline. Trajectory 1 shows the corrected trajectory calculated by the model predictive controller. The corrective action has been added to satisfy the tightened safety constraints (15). The constraints are tightened by amount γi , i = 1...N over the horizon and is drawn as the dashed lines in Figure 2. Figure 3 plots the inputs for the scenario captured in Figure 2. The input v = Kξ + c is the variable to be minimized and c is the optimization variable able to add the corrective action to satisfy the safety constraints. The driver model is δˆd and it is clear the driver alone is not capable of avoiding the obstacle, as noted by Trajectory 2. B. Sampled Trajectories In this section we illustrate the statistical behavior of the proposed controller by plotting ten randomly disturbed trajectories, drawn from the normal distribution N (w(t), ¯ Σ), as well as the worst-case w ¯ ± 3Σ trajectories. Figure 4 shows the tightened constraints create a probabilistic satisfaction for the original constraints and the vehicle successfully avoids the obstacles. Note 2: In this scenario the obstacles have been widened compared to Figure 2 and the constraint has been placed



vc



cmax



δ^d



0.2 0 40



A. Snapshot of Prediction
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0.4



45



50



X (m) Fig. 3. The inputs for the snapshot depicted in Figure 2. v = Kξ + c is the minimization variable, c is the optimization variable, and δˆd is the nominal driver input.



on the vehicle center-of-gravity to more clearly depict the trajectories. VII. C ONCLUSION In this paper a robust control framework is proposed for lane departure avoidance and obstacle collision avoidance for semi-autonomous ground vehicles. The framework formulates this problem as a model predictive control problem. A vehicle model is simulated in closed-loop with a stochastic driver model to obtain a prediction of the driver’s future trajectory. Information from the distribution of the uncertain driver behavior is used to tighten the original constraints to ensure constraint satisfaction even in the presence of uncertain driver behavior. Various scenarios are simulated where the driver approaches multiple obstacles in the roadway. An optimization problem is solved to find the minimal amount of corrective action to keep the driver safe while still satisfying the safety constraints in the presence of uncertainty. The promising results of the simulations presented motivate an effort to study the behavior of the proposed controller in an experimental setting.
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Maximum disturbance



4



Disturbed trajectories



Y (m)



2



δˆd + 3Σ



0



δˆd − 3Σ



−2 −4 40
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80



100



120



140



X (m) Fig. 4. Plot of randomly simulated trajectories depicting the statistical behavior of the controller. The worst-case trajectories are marked in dashed line.
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