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Preface Traditionally a stochastic process is defined in terms of measurable functions where the underlying measure space is a probability space, i.e. the measure of the whole space is 1. There is evidence in the literature on stochastic processes that the underlying order structure of the space of measurable functions plays a central role in the study of stochastic processes, a fact which was noted by, for example, Rao [76] and de Jonge [15]. Order theoretic approaches to the study of Markov processes can also be found in Doob [24] and Schaefer [82]. Conditional expectations have been studied in an operator theoretic setting, by de Pagter, Dodds, Grobler, Huijsmans and Rao, as positive operators acting on Lp -spaces and Banach function spaces, [22, 40, 75]. Conditional expectations and martingales have been used as tools for studying the geometry of Banach spaces and Banach lattices, see Diestel and Uhl [23]. The aim of this work is to show that many of the fundamental results in stochastic processes can be efficiently formulated and proved, in an elementary manner, in the framework of Riesz spaces. The approach presented is measure free, measure theory being used only to provide motivation for the definitions and theorems considered. In this book we generalize the concepts of stochastic processes, (sub, super) martingales, stopping times, zero-one laws, laws of large numbers, ergodicity and asymptotic martingales to Riesz spaces, vector spaces with order or lattice structure compatible with their algebraic structure. Our approach gives a unified development of the subject for a variety of settings, in particular for C(X) spaces, spaces of measurable functions, Lp -spaces and Banach function spaces. To our knowledge, a complete theory of (sub, super) martingales and their stopping times has not previously been formulated on Riesz spaces. Here we consider discrete time processes with bounded stopping times. The results presented in this book can be found spread through our publications [50, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 94, 95, 96]. The book is structured as follows. In Chapter 1 some preliminary definitions and theorems from Riesz space theory are given for the reader’s convenience, more details can be found in [102, 103]. In Chapter 2, as in [52, 53, 55], we define conditional expectations as positive order continuous projections mapping weak order units to weak order units and having Dedekind complete range. If, in addition, the Riesz space has a strong order unit, we show that conditional expectations are averaging operators, where the multiplication on the space is that induced by the f-algebra structure. Conditional expectation operators commute with band projections onto bands generated by elements from the range of the conditional expectation operator. Having considered conditional expectation operators on Riesz spaces with strong order units, we are in a position to study the averaging properties of conditional expectation



iii operators on Riesz spaces with weak order units. The natural domain of a conditional expectation is the maximal Riesz subspace of the universal completion of the Riesz space to which the conditional expectation operator can be extended and remain both a conditional expectation and an averaging operator. This forms the analogue of L1 and is critical for our later development. When a Riesz space posesses an expectation operator compatible with the stochastic process being considered, we show that the Riesz space process can be identified with a classical stochastic process in a probability space with the random variables lying in the associated L1 space. Closely connected with the above is the existence of conditional expectation operators with given range spaces. This is considered via a Riesz space Radon-Nikod’ym-Lebesgue theorem in Chapter 3. In Chapter 4, martingales along with sub and super martingales are defined on Riesz space. A Doob-Meyer decomposition theorem for sub (super) martingales as the sum of a martingale and an adapted increasing (decreasing) sequence is proved. Stopping times on Riesz space (sub, super) martingales are defined via increasing families of band projections. We also define stopped processes and the stopped conditional expectation here, and prove the compatibility of the stopped process and stopped conditional expectation. We conclude with a Riesz space version of the optional stopping theorem. The martingale transform or discrete stochastic integral is defined in Chapter 13 and along the way the spaces required in order to make this definition are studied, i.e. the analogues of the Lp spaces for p = 1, 2, ∞. In Chapter 5, a Riesz space generalisation of the upcrossing theorem is given. This forms an essential tool in the proofs of the martingale convergence theorems proved in Chapter 6. In addition, the space of order convergent martingales is linked to the spaces of order bounded martingales and the space of generated martingales. A consequence of the martingale convergence theorems is that a Riesz-Krickeberg decomposition can be given for order convergent sub-martingales on Riesz spaces. This decomposition has the notable feature that it gives the minimal martingale above the positive part of the given sub-martingale. The minimality yields a natural ordered lattice structure on the space of convergent martingales making this space into a Dedekind complete Riesz space in its own right. Finally we show that the Riesz space of convergent martingales is Riesz isomorphic to the order closure of the union of the ranges of the conditional expectations from the filtration. Consequently we can characterise the space of convergent martingales both in Riesz spaces and in the setting of probability spaces. Many of these results can be carried over in a simple manner to reverse martingales, the topic of Chapter 7. In Chapter 8, we formulate and prove order theoretic ergodic theorems in a measure free context. Our approach generalizes that of Birkhoff, Hopf, Hurewicz and Wiener, see [10, 41, 43, 100]. A fundamental concept which has, to our knowledge, not previously appeared in



iv the Riesz space context, is that of independence. This is introduced in Chapter 9, where both the independence of families from the Riesz space and of band projections with repect to a given conditional expectation operator are considered. The closely linked concept of the tail of a sequence is defined next. For an independent sequence with respect to a given conditional expectation, we are able to show that the tail is contained in the range space of the contitional expectation operator. Hence we obtain Riesz space analogues of the Borel-Cantelli Lemma, the Kolmogorov Zero-One Law and the Strong Law of Large Numbers. Independence leads naturally to the consideration of Markov processes in Chapter 11. The basic properties of Markov processes carry over to the Riesz space context including a version of the Kolmogorov-Chapman Theorem. A Riesz space generalisation of asymptotic martingales (amart) and martingales in the limit are studied in Chapter 12. Using the theory of stochastic processes on Riesz spaces developed in earlier chapters, we formulate the concept of an amart on a Dedekind complete Riesz space with weak order unit. We show that bounded (and T1 -bounded in the case of T1 -universally complete spaces) Riesz space amarts form a Riesz space. Following this we show that each such amart has a unique decomposition into the sum of a martingale and an adapted sequence convergent to zero. Finally it is shown that the martingale term in this decomposition is convergent, thus proving that the amart is convergent. Mixing processes and mixingales form the topic of Chapter 10 where a Law of Large Numbers is given.
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Chapter 1 Introduction to Riesz spaces In this chapter, we outline the basic definitions of and structure results of Riesz spaces. We will also introduce the various classes of operators on Riesz spaces that will be used later. In addition to this, examples will be given from measure theory, probability theory and real analysis. The results in this chapter are well known and can be found in [1, 2, 4, 65, 69, 102, 103].



1.1



Riesz spaces



Riesz spaces are partially ordered vector spaces in which the order and algebraic structures are compatible. These notions will be made precise in the definitions below. In this text we will only consider Riesz spaces where the field of scalars is the real numbers (denoted R) although there are complexifications available, see ????. We recall for the reader’s convenience that a set S is partially ordered if there is a relation ≤ on S which is reflexive (f ≤ f for all f ∈ S), transitive (if f, g, h ∈ S with f ≤ g and g ≤ h then f ≤ h) and antisymmetric (if f, g ∈ S with f ≤ g and g ≤ f then f = g). The elements f, g ∈ S are said to be comparable if f ≤ g or g ≤ f . A partially ordered set is said to be totally ordered if all elements are comparable. Definition 1.1 An ordered vector space is a real vector space, say V , with a partial ordering ≤ that is compatible with the algebraic structure on V . Here by compatible we mean that if f, g, h ∈ V with f ≤ g then f + h ≤ g + h and if 0 ≤ f and 0 ≤ α ∈ R then 0 ≤ αf . Such a pair (V, ≤) is called an ordered vector space. In a real vector space V , a subset C of V with the properties: (additive) x + y ∈ C for all x, y ∈ C 1
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(positive homogeneous) αx ∈ C for all x ∈ C and α ∈ R+ := {α ∈ R | 0 ≤ α} is called a cone. If V is an ordered vector space we define the positive cone of V by V+ := {x ∈ V | 0 ≤ x}. An element f of V is said to be positive, if it lies in the positive cone of V . It is easily verified that if V is a real vector space and C is a cone in V , then the relation x  y if y − x ∈ C defines a partial ordering on V which is compatible with the algebraic structure on V , thus making V into an ordered vector space. Moreover, with this partial ordering V+ = C. We now introduce the concepts of supremum (least upper bound) and infimum (greatest lower bound), the existence of which for pairs of elements, is the defining property of a lattice. Definition 1.2 Let (V, ≤) be an ordered vector space and D ⊂ V . We define sup(D) (resp. inf(D)), if it exists, to be that f ∈ V with f ≥ g (resp. f ≤ g) for all g ∈ D and if h ∈ V with h ≥ g (resp. h ≤ g) for all g ∈ D then h ≥ f (resp. h ≤ f ). When convenient we shall also denote the supremum by ∨ and infimum i by ∧. If on a partially ordered set V the pairwise supremum and infimum of elements of V exist in V , then V is said to be a lattice. Here we have define supremum and infimum in terms of the partial ordering ≤ on the space. An alternative approach is to define a lattice to be a set with the operations ∨ and ∧ satisfying (commutative) f ∨ g = g ∨ f and f ∧ g = g ∧ f for all f, g ∈ V (associative) f ∨ (g ∨ h) = (f ∨ g) ∨ h and f ∧ (g ∧ h) = (f ∧ g) ∧ h for all f, g, h ∈ V (absorptive) f ∨ (f ∧ g) = f and f ∧ (f ∨ g) = f for all f, g ∈ V Now V has a natural partial ordering defined by f  g if f ∨ g = g. The partial ordering and lattice operations above are compatible with each other in the sense that if one starts with a partial ordering ≤ on V , then defines ∨ and ∧ via supremum and infimum and proceeds to define  as above, then ≤ and  are indeed the same relations. A similar process starting with ∨ and ∧, then defining  yields back ∨ as the supremum and ∧ as the infimum relative to the partial ordering . We are now in a position to define a Riesz space or vector lattice. Definition 1.3 Let (V, ≤) be an ordered vector space in which each pair of elements of V has both a sup(∨) and inf(∧). In this case we say (V, ≤) is a Riesz space or vector lattice.
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In a Riesz space V we define the positive part of f ∈ V by f + := f ∨ 0, the negative part of f by f − := (−f ) ∨ 0 and the absolute value of f by |f | := f ∨ (−f ). It is readily verified that f = f + − f − , |f | = f + + f − and f + ∧ f − = 0. Alternative characterizations of f + and f − are as the minimal elements of V+ above f and −f respectively.



1.2



Examples of Riesz spaces



Some examples of Riesz spaces which appear in real analysis and probability follow. They also form useful contexts in which to understand many of the results presented later.



1.2.1



The real numbers



The real numbers with the usual ≤ and algebraic operations is a totally ordered vector space with positive cone R+ the non-negative reals, as defined above. Here x+ is x if x ≥ 0 and 0 if x ≤ 0 while x− is −x if x ≤ 0 and 0 if x ≥ 0. The absolute value of x is as usual x if x ≥ 0 and −x if x ≤ 0. As all real numbers are comparable we unusual situation that x ∨ y = max{x, y} and x ∧ y = min{x, y}.



1.2.2



Real n-dimensional space



Real n-dimensional space, Rn , with the usual componentwise addition and scalar multiplication and partial ordering defined by x ≤ y if xi ≤ yi for all i = 1, . . . , n, is a Riesz space with positive cone R+ = {x | xi ≥ 0, i = 1, . . . , n}. For n ≥ 2, Rn is not totally ordered. This can be seen by considering in R2 , for example, the vectors (0, 1) and (1, 0) are incomparable. A consequence of this is that minimal vector above both (0, 1) and (1, 0) is (1, 1) which is not equal to either of (0, 1) and (1, 0). I.e. (1, 0) ∨ (0, 1) = (1, 1) but max{(1, 0), (0, 1)} does not exist. General in Rn , x∨y = z where zi = max{xi , yi } and for ∧ the max is replaced by min. ± This gives directly that x± = (xi )± = (x± i ), where xi are as defined in subsection 1.2.1, and similarly for the absolute values |x| = (|xi |).
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The real valued functions



Let Ω be a non-empty set, then the real valued functions on Ω, RΩ , with pointwise addition and scalar multiplication is a Riesz space with f ≤ g if f (x) ≤ g(x) for all x ∈ Ω. The positive elements here are the functions which take only non-negative values. The lattice operations on RΩ act pointwise with [f ∨ g](x) = f (x) ∨ g(x) = max{f (x), g(x)} and [f ∧ g](x) = min{f (x), g(x)}. As would thus be expected |f |(x) = |f (x)|.



1.2.4



The real valued continuous functions



If, in subsection 1.2.3, Ω is a topological space and we restrict our attention to the continuous real valued maps on Ω, then the resulting space of functions with algebraic and order operations as in subsection 1.2.3 is a Riesz space, denoted C(Ω).



1.2.5



The real valued measurable functions



If (Ω, Σ, µ) is a measure space, let L0 (Ω, Σ, µ) denote the equivalence classes of real valued measurable functions on Ω. Here two functions are deemed to be equivalent if the set on which they differ is of measure zero, i.e. they are almost everywhere equal to each other. As N the set of measurable functions on Ω which are almost everywhere zero is a linear subspace of the measurable functions on Ω it follows the The algebraic and order operations defined almost everywhere as in subsection 1.2.3 make L0 (Ω, Σ, µ) into an ordered vector space with positive cone the almost everywhere non-negative valued functions.



1.2.6



The real Lp spaces



In (e) restricting Rour attention to the space Lp (Ω, Σ, µ), 1 ≤ p ≤ ∞, of those f ∈ 1 L0 (Ω, Σ, µ) with 0 |f |p dµ < ∞ for 1 ≤ p < ∞ and |f | ≤ K almost everywhere for some K ∈ R+ in the case of p = ∞. Here, if p = 1 and µ(Ω) = 1 then (Ω, Σ, µ) is a probability space, µ is a probability measure, Σ is the class allowable events and Lp (Ω, Σ, µ) is the space of random variables.



1.3



Subspaces of Riesz spaces



As will be shown in the pages following, a Riesz space forms an ideal structure in which to study stochastic processes. Most of the concrete details of measure spaces
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can be dispensed with. Following the conventions of Zaanen, [103, pages 27, 30, 165], we define some classes of subsets of Riesz spaces.



Definition 1.4 Let E be a Riesz space. Let S ⊂ E. If f ∈ S and |g| ≤ |f | implies that g ∈ S, then we say that S is solid. A solid linear subspace of E is called an ideal in E. The ideal generated by f ∈ E is the smallest ideal containing f , and is given explicitly by Af = {g ∈ E | |g| ≤ |αf |, α ∈ R}. Such ideals (i.e. ideals generated by single elements) are called principal ideals. An ideal B of E is called a band if D ⊂ B having a supremum in E implies sup(D) ∈ B. The band generated by f ∈ E is the smallest band containing f , which is also the smallest band containing Af . Such bands (i.e. bands generated by single elements) are called principal bands.



Definition 1.5 Let E be a Riesz space and f ∈ E, f > 0. We say that f is an order unit if the ideal generated by f is E and that f is a weak order unit for E if the band in E generated by f is E.



Let D be a non-empty subset of E. We say that D is upwards directed (denoted D ↑) if for any two elements p, q ∈ D there exists r ∈ D such that r ≥ p ∨ q. Downward directedness (denoted D ↓) can be defined in an analogous manner. Let D be a non-empty set and E be a Riesz space. The family (fα : α ∈ D) is said to be upwards directed (denoted fα ↑α∈D ) if the map α 7→ fα from D to E is such that for each a, b ∈ D there exists c ∈ D with fc ≥ fa ∨ fb . Finally, if fα ↑α∈D and f = sup{fα : α ∈ D} we write fα ↑α∈D f . In this case we say that (fα : α ∈ D) is upwards directed with supremum f . Downward directedness (denoted fα ↓α∈D ) can be similarly defined but with fc ≥ fa ∨ fb replaced by fc ≤ fa ∧ fb . If fα ↓α∈D and f = inf{fα : α ∈ D} we write fα ↓α∈D f , and say that (fα : α ∈ D) is downwards directed with infimum f . Remark We define the positive cone of E by E + = {f ∈ E | f ≥ 0}. Note, [1, page 21], that e ∈ E is a weak order unit of E if and only if x ∧ ne ↑n∈N x for all x ∈ E + .



Definition 1.6 A Riesz space E is called Dedekind complete if every non-empty upwards directed bounded above subset of E + has a supremum.
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Operators in Riesz spaces



Definition 1.7 A linear map T : A → B, where A and B are Riesz spaces, is said to be positive if f ≥ 0 implies T f ≥ 0. Definition 1.8 Let T : E → F be a positive linear operator between Riesz spaces. We say that T is order continuous if for each set fα ↓α∈D 0 we have T (fα ) ↓α∈D 0. Let E be a Dedekind complete Riesz space with weak order unit, say e. If f is in the positive cone, E + := {f ∈ E | f ≥ 0}, of E then the band generated by f is Bf = {g ∈ E | |g| ∧ nf ↑n |g|}. Let Pf g = sup g ∧ nf,



for all g ∈ E + ,



n



then Pf can be uniquely extended to E by setting Pf g = Pf g + − Pf g − . This map Pf is then a band projection onto Bf . A consequence of this is that in a Dedekind complete Riesz space with weak order unit e, if P is a band projection onto a band B, then B is the principal band generated by P e. Note that if P is a band projection, then 0 ≤ P ≤ I. Let (Pj ) be a sequence of band projections in E. Hence Q := lim sup Pj exists and is again a band projection. In j→∞



fact, lim sup Pj e is a weak order unit for the band associated with Q. j→∞



1.5



Examples of Operators on Riesz spaces



Chapter 2 Conditional Expectations 2.1



Introduction



Conditional expectations have been studied in an operator theoretic setting, by, for example, de Pagter and Grobler [39], de Pagter, Dodds and Huijsmans [22], and Rao [75, 76], as positive operators acting on Lp -spaces or Banach function spaces. In [53] we showed that many of the fundamental results in stochastic processes can be formulated and proved in the measure-free framework of Riesz spaces. This work focuses on the multiplicative properties of conditional expectation operators on Riesz spaces. Conditional expectations on Riesz spaces were defined in [53] as positive order continuous projections mapping weak order units to weak order units and having Dedekind complete range. We show that conditional expectations on Riesz spaces with strong order unit are averaging operators, where the multiplication on the space is that induced by the f-algebra structure, [3, 19, 31, 39, 21, 48, 80, 83, 97, 98, 103]. Conditional expectation operators commute with band projections where the band is generated by an element from the range of the conditional expectation operator. A consequence of this commutation and the f-algebra structure is that principal band projections can be represented via multiplication where the multiplier is a strong order unit for the band. This, in turn, yields the averaging operator property. Having considered conditional expectation operators on Riesz spaces with strong order units, we are in a position to study the averaging properties of conditional expectation operators on Riesz spaces with weak order units. As for measure-theoretic conditional expectations, see [72] and [40], this end is achieved via the construction of the maximal extension of the conditional expectation operator, to its so called natural domain. This natural domain is the maximal Riesz subspace of the universal completion of the Riesz space to which the conditional expectation operator can be extended and remain both a conditional expectation and an averaging operator. 7
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Finally when a Riesz space posesses an expectation operator compatible with the stochastic process being considered, we show that the Riesz space process can be identified with a classical stochastic process in a probability space.



2.2



Conditional Expectation Operators



Let (Ω, F, P ) be a probability space, i.e. Ω is a set, F is a σ-algebra of subsets of Ω and P is a positive measure on F with P (Ω) = 1. A random variable is an element of real valued L1 (Ω, F, P ) and the expectation of the random variable f is Z E[f ] = f dP. Ω



For Σ a sub-σ-algebra of F, the conditional expectation of f with respect to Σ, denoted E[f |Σ], is F where F is Σ-measurable and for each A ∈ Σ Z Z f dP. (2.1) F dP = A



A



If fn is an a.e. increasing sequence in L1 (Ω, F, P ) with a.e. pointwise limit f ∈ L1 (Ω, F, P ), then E[fn |Σ] is an increasing sequence in L1 (Ω, Σ, P ) with a.e. pointwise limit E[f |Σ]. Let (Ω, Σ, µ) be a finite measure space and F be a sub σ-algebra of Σ. An element g ∈ L1 (Ω, Σ, µ) is R called theR conditional expectation of f relative to F if g is Fmeasurable and E g dµ = E f dµ for all E ∈ F. In this case g is denoted by E[f | F]. Well known properties of conditional expectations on probability spaces can be found in [1], [72], [75], [76], [79] and [92]. The mapping f 7→ E[f |Σ] has the following important properties which for the basis for our definition of conditional expection on Riesz spaces: 1. f 7→ E[f |Σ] is linear; 2. if f ≥ 0 then E[f |Σ] ≥ 0; 3. E[1|Σ] = 1 where 1 is the function with value 1 almost everywhere; 4. E[E[f |Σ]|Σ] = E[f |Σ], i.e. E[ · |Σ] is idempotent; 5. if fn ↑ f in L1 (Ω, F, P ) then E[fn |Σ] ↑ E[f |Σ] in L1 (Ω, Σ, P ), i.e. E[ · |Σ] is order continuous. Together 1 and 4 give that f 7→ E[f |Σ] is a projection. To make use of 2, 3 and 5 we develop the basics of Riesz space theory. Thus L1 (Ω, F, P ) is a Riesz space where order and algebraic operations are defined a.e. pointwise, and E[ · |Σ] : L1 (Ω, F, P ) → L1 (Ω, Σ, P ) ⊂ L1 (Ω, F, P )
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is a projection on L1 (Ω, F, P ). We also observe that E[ · |Σ] is a positive linear map. As P is a finite measure, the constant function 1 is a weak order unit in L1 (Ω, F, P ). Also g ∈ L1 (Ω, F, P ) is a weak order unit of L1 (Ω, F, P ) if and only if g > 0 a.e., and in this case E[g|Σ] is again a weak order unit of L1 (Ω, F, P ). Thus in order to generalize the property E[1|F] = 1, we assume that our Riesz space has a weak order unit and require that the conditional expectation of a weak order unit is again a weak order unit. The following result of Rao, [76], relates contractive projections to conditional expectations. Proposition 2.1 Let (Ω, Σ, µ) be a finite measure space and 1 ≤ p < ∞. If T : Lp (µ) → Lp (µ) is a positive contractive projection with T 1 = 1, then T f = E[f | F], f ∈ Lp (µ), for a unique σ-algebra F ⊂ Σ. It is thus apparent from the properties 1-5, that a conditional expectation is a linear positive order continuous projection on the Dedekind complete Riesz space L1 (Ω, F, P ) with weak order unit, that maps weak order units to weak order units and has range which is a Dedekind complete Riesz subspace of L1 (Ω, F, P ). These properties along with the following result, Theorem 2.2, motivate Definition 2.3 for conditional expectation operators on Riesz space. We use the notation and terminology of Riesz spaces as may be found in [30], [65], [102] and [103]. Theorem 2.2 Let E be a Riesz space with weak order unit and T be a positive order continuous projection on E. There is a weak order unit e of E with T (e) = e if and only if T (w) is a weak order unit of E for each weak order unit w in E. Proof: Let e be a weak order unit for which T (e) = e and w be any weak order unit, then e ∧ nw ↑n e and the order continuity of T gives T (e ∧ nw) ↑n T (e) = e. But e ∧ nw ≤ e, nw, for n ∈ N, so the positivity of T enables us to conclude that T (e ∧ nw) ≤ T (e), T (nw) and thus e ≥ nT (w) ∧ e = nT (w) ∧ T (e) ≥ T (e ∧ nw) ↑n e. Hence nT (w) ∧ e ↑n e. It follows that e is in the principal band of E generated by T (w) and so T (w) is a weak order unit of E. Conversely, suppose T (w) is a weak order unit for each weak order unit w. Then e := T (w) is a weak order unit, and as T is a projection, e is invariant under T . We define conditional expectations on Riesz spaces as below. The reader is referred to [52] and [53] for consequences of this definition in the construction of a theory of stochastic processes on Riesz spaces.
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Definition 2.3 Let E be a Riesz space with weak order unit. A positive order continuous projection T on E with range, R(T ), a Dedekind complete Riesz subspace of E, is called a conditional expectation if T (e) is a weak order unit of E for each weak order unit e in E. Note, if E = L1 (Ω, F, P ) is a probability space and Σ is a sub-σ-algebra of F, then E is a Dedekind complete Riesz space with weak order unit e = 1 and T f = E[f |Σ] is a Riesz space conditional expectation operator on E with T e = e, see [53, 55]. An interesting consequence of Theorem 2.6 is an averaging property of T which can be seen, even in the absence of a multiplicative structure, in the following corollary. Corollary 2.4 Let E be a Dedekind complete Riesz space with strictly positive conditional expectation operator T and weak order unit e = T e. Denote by Bf the band in E generated by f ≥ 0 and by Pf the band projection of E onto Bf . Then for each f ∈ E + we have Pf ≤ PT f . Proof: To prove the result we need only show that f ∈ BT f . Since e, T f ∈ R(T ) it follows that e − PT f e ∈ R(T ) and hence g := (I − PT f )e ∈ R(T )+ . Now T f ∈ BT f , so PT f T f = T f and (I − PT f )T f = 0 giving (T f ) ∧ g = 0 and consequently 0 ≤ T (f ∧ g) ≤ T f ∧ T g = (T f ) ∧ g = 0. From the strict positivity of T , f ∧ g = 0. Hence f ∧ (I − PT f )e = 0 so that (I − PT f )f = 0. Thus f = PT f f ∈ BT f . It can be shown that for a positive order continuous linear map, T , if T e is a weak order unit for each weak order unit e if and only if there exists a weak order unit e with T e = e.



2.3



Commutation properties



In this section we prove that every band projection onto a principal band generated by an element in the range of T , where T is a conditional expectation, commutes with T . The proof of this proceeds as a consequence of the following lemma, which shows that the band and its disjoint complement are invariant under T and that the range of T is invariant under the band projection.
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Lemma 2.5 Let E be a Dedekind complete Riesz space with weak order unit and T be a conditional expectation on E. Let B be the band in E generated by 0 ≤ g ∈ R(T ) and P be the corresponding band projection. Then: (a) T f ∈ B for each f ∈ B; (b) P f, (I − P )f ∈ R(T ) for each f ∈ R(T ); (c) T f ∈ B d for each f ∈ B d . Proof: (a) Let f ∈ B+ . Since B is the band generated by g it follows that f ∧ ng ↑ f , which, with the order continuity of T , gives T (f ∧ ng) ↑ T f . Reasoning as in Theorem 2.2, from the positivity of T we have T f ≥ T (f ) ∧ ng = T (f ) ∧ T (ng) ≥ T (f ∧ ng) ↑ T f, and thus T (f ) ∧ ng ↑ T f . As g is a generator of B, it follows that T (f ) ∧ ng ↑ P T f , and consequently P T f = T f . For f ∈ B, let f = f + − f − where f + , f − ∈ B+ . Since T is linear, we get T f = T f + − T f − ∈ B. (b) Let 0 ≤ f ∈ R(T ). As f, g ∈ R(T ) and R(T ) a Dedekind complete Riesz space we have that f ∧ ng ∈ R(T ) and thus f ∧ ng ↑ P (f ) ∈ R(T ). If f ∈ R(T ), then f = f + − f − where f + , f − ∈ R(T )+ , and as P is linear, so P f ∈ R(T ) and thus (I − P )f = f − P f ∈ R(T ). (c) Let e be a weak order unit in E invariant under T , then e ∈ R(T ). From [103], B d is the band generated by (I − P )e and from (b), (I − P )e ∈ R(T ). So the result follows from (a) with g replaced by (I − P )e. The following result shows that each conditional expectation on a Riesz space commutes with band projections associated with bands generated by elements from the range of the conditional expectation. This key result underlies the averaging properties of conditional expectations and the construction of stopping times from sequences in the space. Theorem 2.6 Let E be a Dedekind complete Riesz space with weak order unit, T a conditional expectation on E and B the band in E generated by 0 ≤ g ∈ R(T ), with associated band projection P . Then T P = P T . Proof: Let u ∈ B and v ∈ B d . By Lemma 2.5, T P (u + v) = T P u = T u ∈ B
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and P T u = T u. Also T v ∈ B d which thus enables us to conclude that P T v = 0. Combining these results gives P T (u + v) = T u = T P (u + v), which as E = B



2.4



L



B d , proves that T P = P T .



Averaging operators



We use Theorem 2.6 to connect the notion of a conditional expectation on a Riesz space to the notion of an averaging operator. We recall from [103, p. 286] that if E is an Archimedean Riesz space and T an operators defined on E, then T is called band preserving if T B ⊂ B for every band B in E. Also, if E has the principal projection property, then T is band preserving if and only if T commutes with every principal band projection (see [103, Lemma 43.1 (i)⇔(iv)]). Any order bounded operator on E which is band preserving is called an orthomorphism. Let Orth(E) = {T : E → E : T is an orthomorphism}. Theorem 2.6 can be rephrased in terms of orthomorphisms as follows. Theorem 2.7 Let E be a Dedekind complete Riesz space with weak order unit and T a conditional expectation on E. Then (T φ)(.) = φ(T (.)) for all φ ∈ Orth(R(T )). When applied to L1 , Theorem 2.7 gives the well known result that conditional expectations are averaging (see [102, p. 674]). Let E be a Dedekind complete Riesz space E with order unit e ∈ E+ , i.e. E is the ideal generated by e, then E can be, uniquely, endowed with a multiplicative structure which is compatible with both the ordering and addition on E in the sense that the following four properties hold, see [103, Sections 33 and 34]. 1. xy ≥ 0 for all x, y ∈ E+ . 2.Multiplication is associative. 3.Multiplication is distributive. 4.e is the multiplicative unit (or equivalently, w is a weak order unit of E if and only if w ≥ 0 and the multiplicative inverse, w−1 , of w exists in E). This multiplication on E is commutative, e-uniformly continuous and |xy| = |x| |y| for all x, y ∈ E. Principal band projections and multiplication commute in the sense that if B is a principal band, then gh ∈ B, for all g ∈ E and h ∈ B, or equivalently, if
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P denotes the band projection onto B, then gP e = P g, see [103, p.225-232] for more details. In particular, with this multiplicative structure, E is an f -algebra, see [19, Theorem 19.4]. We use Theorem 2.6 to prove a version of the theorem of Freudenthal for conditional expectations. Theorem 2.8 Let E be a Dedekind complete Riesz space with a (strong / weak) order unit e and T be a conditional expectation on E with T (e) = e. For each f ∈ R(T )+ , there exists a sequence (sn ) such that sn ↑n f (e-uniformly / order) and each sn is of the form k X ai Pi (e), i=1



for some k ∈ N, where ai ∈ R and Pi is a band projection which commutes with T for each i = 1, . . . , k. Proof: Let Bjn denote the band generated by (f −j2−n e)+ and P˜jn denote the associated n n band projection, for j = 1, ..., n2n . Denote P˜0n := I and P˜n2 = n +1 := 0. Let Pj −n n n n n P˜j−1 − P˜j and αj = (j − 1)2 , for j = 1, ..., 1 + n2 . It is easily verified that sn =



n 1+n2 X



x αjn Pjn (e) n f



j=1



where this convergence is with respect to order. In the case of e being a strong order unit it is apparent that the convergence is e-uniformly, as in this case |f − sn | ≤ 2−n e for large n. Since (f −j2−n e)+ ∈ R(T ), Theorem 2.6 applies, giving that Pjn commutes with T . The next theorem proves that conditional expectation operators on Riesz spaces with strong order units are averaging operators. Theorem 2.9 Let E be a Dedekind complete Riesz space with order unit e, endowed with the multiplicative structure obeying (1)-(4), above. Each conditional expectation operator T on E which leaves e invariant is an averaging operator, i.e. T (gf ) = gT (f ),



for



f ∈ E, g ∈ R(T ).



Proof: Let f ∈ E+ and g ∈ R(T )+ . By Theorem 2.8 there exist real numbers αjn and band projections Pjn which commute with T such that gn ↑ g e-uniformly where gn =



kn X j=1



αjn Pjn e ∈ R(T )+ .
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As e is the multiplicative unit and as multiplication commutes with band projections it follows that ! kn kn X X gn f = αjn Pjn e f = αjn Pjn f. j=1



j=1



Applying T to the above expression leads to ! kn kn kn X X X n n n n αjn Pjn T f = gn (T f ). T (gn f ) = T α j T Pj f = αj P j f = j=1



j=1



j=1



Multiplication is e-uniformly continuous, since |pf − qf | = |p − q||f | ≤ M |p − q|,



for p, q ∈ E,



where M is such that |f | ≤ M e. Thus gn f ↑ gf and gn (T f ) ↑ g(T f ) which along with the order continuity of T yield T (gn f ) ↑ T (gf ). Combining these results completes the proof.



2.5



Extension of T



In the probability space setting each conditional expectation operator T can be extended to a conditional expectation T on the, so called, natural domain of T , denoted by dom(T ), see [40] and [72]. In this section we construct the analogue of this extension for conditional expectation operators on Riesz spaces. A Riesz space E is said to be universally complete if E is Dedekind complete and every subset of E which consists of mutually disjoint elements, has a supremum in E. A Riesz space E u is a universal completion of E, if E u is universally complete and E u contains E as an order dense Riesz subspace. Every Archimedean Riesz space has (up to a Riesz isomorphism) a unique universal completion and if e is a weak order unit for E then e is a weak order unit for E u , see [102]. In addition the multiplication on Ee := {f ∈ E | ∃ k ≥ 0 such that |f | ≤ ke} can be uniquely extended to E u giving E u an f -algebra structure in which e is both multiplicative unit and weak order unit, see [3, 31], and, for a proof that does not rely on function spaces representations, [97] and [98]. Since the multiplication on an Archimedean f -algebra is order continuous [102, Theorems 139.4 and 141.1], E u has an order continuous multiplication. If (Ω, Σ, µ) is a probability space, let E = L1 (Ω, Σ, µ) with weak order unit e = 1, the constant 1 function, then Ee = L∞ (µ) and E u = L0 (µ), where the latter denotes the space of real valued measurable functions, see [102] for details.
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We extend the domain of T to an ideal of E u , in particular to its maximal domain in E u . The foundations for this extension are constructed in the following two lemmas, where we use the fact that if E is a Dedekind complete Riesz space, then E is an ideal in E u (see [4, p. 120]). After proving the two lemmas, we show in Theorem 2.12 that the extension of T to its natural domain is both a conditional expectation operator and an averaging operator. Lemma 2.10 Let E be a Dedekind complete Riesz space with weak order unit e and T be a conditional expectation on E with T (e) = e. Let D(τ ) := {x ∈ E+u | ∃ (xα ) ⊂ E+ , 0 ≤ xα ↑ x, (T xα ) order bounded in E u }, and for x ∈ D(τ ) define τ (x) = supα T (xα ), where (xα ) ⊂ E+ with xα ↑ x and (T xα ) order bounded in E u . Then τ : D(τ ) → E+u is a well defined increasing additive map. Proof: Let x, y ∈ D(τ ) with x ≤ y, then there exist nets (xα ), (yβ ) ⊂ E+ with xα ↑ x and yβ ↑ y having the increasing nets (T (xα )) and (T (yβ )) bounded. Denote T (xα ) ↑ s and T (yβ ) ↑ t. As x ≤ y it follows that xα ∧ yβ ↑β xα , and since T is order continuous, applying T to the above expression yields T (xα ∧ yβ ) ↑β T (xα ). Thus sup T (xα ∧ yβ ) = sup sup T (xα ∧ yβ ) = sup T (xα ) = s. α



α,β



α



β



But T (xα ∧ yβ ) ≤ T (yβ ) ↑ t giving sup T (xα ∧ yβ ) ≤ sup T (yβ ) = t β



β



and thus sup T (xα ∧ yβ ) ≤ t. α,β



Consequently, s ≤ t. Now if x = y the above reasoning gives t = s, making τ well defined. Having deduced that τ is well defined the above inequality can be written as τ (x) ≤ τ (y) proving τ to be an increasing map. We now prove that τ is additive. Let x, y ∈ D(τ ) and (xα ), (yβ ) ⊂ E+ be nets with xα ↑ x and yβ ↑ y. Defining (α0 , β 0 ) ≤ (α, β) by α0 ≤ α and β 0 ≤ β, we have that (xα + yβ ) is an increasing net with supremum x + y and for which (T (xα + yβ )) is an increasing and bounded, and thus converges in order to τ (x + y). Hence T (xα ) + T (yβ ) = T (xα + yβ ) ↑(α,β) τ (x + y) which, upon taking suprema with respect to α and β, yields τ (x) + τ (y) ≤ τ (x + y).
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Let (wγ ) be an increasing net in E+ with supremum x + y and having (T wγ ) order bounded in E u . From the Riesz decomposition property, there exist increasing nets (uγ ) and (vγ ) in E+ with uγ ≤ x and vγ ≤ y, for all γ, such that wγ = uγ + vγ . Combining these results gives τ (x) + τ (y) ≥ T (uγ ) + T (vγ ) = T (wγ ) ↑ τ (x + y). Lemma 2.11 Let E be a Dedekind complete Riesz space with weak order unit e and T be a conditional expectation on E with T (e) = e. Let τ be as in Lemma 2.10, set dom(T ) := D(τ ) − D(τ ) and define T : dom(T ) → E u by Tf = τ (f + ) − τ (f − ) for f ∈ dom(T ). Then dom(T ) is an order dense order ideal of E u containing E and e is a weak order unit for dom(T ). In addition T is a projection (with R(T) ⊂ dom(T )) and is the, unique, order continuous positive linear extension of T to dom(T ). Proof: We first show that dom(T ) is a Riesz subspace of E u . Let x ∈ dom(T ). Then x = u − v, where u, v ∈ D(τ ). Select uα , vβ ∈ E such that 0 ≤ uα ↑ u and 0 ≤ vβ ↑ v, with (T uα ) and (T vβ ) order bounded in E u . In E u we have that x+ ≤ u and x− ≤ v. Thus 0 ≤ uα ∧ x+ ↑ u ∧ x+ = x+ and 0 ≤ v β ∧ x− ↑ v ∧ x− = x− . Since T (uα ∧ x+ ) ≤ T uα and T (vβ ∧ x− ) ≤ T vβ , it follows that x+ , x− ∈ D(τ ). Thus dom(T ) is a Riesz space. Let u ∈ dom(T )+ and 0 ≤ x ≤ u where x ∈ E+u . To show that dom(T ) is an order ideal in E u , by [103, p.28], it suffices to prove that x ∈ dom(T ). As u ∈ D(τ ) there is a net (uα ) ∈ E+ with uα ↑ u and (T uα ) order bounded in E u . Then (uα ∧ x) is a net in E+ (since E is an ideal of E u ) with uα ∧ x ↑ u ∧ x = x and (T (uα ∧x)) is order bounded by τ (u) in E u (since T uα ↑α τ (u)), thus x ∈ dom(T ). It follows from E ⊂ dom(T ) ⊂ E u and E being order dense in E u that dom(T ) is order dense in E u and consequently e being a weak order unit E implies that e is a weak order unit for both E u and dom(T ). As τ is additive, the definition of T makes it the unique additive extension of τ to dom(T ). Since T is additive and dom(T ) an ideal of the Archimedean Riesz space E u and thus Archimedean, it follows that T is linear, cf. [103, Section 20]. The positivity of T follows from that of τ .
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We now show that T is order continuous. Let xα , x ∈ dom(T )+ such that xα ↑ x. As E u is Dedekind complete, from the positivity of T it follows that Txα ↑ h ≤ Tx, for some h ∈ E u . But x ∈ D(τ ), so there is an increasing net (yγ ) ⊂ E+ with yγ ↑ x and T yγ ↑ τ (x) = Tx. In particular (yγ ∧ xα ) ⊂ E+ is a net which increases to x and has (T (yγ ∧ xα )) bounded in E u . Thus T (yγ ∧ xα ) ↑(γ,α) Tx. But T (yγ ∧ xα ) ≤ T(xα ) ↑ h giving h ≥ Tx. Having established the order continuity of T we now show it to be a projection, for which it is adequate to show T2 x = Tx for x ∈ D(τ ). Let x ∈ D(τ ) and (xα ) ⊂ E+ with xα ↑ x and T xα ↑ Tx. That T is a projection and T an order continuous extension of T give T xα ↑ Tx k 2 T xα = T(T xα ) ↑ T2 x, where we note that (T xα ) ⊂ E+ is an increasing net converging to Tx in E u , making Tx ∈ dom(T ). Theorem 2.12 Let E be a Dedekind complete Riesz space with weak order unit and T a conditional expectation on E. The extension T : dom(T ) → dom(T ) is a conditional expectation and an averaging operator, i.e. T(gf ) = gT(f ) for



g ∈ R(T), f, gf ∈ dom(T ).



Proof: Throughout this proof we will assume the notation of Lemmas 2.10 and 2.11. We prove that R(T) is a Riesz subspace of E u . Let w ∈ R(T). It suffices to show that |w| ∈ R(T). As R(T) ⊂ dom(T) = D(τ ) − D(τ ), there exist x, y ∈ D(τ ) with w = x − y. From the definition of D(τ ) there are (xα ), (yβ ) ⊂ E+ with xα ↑ x, and yβ ↑ y, having T xα ↑ Tx and T yβ ↑ Ty. Since R(T ) is a Riesz space, T xα ∧ T yβ ∈ R(T ) and from the order continuity of infima, T xα ∧ T yβ ↑ Tx ∧ Ty. This, together with T being an order continuous extension of T , gives T xα ∧ T yβ = T(T xα ∧ T yβ ) ↑ T(Tx ∧ Ty). Taking suprema over α and β we obtain Tx ∧ Ty = T(Tx ∧ Ty) ∈ R(T). Similarly it can be shown that Tx ∨ Ty ∈ R(T). Hence |w| = |Tw| = |Tx − Ty| = Tx ∨ Ty − Tx ∧ Ty ∈ R(T).
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We now show that R(T) is Dedekind complete. Let 0 ≤ yα ↑ h ≤ y in E u where y, yα ∈ R(T). We must show that h ∈ R(T). As R(T) ⊂ dom(T ) there is an increasing net (xβ ) ⊂ E+ with xβ ↑ y and T xβ ↑ Ty = y. Hence yα ∧ T xβ ↑(α,β) h and T (yα ∧ T xβ ) ≤ Ty making h ∈ dom(T ) and consequently T (yα ∧ T xβ ) ↑(α,β) Th. But R(T) is a Riesz space and yα , T xβ ∈ R(T) so T (yα ∧ T xβ ) = yα ∧ T xβ ↑(α,β) h giving h = Th ∈ R(T). As e is a weak order unit in dom(T ) invariant under T, from Theorem 2.2 it follows that T maps weak order units to weak order units. This concludes the proof that T is a conditional expectation on dom(T ). It remains only to show that T is an averaging operator. Let f ∈ dom(T ) and g ∈ R(T) with f g ∈ dom(T ). It suffices to prove the result for f, g ≥ 0. Let Ee denote the ideal generated by e in E and S = T|Ee . Then S is a conditional expectation on Ee with R(S) ⊂ Ee . To see this observe that as S is a restriction of T it follows that S is a positive order continuous linear projection having Se = e. If z ∈ R(S) then z = Sx for some x ∈ Ee and hence there are α, β ∈ R with βe ≤ x ≤ αe. The positivity of S gives βe = Sβe ≤ Sx ≤ Sαe = αe and consequently that R(S) ⊂ Ee . It remains to be shown that R(S) is Dedekind complete. If (yα ) is an increasing family in R(S)+ bounded above by y ∈ R(S)+ then there is h ∈ dom(T ) with yα ↑ h. As 0 ≤ h ≤ y it follows that h ∈ Ee ∩ dom(T ) and the order continuity of S gives yα = Syα ↑ Sh and thus h = Sh ∈ R(S). Hence from Theorem 4.3 we have that S(gf ) = gS(f ) for g ∈ R(S)+ and f ∈ (Ee )+ . For g ∈ R(T)+ and f ∈ D(τ ) there exist increasing families (gα ) ⊂ R(S)+ and (fβ ) ⊂ (Ee )+ with gα ↑ g and fβ ↑ f . Then as T(gα fβ ) = S(gα fβ ) = gα S(fβ ) = gα T(fβ ) the order continuity of T and of multiplication on E u give T(gα fβ ) ↑α T(gfβ ) ↑ T(gf ) k gα Tfβ ↑α gTfβ ↑ gTf.



2.6



Riesz spaces with expectation operators



On L1 (Ω, F, P ), an expectation operator is a conditional expectation with respect to the trivial σ-algebra {φ, Ω} and is of the form Z  E[f ] = f dP 1, f ∈ L1 (Ω, F, P ), Ω
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R where we denote by 1 the constant 1 function. In particular ν ∗ (f ) = Ω f dP is a positive order continuous linear functional on L1 (Ω, F, P ) and E[f ] = ν ∗ (f )1 = (ν ∗ ⊗ 1)f. This prompts the following definition for expectation operators on a Riesz spaces with weak order unit. Definition 2.13 Let E be a Riesz space with weak order unit. A conditional expectation operator on E with one-dimensional range is called an expectation operator. Every expectation operator, T, on a Dedekind complete Riesz space E is of the form T = ν ∗ ⊗ e where ν ∗ (e) = 1, ν ∗ is a positive order continuous linear functional on E, and e is a weak order unit of E which is invariant under T. Let N (ν ∗ ) = {f ∈ E | ν ∗ (|f |) = 0} denote the absolute kernel of ν ∗ (and of T). The quotient space E/N (ν ∗ ) is a Dedekind complete Riesz space with respect to the ordering f˜ ≤ g˜ if and only if there exist f ∈ f˜ and g ∈ g˜ such that f ≤ g (equivalently, for all f ∈ f˜ there exists g ∈ g˜ with f ≤ g). The quotient map q : E → E/N (ν ∗ ) defined by q(f ) := f˜, is an order continuous Riesz homomorphism. If E has a weak order unit e, then q(e) is a weak order unit for E/N (ν ∗ ). See [103, page 127-129] and [65, page 104, Theorem 18.13] for more details. Furthermore, (E/N (ν ∗ ), ρν ∗ (·)), where ρν ∗ (f˜) = ν ∗ (|f |),



f ∈ f˜ ∈ E/N (ν ∗ ),



is an L-normed space, see [82, page 113] for further details about L-normed spaces, and its norm-completion is an AL-space and is thus an L1 -space, see [46, 12] and [82, page 114]. Following [103, p. 164], the disjoint complement, N (ν ∗ )d , of N (ν ∗ ) is called the carrier of ν ∗ and is denoted by C(ν ∗ ). Since ν ∗ is strictly positive on C(ν ∗ ) it follows that ν ∗ (| · |) is an L-norm on C(ν ∗ ). As N (ν ∗ ) is a band, M E = N (ν ∗ ) N (ν ∗ )d . Consequently, C(ν ∗ ) and E/N (ν ∗ ) are Riesz-isomorphic under the quotient map q. In addition, (C(ν ∗ ), ν ∗ (| · |)) and (E/N (ν ∗ ), ρν ∗ (·)) are norm-isomorphic under the mapping q as L-normed spaces. Theorem 2.14 Let E be a Dedekind complete Riesz space with weak order unit and T an expectation operator on E. Then: (a) T = ν ∗ ⊗ e for some positive order continuous linear functional on E and weak order unit e in E.
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(b) (C(ν ∗ ), ν ∗ (| · |)) is an L-normed Riesz space which is Riesz and isometrically isomorphic to (E/N (ν ∗ ), ρν ∗ (·)). (c) There exist Ω and P where Ω is a compact Hausdorff space and P is a probability measure such that (C(ν ∗ ), ν ∗ (| · |)) is a norm dense ideal of L1 (Ω, Σ, P ). Proof: (a) follows from the definition of an expectation operator, while (b) is a direct consequence of the remarks preceding the theorem. (c) Since ν ∗ is order continuous and C(ν ∗ ) is a Dedekind complete Riesz space, being an ideal in E, it follows that (C(ν ∗ ), ν ∗ (| · |)) is an ideal in its norm completion. By Kakutani’s theorem for (L)-spaces, the norm completion of (C(ν ∗ ), ν ∗ (| · |)) is Riesz and isometrically isomorphic to L1 (Ω, F, P ) for some measure space (Ω, F, P ). We follow Kakutani’s construction of (Ω, F, P ) and to show that P (Ω) = 1 in the case at hand. Let L = E/N (ν ∗ ). The ideal Lq(e) generated by q(e) in L is M-normed by the Minkowski functional pq(e) (x) = inf{λ > 0 | x ∈ [−λq(e), λq(e)]}, where the order interval is taken in L. Now (Lq(e) , pq(e) ) is a norm-complete M-normed space. By the (M)-space representation theorem of Kakutani, [46, 12], (Lq(e) , pq(e) ) is Riesz and isometrically isomorphic to C(Ω) where Ω is a compact Hausdorff space. Since ρν ∗ = ν ∗ (| · |) is additive on L+ , ρν ∗ has a unique extension to a functional φρν ∗ on L, see [103, page 133], and φρν ∗ (q(e)) > 0. Restricting φρν ∗ to C(Ω), by the Riesz representation theorem there exists a unique strictly positive Borel measure P on Ω such that Z φρν ∗ (f ) = f dP, for all f ∈ C(Ω). Ω



Hence



Z



q(e) dP = φρν ∗ (q(e)) = ρν ∗ (q(e)) = ν ∗ (e) = 1



Ω



and P is a probability measure.



Chapter 3 A Radon-Nikod´ ym Property 3.1



Introduction



R.G. Douglas in [25, Theorem 3] characterized the range spaces of contractive projections on L1 and hence characterized the subspaces of L1 which are range spaces of conditional expectations in L1 . The results of Douglas were extended to the Lp space context by Andˆo, [6]. A survey of these and related results can be found in [78, pages 392-401]. In this paper we consider the existence and uniqueness of conditional expectations on Riesz spaces with specified range spaces, Theorem 3.17. In the process of the above consideration we formulate and prove analogues of the Hahn-Jordan decomposition, Theorem 3.9, and the Radon-Nikod´ ym theorem, Theorem 3.10. As a consequence of Theorem 3.17 we also obtain an analogue of the Andˆo-Douglas theorem, Corollary 3.19, for Dedekind complete Riesz spaces with weak order unit, in the presence of a Riesz space conditional expectation operator. In particular we can the characterize subspaces of such a Riesz space which are ranges of conditional expectations. For general Riesz space theory and terminology we refer the reader to [69, 65, 102, 103], while for background in classical stochastic processes, to [72, 81, 92]. Formulations of stochastic processes on Riesz spaces can be found in [53, 55, 57] and [85, 88]. Our work here, being concerned with the existence and uniqueness of conditional expectations on Riesz spaces specified in terms of their ranges spaces, can be considered as a sequel to [55]. Generalizations of conditional expecations to other (vector valued) contexts can be found in [23, 28, 29, 82]. This paper is structured as follows: In Section 2, the definition of a conditional expectation on a Riesz space is recalled along with some related results proved elsewhere and needed here. The concept of T -universal completeness is also recalled for the reader’s convenience. In Section 3, a Hahn-Jordan decomposition is given in terms of 21
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conditional expectations on Riesz spaces. This leads naturally into a Radon-Nikod´ ym theorem in Section 4, which enables us in Section 5 to give an Andˆo-Douglas type characterization theorem along with the existence and uniqueness of conditional expectations with given range spaces.



3.2



Preliminaries



We recall some definitions regarding conditional expectation on Riesz spaces from [55]. Let E be a Riesz space with weak order unit. A positive order continuous projection T , on E, with range R(T ) a Dedekind complete Riesz subspace of E, is called a conditional expectation if T (e) is a weak order unit for each weak order unit e. Here, we will also assume that T is strictly positive, i.e. T f > 0 for all f > 0. It should be noted that the assumption of strict positivity does not pose a restriction, as, if this is not the case, the quotient space E/K, where K is the absolute kernel of T , may be considered, on which the map induced by T is a strictly positive conditional expectation. Let E be a Riesz space and f ∈ E + := {g ∈ E|g ≥ 0}, then Bf will denote the band in E generated by f and Pf the band projection from E onto Bf . For further details on bands and band projections we refer the reader to [103], and for commutation relations between band projections and conditional expectations we recommend [55] and [57] to the reader. In particular, as a consequence of Theorem 2.6, for E be a Dedekind complete Riesz spaces with conditional expectation operator T and weak order unit e = T e. If f ∈ R(T )+ then Pf T = T Pf and conversely, if Q is a band projection on E with T Q = QT then Qe ∈ R(T ) and Q = PQe . The following lemmas provide some of the foundations required in the proof of the Riesz space martingale convergence theorem.



Lemma 3.1 Let E be an Archimedean Riesz space with weak order unit e. Let 0 < f ∈ E and 0 < K < 1, K ∈ R. Then there exists 0 < q ∈ R with (f − qe)− ∧ (f − Kqe)+ > 0 or equivalently P(f −Kqe)+ − P(f −qe)+ > 0.



Proof: Let P1 denote the band projection onto the band generated by f , Bf 6= {0}. Then P1 e is a weak order unit for Bf and as such f ∧ nP1 e ↑n f . Hence there exists n ∈ N with (nP1 e − f )+ > 0 (in fact, this inequality will hold for all sufficiently large n).
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Let P2 be the band projection onto the band B2 = B(nP1 e−f )+ 6= 0. Then, as P2 P1 = P2 and f is a weak order unit for Bf ⊃ B2 , it follows that 0 < P2 f < nP2 e.



(3.1)



Now suppose the lemma false. Then P(f −Kqe)+ − P(f −qe)+ = 0,



for all q > 0.



In particular P(P2 f −K j+1 nP2 e)+ − P(P2 f −K j nP2 e)+ = 0,



for all j = 0, 1, 2, ....



(3.2)



Summing the equations in (3.2) for j = 0, ..., J − 1 and observing from (3.1) that (P2 f − nP2 e)+ = 0, we get that P(P2 f −K J nP2 e)+ = P(P2 f −nP2 e)+ = 0,



for all J ∈ N.



Thus 0 ≤ P2 f ≤ K J nP2 e for all J ∈ N. But 0 < K < 1 so K J → 0 as J → ∞, which, from the Archimedean property, implies that P2 f = 0, contradicting (3.1). The following lemma builds on Lemma 3.1 to give one of the critical steps in the proof the convergence theorem. Lemma 3.2 Let m, M ∈ E with M > m where E is a Dedekind complete Riesz space with weak order unit e. Then there exists s < t such that (M − te)+ ∧ (se − m)+ > 0. Proof: As M − m > 0, by Lemma 3.1, there exists q > 0 such that, P1 = P(M −m−5qe)+ − P(M −m−7qe)+ 6= 0, i.e. P1 e 6= 0. We now restrict attention to the band R(P1 ) where we have P1 (M − m − 5qe) ≥ 0, and P1 (M − m − 7qe) ≤ 0. This gives P1 m + 5qP1 e ≤ P1 M ≤ P1 m + 7qP1 e.



(3.3)



Applying Lemma 3.1 again, we obtain that there exists r ∈ R such that P2 = P(P1 M −(r−q)P1 e)+ − P(P1 M −(r+q)P1 e)+ 6= 0 and thus P2 [(P1 M − (r − q)P1 e)+ ] ≥ 0 ≥ P2 [(P1 M − (r + q)P1 e)+ ]. As P1 P2 = P2 P1 = P2 , we have (r + q)P2 e ≥ P2 M ≥ (r − q)P2 e



(3.4)
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and from (3.3) we see that P2 m + 5qP2 e ≤ P2 M. Thus P2 m ≤ P2 M − 5qP2 e ≤ (r − 4q)P2 e.



(3.5)



Let t = r − 2q and s = r − 3q, then from (3.4) we have P2 M − tP2 e ≥ qP2 e and from (3.5) we get sP2 e − P2 m ≥ qP2 e. Combining the above formulae, we obtain (M − te)+ ∧ (se − m)+ ≥ qP2 e > 0, from which the lemma follows. Lemma 3.3 Let g ∈ R(T )+ where T is a strictly positive conditional expectation operator on E, a Dedekind complete Riesz space E with weak order unit. If T |f | ≤ g then f ∈ Bg , where Bg denotes the band generated by g. Proof: Let P denote the band projection onto Bg , then, by [55, Lemma 3.1], T and P commute, as g ∈ R(T ). Applying I − P to 0 ≤ T |f | ≤ g and using the commutation of P and T gives 0 ≤ (I − P )T |f | = T (I − P )|f | ≤ (I − P )g. The strict positivity of T now enables us to conclude that (I − P )|f | = 0. We now take a brief look at some aspects of order convergence on Riesz spaces. Let E be a Dedekind complete Riesz space and let (fi ) be a sequence in E which is order bounded, i.e. there exists g ∈ E + such that −g ≤ fi ≤ g for all i ∈ N. In this case un := sup{fn , fn+1 , ...}, n ∈ N exists in E by the Dedekind completeness of E. Furthermore, (un ) is a decreasing sequence which is order bounded below and hence inf un = inf n sup{fn , fn+1 , ...} exist and will be denoted by lim sup fi . Similarly, if ln = inf{fn , fn+1 , ...}, we denote sup ln = supn inf{fn , fn+1 , ...} by lim inf fi . That both lim sup fi and lim inf fi exist is equivalent to requiring that (fi ) be order bounded. From [69, Proposition 1.1.10], (fi ) is order convergent if and only if lim sup fi and lim inf fi both exist and are equal, i.e. lim sup fi = lim inf fi . Definition 3.4 Let E be a Dedekind complete Riesz space and T be a strictly positive conditional expectation on E. The space E is universally complete with respect to T , i.e. T -universally complete, if for each increasing net (fα ) in E + with (T fα ) order bounded, we have that (fα ) is order convergent. If E is a Dedekind complete Riesz space and T is a strictly positive conditional ex˜ In the terminology pectation operator on E, then E has a T -universal completion, E. of [55], the T -universal completion of E is the natural domain of T in the universal completion, E u , of E, see [40, 72, 102] for the case of measure spaces. Some closely related ideas can be found in [22]. In particular E˜ := D(τ ) − D(τ ) where D(τ ) = {x ∈ E+u |∃(xα ) ⊂ E+ , xα ↑ x, (T xα ) order bounded in E u }, and E˜ is a Dedekind complete Riesz space, in which E is an order dense Riesz ideal. The extension, T˜, of T to E˜ is given by T˜(x) = τ (x+ )−τ (x− ) where τ (x) = supα T (xα ) for x ∈ D(τ ), (xα ) ⊂ E+ with xα ↑ x, and (T xα ) order bounded in E u .
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Hahn-Jordan Type Decomposition



Throughout this section T is a strictly positive conditional expectation operator on the Dedekind complete Riesz space E with weak order unit e = T e. Also F will denote a Dedekind complete Riesz subspace of E which contains R(T ). We denote by B(F ) the class of band projections on E with P e ∈ F . Let f ∈ E, we say that J ∈ B(F ) is positive (negative) with respect to (T, f ) if T P f ≥ (≤)0 for all P ∈ B(F ) with P ≤ J. We say that J is strongly positive (negative) with respect to (T, f ) if T Jf 6= 0 and J is positive (negative) with respect to (T, f ). For J ∈ B(F ), let CF (J) := {T P f |P ∈ B(F ), P ≤ J}. Then 0 ∈ CF (J) and CF (J) is bounded by ±T |f |. Hence αF (J) := sup CF (J) exists in E + and is, in fact, an element of R(T ), since R(T ) is a Dedekind complete Riesz subspace of E. Theorem 3.5 Let E be a Dedekind complete Riesz space with strictly positive conditional expectation operator, T , and weak order unit, e = T e. Let F be a Dedekind complete Riesz subspace of E with R(T ) ⊂ F and let J ∈ B(F ) then there exists P ∈ B(F ) with J ≥ P so that αF (J) . TPf ≥ 2 Proof: Let 1 M(J) := {P ∈ B(F ) | T P f ≥ P αF (J), P ≤ J}. 2 Then M = 6 φ as 0 ∈ M. Let (Pγ ) be an increasing chain in M, then Pγ ≤ I and so Pγ ↑ P¯ for some P¯ ∈ B(F ), since F is Dedekind complete. Hence, taking limits, gives 1 1 T P¯ f ← T Pγ f ≥ Pγ αF (J) ↑ P¯ αF (J), 2 2 and so T P¯ f ≥ 21 P¯ αF (J), making P¯ ∈ M. Thus, by Zorn’s lemma, M has at least one maximal element say P¯ . We now show that T P¯ f ≥ 12 αF (J). If this is not the case, then K := P( αF (J) −T P¯ f )+ > 0. 2



Now, as P¯ ∈ M, 1 T P¯ f ≥ P¯ αF (J) 2
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αF (J) P¯ (T P¯ f − ) ≥ 0, 2 from which it follows that K P¯ = 0 = K ∧ P¯ . By definition, Ke ∈ R(T ) giving, by Theorem 2.6, that T K = KT and, since   αF (J) K − T P¯ f > 0 2 i.e.



1 KαF (J) > T K P¯ f = 0, 2



we have KαF (J) > 0. Since KαF (J) > 0, there exists P ∈ B(F ) with P ≤ J such that 1 K(T P f − αF (J)) 6≤ 0, 2 as if this were not the case, then 1 T P f = KT P f + (I − K)T P f ≤ KαF (J) + (I − K)αF (J) < αF (J), 2 which contradicts the definition of αF (J). Let ¯ := KP Q α (J) + > 0. (T P f − F ) 2



As αF (J) ≥ 0, P αF (J) ≤ αF (J) and ¯ P f = KP QT α (J) + T P f (T P f − F ) 2



> KP(T P f − αF (J) )+ 2



αF (J) 2



¯ αF (J) = Q 2 1¯ ≥ QP αF (J) 2 ¯ ∈ M and, since QP ¯ αF (J) ≥ 0, it now follows that QP ¯ > 0. Also giving QP ¯ ≤ KP ≤ J − P¯ QP ¯ P¯ = 0 = P¯ ∧ QP. ¯ Let P 0 := P¯ + QP ¯ , then P¯ < P 0 ∈ B(F ), P 0 ≤ J, and and so QP ¯ f ≥ 1 (P¯ + QP ¯ )αF (J) = 1 P 0 αF (J). T P 0 f = T P¯ f + T QP 2 2 Thus P 0 ∈ M, which contradicts the maximality of P¯ .
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Corollary 3.6 Let E be a Dedekind complete Riesz space with strictly positive conditional expectation operator, T , and weak order unit, e = T e. Let F be a Dedekind complete Riesz subspace of E with R(T ) ⊂ F then for each f ∈ E and J ∈ B(F ), there exists P ∈ B(F ) such that P ≤ J ∧ P(T P f )+ with T P f ≥ αF2(J) . Proof: Let P ∈ B(F ) be, as found in Theorem 3.5, such that P ≤ J and T P f ≥ 1 α (J). Since αF (J) ≥ 0, it follows that T P f ≥ 0 and thus setting P 0 := P P(T P f )+ , 2 F we obtain αF (J) T P 0 f = P(T P f )+ T P f = T P f ≥ , 2 which proves the corollary. We are now in a position to prove, in a manner similar to [103, page 184] that, if there is some P ∈ B(F ) with T P f < 0, then there exists below P , a strongly negative band projection with respect to (T, f ).



Theorem 3.7 Let E be a Dedekind complete Riesz space with strictly positive conditional expectation operator, T , and weak order unit, e = T e. Let F be a Dedekind complete Riesz subspace of E with R(T ) ⊂ F . If f ∈ E and T P˜ f < 0 for some P˜ ∈ B(F ), then there exists Q ∈ B(F ) with Q ≤ P˜ such that Q is strongly negative with respect to (T, f ), i.e. T Rf ≤ 0 for all R ∈ B(F ) with R ≤ Q and T Qf < 0.



Proof: Let α1 := αF (P˜ ) ≥ 0. From Corollary 3.6, we can find P1 ∈ B(F ) with P˜ P(T P1 f )+ ≥ P1 and T P1 f ≥



α1 . 2



Let P˜ −



αn+1 := αF



n X



! Pi



.



i=1



  P From Corollary 3.6, we can find Pn+1 ∈ B(F ) with P˜ − ni=1 Pi P(T Pn+1 f )+ ≥ Pn+1 . and T Pn+1 f ≥ αn+1 2 The sequence (Pi ) has Pi Pj = 0 for all i 6= j. Let Q :=



∞ X



Pi =



_



i=1



Pi ∈ B(F ),



i



then Q ≤ P˜ and since T |f | ≥



∞ X i=1



T Pi |f |,
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we get T Qf =



∞ X



T Pi f ≥



i=1



∞ X αi i=1



2



≥ 0.



(3.6)



P Thus T (P˜ − Q)f ≤ T P˜ f < 0 and if P ≤ P˜ − Q then P ≤ P˜ − ni=1 Pi making T P f ≤ αn , for all n ∈ N, and, from (3.6), nT P f ≤



n X



αi ≤ 2T Qf ≤ 2T |f |,



i=1



for all n ∈ N. Since E is Archimedean this gives that T P f ≤ 0. Corollary 3.8 Let E be a Dedekind complete Riesz space with strictly positive conditional expectation operator, T , and weak order unit, e = T e. Let F be a Dedekind complete Riesz subspace of E with R(T ) ⊂ F . Let f ∈ E and T P˜ f 6≥ 0 for some P˜ ∈ B(F ), then there exists Q ∈ B(F ) with Q ≤ P˜ such that Q is strongly negative with respect to (T, f ). Proof: Let Q := P˜ P(T P˜ f )− ∈ B(F ), then T Qf = P(T P˜ f )− T P˜ f < 0 making the previous theorem applicable. We are now in a position to give a Hahn-Jordan type decomposition of the map B(F ) → E with P 7→ T P f . Theorem 3.9 Hahn-Jordan Decomposition Let E be a Dedekind complete Riesz space with strictly positive conditional expectation operator, T , and weak order unit, e = T e. Let F be a Dedekind complete Riesz subspace of E with R(T ) ⊂ F . Let f ∈ E, then there exists a band projection Q ∈ B(F ) which is positive with respect to (T, f ) and has I − Q negative with respect to (T, f ). Proof: If T P f ≥ 0 for all P ∈ B(F ) or if T P f ≤ 0 for all P ∈ B(F ) then take Q = I or (respectively) Q = 0. So for the remainder of this proof we assume that there exists P ∈ B(F ) with T P f 6≥ 0 and P ∈ B(F ) with T P f 6≤ 0. By Corollary 3.8, there exists P ∈ B(F ) which is strongly negative with respect to (T, f ), and since −T |f | ≤ T P f ≤ T |f | for all P ∈ B(F ) we can set H := {P ∈ B(F ) | P negative w.r.t. (T, f )} = 6 φ, and β := inf{T P f | P ∈ H}.
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Now, by the order continuity of T , H is closed with respect to increasing limits. If P1 , P2 ∈ H, then P1 P2 , (I − P1 )P2 , (I − P2 )P1 ∈ H and thus for each Q ∈ B(F ), we have T P1 P2 f ≤ 0, T (I − P1 )P2 f ≤ 0, T (I − P2 )P1 f ≤ 0, making T (P1 ∨ P2 )Qf = T P1 P2 f + T (I − P1 )P2 f + T (I − P2 )P1 f ≤ 0. Hence P1 ∨ P2 ∈ H and H is closed with respect to pairwise suprema. Zorn’s lemma now gives that H has maximal elements and the closure of H under pairwise suprema gives that the maximal element is unique. Denote this maximal element by Q. We now show that T Qf = β. If this is not the case, then there exists P ∈ H with T P f 6≥ T Qf . Let J := P(T P f −T Qf )− > 0, then, by Theorem 2.6, J commutes with T and JT P f < JT Qf . Since Q is the maximal element of H, P ≤ Q and JP + (I − J)Q ≤ Q giving T (JP + (I − J)Q)f = JT P f + (I − J)T Qf < JT Qf + (I − J)T Qf = T Qf. (3.7) But J(Q − P ) ∈ B(F ) with J(Q − P ) ≤ Q so, since Q is negative with respect to (T, f ), T J(Q − P )f ≤ 0. Hence T Qf = T J(Q − P )f + T (JP + (I − J)Q)f ≤ JT P f + (I − J)T Qf,



(3.8)



and combining (3.7) and (3.8) yields the contradiction T Qf ≤ JT P f + (I − J)T Qf < T Qf. Thus T Qf = β. It remains only to show that I − Q is positive with respect to (T, f ). Suppose that this is not the case. Then there exists P ∈ B(F ) with P ≤ I − Q and T P f 6≥ 0. Corollary 3.8 now gives that there exists M ≤ P strongly negative with respect to (T, f ). Thus M Q = 0 and Q ∨ M = Q + M > Q is negative, contradicting the maximality of Q. Hence I − Q is positive.



3.4



A Riesz space Radon-Nikod´ ym theorem



In order to establish a Radon-Nikod´ ym theorem, we need E to be T -universally complete and F to be a closed Riesz subspace of E. Theorem 3.10 Radon-Nikod´ ym Let E be a T -universally complete Riesz space with weak order unit, e = T e, where T is a strictly positive conditional expectation operator on E. Let F be a closed Riesz subspace of E with R(T ) ⊂ F . For each f ∈ E + there exists a unique g ∈ F + such that T P f = T P g, for all P ∈ B(F ).
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Proof: Uniqueness Suppose there exist g1 , g2 ∈ F + such that T P f = T P gi , i = 1, 2, for all P ∈ B(F ). Let h1 = g1 ∨ g2 ≥ g1 ∧ g2 = h2 . But, setting Q := P(g2 −g1 )+ ∈ B(F ), we have that h1 = Qg2 + (I − Q)g1 and h2 = Qg1 + (I − Q)g2 . Consequently, since P Q ∈ B(F ), T P f = T P Qf + T P (I − Q)f = T P Qgi + T P (I − Q)g3−i = T P h3−i , for all P ∈ B(F ) and i = 1, 2. Thus T P (h1 − h2 ) = 0 for all P ∈ B(F ), giving T (h1 − h2 ) = 0, where T is strictly positive and h1 − h2 ≥ 0. Hence h1 − h2 = 0 and g1 = g2 . Existence We now construct g, in order to do this we use the Riesz space Hahn-Jordan decomposition as given in Theorem 3.9. We begin with the case of f ∈ Ee+ , i.e. f is such that there exists K > 0 with 0 ≤ f ≤ Ke. For h ∈ E, let (Ph+ , Ph− := I − Ph+ ) denote the Hahn-Jordan decomposition of I with respect to (T, h) as constructed in Theorem 3.9, then ±T P Ph± h ≥ 0 for all P ∈ B(F ). In addition, in the construction given in Theorem 3.9, Ph+ and Ph− are respectively monotonically increasing and decreasing with respect to h. Note, not all constructions give this monotonicity, hence our choice to use the construction given in the proof of Theorem 3.9. Let Pn,k := Pf−− k e ∈ B(F ), 2n



then 0 = Pn,0 ≤ Pn,1 ≤ . . . ≤ Pn,n2n = I, for n > K. Also, we have   k T P Pn,k f − n e ≤ 0, 2



for all P ∈ B(F ),



k T P Pn,k e, 2n



for all P ∈ B(F ).



and thus T P Pn,k f ≤ Let n



sn := sn :=



n2 X k=1 n2n X k=1



(Pn,k − Pn,k−1 )



k−1 e, 2n



(Pn,k − Pn,k−1 )



k e. 2n
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e 2n



31 and sn , sn ∈ F + . Now



Pn,k = Pn+1,2k ≤ Pn+1,2k+1 ≤ Pn+1,2k+2 = Pn,k+1 and, since sn = = = ≤ =



k−1 (Pn,k − Pn,k−1 ) e 2n 2k − 2 (Pn+1,2k − Pn+1,2k−2 ) e 2n+1 2k − 2 (Pn+1,2k − Pn+1,2k−1 ) e + 2n+1 2k − 1 (Pn+1,2k − Pn+1,2k−1 ) e + 2n+1 sn+1 ,



2k − 2 (Pn+1,2k−1 − Pn+1,2k−2 ) e 2n+1 2k − 2 (Pn+1,2k−1 − Pn+1,2k−2 ) e 2n+1



we have sn ↑ and similarly sn ↓. Since I − Pn,k = Pf+− k



2n



e



it follows that



T P (I − Pn,k )f ≥



k T P (I − Pn,k )e, 2n



for all P ∈ B(F ).



Thus for each P ∈ B(F ), T P Pn,k (I − Pn,k−1 )f ≥



k−1 T P Pn,k (I − Pn,k−1 )e, 2n



that is



k−1 T (Pn,k − Pn,k−1 )e, 2n which, when summed over k = 1, . . . , n2n , gives T P (Pn,k − Pn,k−1 )f ≥



T P f ≥ T P sn . Similarly, T P f ≤ T P sn , making T P sn ≥ T P f ≥ T P s n ,



for all P ∈ B(F ), n ∈ N.



But then sn ≤ s1 and since F is Dedekind complete, this gives sn ↑ s ∈ F + and, since 0 ≤ sn − sn ≤ 2−n e, sn ↓ s. It now follows from the order continuity of P and T that T P s = T P f,



for all P ∈ B(F ).



Hence g := s is as required by the theorem. We now proceed to consider general f ∈ E + . Let fn = f ∧ ne, n ∈ N. Then there exist unique gn ∈ F + such that T P gn = T P fn ,



for all P ∈ B(F ), n ∈ N.



(3.9)
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It is easily shown that gn ↑ since fn ↑ f . To see this, consider n+1 ∈ F + such that T P n+1 = T P (fn+1 − fn ) for all P ∈ B(F ). The existence of such an n+1 has already been established. But T P (n+1 + gn ) = T P fn+1 for all P ∈ B(F ), so from the uniqueness established in the beginning of this proof, gn ≤ n+1 + gn = gn+1 . Hence T gn ↑ and T gn ≤ T f , so by the T -universal completeness of E, there exists g ∈ E + with gn ↑ g. The closedness of F now ensures that g ∈ F + . Taking n → ∞ in (3.9) gives T P g = T P f,



for all P ∈ B(F ),



thereby proving the general case.



3.5



Existence of conditional expectations



In this section we assume that the conditional expectation T on E is strictly positive and that E is T -universally complete. For each F a closed Riesz subspace of E with R(T ) ⊂ F and each f ∈ E + let EF (f ) := {g ∈ F + |T P f ≥ T P g for all P ∈ B(F )}. Note that each closed Riesz subspace of a Dedekind complete Riesz subspace is Dedekind complete. We also observe that the range space of a conditional expectation operator, T , on E is not just Dedekind complete, it is also closed. To see this consider a net (fα ) ⊂ R(T ) which converges to f in E. Then since T is order continuous, f ← fα = T fα → T f ∈ R(T ), showing the closure of R(T ). Lemma 3.11 Let E be a Dedekind complete Riesz space with strictly positive conditional expectation operator, T , and weak order unit, e = T e. Let F be a closed Riesz subspace of E with R(T ) ⊂ F . Let f ∈ E + . (a) If p, q ∈ F + with p ≤ q and q ∈ EF (f ), then p ∈ EF (f ). (b) If p, q ∈ EF (f ) then p ∨ q, p ∧ q ∈ EF (f ). Proof: (a) Since p ≤ q and p ∈ F + , we have that T P f ≥ T P q ≥ T P p,



for all P ∈ B(F ),



making p ∈ EF (f ). (b) Since p ∧ q ≤ p and p ∧ q ∈ F + , it follows from (a) that p ∧ q ∈ EF (f ).
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Let g := (p ∨ q) − p ∈ F + , then Pg = P(q−p)+ ∈ B(F ) and T P Pg f ≥ T P Pg q,



for all P ∈ B(F ).



Similarly, since I − Pg ∈ B(F ), T P (I − Pg )f ≥ T P (I − Pg )p,



for all P ∈ B(F ).



Thus T P f = T P Pg f + T P (I − Pg )f ≥ T P Pg q + T P (I − Pg )p. Now p ∨ q = Pg q + (I − Pg )p, giving T P f ≥ T P Pg q + T P (I − Pg )p = T P (p ∨ q), and making p ∨ q ∈ EF (f ).



Lemma 3.12 Let T be a strictly positive conditional expectation operator on the T universally complete Riesz space, E, with weak order unit, e = T e. Let F be a closed Riesz subspace of E with R(T ) ⊂ F . Let f ∈ E + . The set EF (f ) is bounded, TF (f ) := sup EF (f ) exists and is an element of EF (f ) ⊂ F .



Proof: Let (fα ) be an increasing net in EF (f ). Then (T fα ) is an increasing net in E + bounded above by T f . Since E is T -universally complete, (fα ) is convergent in E to say h ∈ E + , i.e. fα ↑ h. Also, F is closed, giving h ∈ F . Now, from the order continuity of T and of each P ∈ B(F ) we have that T P f ≥ T P fα ↑ T P h,



for all P ∈ B(F ).



Thus h ∈ EF (f ) and each increasing net in EF (f ) converges to an element of EF (f ). Hence Zorn’s lemma can be applied to EF (f ) to give that EF (f ) has maximal elements, but, by the previous lemma EF (f ) is closed under pairwise suprema and consequently has most one maximal element. Remark It follows directly from the above lemma that TF (f ) ≥ 0 for all f ∈ E + .



Lemma 3.13 Let T be a strictly positive conditional expectation operator on the T universally complete Riesz space, E, with weak order unit, e = T e. Let F be a closed Riesz subspace of E with R(T ) ⊂ F . The map TF is homogeneous on the positive cone of E.
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Proof: Let f ∈ E + and α > 0, then EF (αf ) = {g ∈ F + |T P αf ≥ T P g for all P ∈ B(F )} g g = {α ∈ F + |T P f ≥ T P for all P ∈ B(F )} α α + = {αh ∈ F |T P f ≥ T P h for all P ∈ B(F )} = αEF (f ). Lemma 3.14 Let T be a strictly positive conditional expectation operator on the T universally complete Riesz space, E, with weak order unit, e = T e. Let F be a closed Riesz subspace of E with R(T ) ⊂ F . For all f ∈ F + , TF (f ) = f . Proof: Let f ∈ F + , then EF (f ) = {g ∈ F + |T P f ≥ T P g for all P ∈ B(F )} = {g ∈ F + |T P (f − g) ≥ 0 for all P ∈ B(F )}. In particular, if g ∈ EF (f ), then 0 ≥ −T (f − g)− = T P(f −g)− (f − g) ≥ 0, as P(f −g)− ∈ B(F ) for f, g ∈ F + . Since T is strictly positive and (f − g)− ≥ 0, 0 = T (f − g)− gives (f − g)− = 0, i.e. f − g ≥ 0. Thus f ≥ TF (f ). But f ∈ F + and T P f ≥ T P f for all P ∈ B(F ), making f ∈ EF (f ). Hence f = TF (f ). Lemma 3.15 Let T be a strictly positive conditional expectation operator on the T universally complete Riesz space, E, with weak order unit, e = T e. Let F be a closed Riesz subspace of E with R(T ) ⊂ F . Then TF is increasing and order continuous on E +. Proof: From Lemma 5.1 (a), if f ≤ g, where f, g ∈ E + , then EF (f ) ⊂ EF (g) and hence TF (f ) ≤ TF (g). Suppose that (fα ) ⊂ E + and fα ↓ 0. Then, since TF is positive and increasing on E + , TF (fα ) ↓ h, for some h ∈ F + . Since TF (fα ) ∈ EF (f ) it follows that T fα ≥ T TF (fα ) and now the order continuity of T gives 0 ≤ T h ≤ T TF (fα ) ≤ T fα ↓ 0. Hence T h = 0 where h ≥ 0 and T is strictly positive. Thus h = 0 and TF is order continuous on E + . Remark The above three lemmas enable us to conclude that, in E + , TF is a positive increasing order continuous homogeneous projection with range F + .
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Lemma 3.16 Let T be a strictly positive conditional expectation operator on the T universally complete Riesz space, E, with weak order unit, e = T e. Let F be a closed Riesz subspace of E with R(T ) ⊂ F . The map TF is additive on E + and has T P TF (f ) = T P f,



for all P ∈ B(F ), f ∈ E + .



Proof: Let f ∈ E + , then from Theorem 4.1 there exists g ∈ F + such that T P g = T P f for all P ∈ B(F ). Hence g ∈ EF (f ) and thus TF (f ) ≥ g. If TF (f ) > g, let Q := P(TF (f )−g)+ > 0, then Q ∈ B(F ) and 0 < T Q(TF (f ) − g) = T QTF (f ) − T Qg = T QTF (f ) − T Qf, giving the contradiction T Qf < T QTF (f ), since by Lemma 5.2 TF (f ) ∈ EF (f ). Hence TF (f ) 6> g, but TF (f ) ≥ g, making TF (f ) = g, i.e. T P TF (f ) = T P f,



for all P ∈ B(F ), f ∈ E + .



Let f1 , f2 ∈ E + , then for each P ∈ B(F ), T P TF (f1 + f2 ) = = = =



T P (f1 + f2 ) T P f1 + T P f2 T P TF (f1 ) + T P TF (f2 ) T P (TF (f1 ) + TF (f2 )).



Let h := TF (f1 + f2 ) − TF (f1 ) − TF (f2 ), then h ∈ F and T P h = 0 for all P ∈ B(F ). In particular Ph± ∈ B(F ) and hence ±T h± = T Ph± h = 0. Since h± ≥ 0 and T is strictly positive, this yields h± = 0 and consequently h = 0, i.e. TF (f1 +f2 ) = TF (f1 )+TF (f2 ), proving the additivity of TF on E + . Hence, in E + , TF is a linear increasing positive order continuous projection with range F + and can thus be extended to E as a positive order continuous linear projection onto F by setting TF (f ) := TF (f + ) − TF (f − ). Theorem 3.17 Let T be a strictly positive conditional expectation operator on the T universally complete Riesz space, E, with weak order unit, e = T e. Let F be a closed Riesz subspace of E with R(T ) ⊂ F . The map TF is the unique strictly positive conditional expectation on E with R(TF ) = F and T TF = T = TF T . Proof: From Lemmas 5.3 and 5.6, TF is linear, while Lemma 5.5 gives that TF is positive and order continuous. Lemmas 5.2 and 5.4 combine to give that TF is a projection onto F , which is, by assumption, Dedekind complete. Since e ∈ F , TF e = e. Thus TF is a conditional expectation. Since R(T ) ⊂ F , T = TF T while from Lemma 5.6, T TF = T .
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For strict positivity, suppose f ∈ E + with TF f = 0, then T f = T TF f = 0, from which the strict positivity of T gives f = 0. Finally we consider uniqueness. If T1 is a conditional expectation on E with R(T1 ) = F and T1 T = T = T T1 , then, by Theorem 2.1, P T1 = T1 P for all P ∈ B(F ), and hence T P f = T T1 P f = T P T1 f, for all P ∈ B(F ), f ∈ E + . The uniqueness part of the Radon-Nikod´ ym theorem, Theorem 3.10, along with + Lemma 5.6 gives T1 = TF on E and hence on E. The converse of the above theorem is easily proved. Lemma 3.18 Let T be a strictly positive conditional expectation operator on the T -universally complete Riesz space, E, with weak order unit, e = T e. If T1 is a conditional expectation on E with R(T1 ) = F and T T1 = T = T1 T , then F is a closed Riesz subspace of E with R(T ) ⊂ F . Proof: Since T = T1 T it follows that R(T ) ⊂ R(T1 ) = F . As F is the range of a conditional expectation on E, it is a Dedekind complete Riesz subspace of E. It remains only to show that F is closed. Supposed fα → f in E where (fα ) ⊂ F . The order continuity of T1 and T1 being a projection onto F now give f ← fα = T1 fα → T1 f making f = T1 f ∈ F . Hence F is closed. As a corollary to Theorem 3.17 and Lemma 3.18 we have an analogue of the characterization of ranges of conditional expectations, [25, Theorem 3], for Dedekind complete Riesz spaces. Corollary 3.19 Douglas-Andˆ o Let T be a strictly positive conditional expectation operator on the T -universally complete Riesz space, E, with weak order unit, e = T e. The subset F of E is a closed Riesz subspace of E with R(T ) ⊂ F if and only if there is a conditional expectation TF on E with R(T ) = F and T TF = T = TF T . Note that the condition T TF = T with T strictly positive ensures the strict positivity of TF in the above corollary.



Chapter 4 Martingales 4.1



Introduction



Conditional expectations and martingales have been used as tools for studying the geometry of Banach spaces and Banach lattices, [23]. In the current chapter we introduce martingales and their stopping times which could be used for studying the geometry of Riesz spaces. Martingales along with sub and super martingales are defined on Riesz space. A Doob-Meyer decomposition theorem for sub (super) martingales as the sum of a martingale and an adapted increasing (decreasing) sequence is proved. Stopping times on Riesz space (sub, super) martingales are defined in section 4 as increasing families projections. We also define stopped processes and the stopped conditional expectation here, and prove the compatibility of the stopped process and stopped conditional expectation. We conclude with a Riesz space versions of the optional stopping theorems. The contents of this chapter are taken from [52] and are included here as they form an integral part of this thesis.



4.2



Martingales on Riesz spaces



On the probability space (Ω, F, P ) a filtration (Fi )i∈N is an increasing family of subσ-algebras of F. In which case it is apparent that E[E[f |Fi ]|Fj ] = E[f |Fi ] = E[E[f |Fj ]|Fi ], 37
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for j ≥ i and f ∈ L1 (Ω, F, P ), which, as E[ · |Fi ] is a projection, can also be characterized by R(E[ · |Fi ]) ⊂ R(E[ · |Fi+1 ]),



for all i ∈ N,



and requiring that the family of conditional expectations commute. This generalizes to the following definition for a filtration on a Riesz space. Definition 4.1 Let E be a Riesz space with weak order unit. A filtration on E is a family of conditional expectations, (Ti )i∈N , on E with Ti Tj = Tj Ti = Ti for all j ≥ i. Having defined filtrations we are in a position to consider (sub, super) martingales. On a probability space (Ω, F, P ) the family of pairs (fi , Fi )i∈N is called a (sub, super) martingale if (Fi )i∈N is a filtration, fi ∈ L1 (Ω, Fi , P ) for each i ∈ N and E[fj |Fi ](≥ , ≤) = fi , for all j ≥ i. In terms of Riesz spaces this can be formulated as follows. Definition 4.2 The pair (fi , Ti )i∈N is a (sub, super) martingale on the Riesz space E with weak order unit, if (Ti ) is a filtration, fi ∈ R(Ti ) for each i ∈ N and fi (≤, ≥ ) = Ti fj , for all i ≤ j. The sequence (fi ) ⊂ E is said to be previsible relative to the filtration (Ti ) if fi+1 ∈ R(Ti ) for all i ∈ N. We conclude this section with the Doob-Meyer decomposition of sub (super) martingales as the unique sum of a martingale and a positive increasing (negative decreasing) previsible sequence. This result is needed when proving the optional stopping theorems for sub and super martingales. Theorem 4.3 Doob-Meyer Decomposition Let (fi , Ti ) be a sub (super) martingale and Aj =



j−1 X



Ti (fi+1 − fi )



(4.1)



i=1



Mj = fj − Aj



(4.2)



for all j ∈ N. The decomposition fi = Mi + Ai , i ∈ N, is the unique decomposition of (fi , Ti ) with (Mj , Tj ) a martingale, (Aj ) positive and increasing (negative and decreasing), A1 = 0 and Aj+1 ∈ R(Tj ) for all j ∈ N. Proof: Existence: As Ti (fi+1 − fi ) ∈ R(Ti ) ⊂ R(Tj ) for all i ≤ j, it follows that Aj ∈ R(Tj−1 ) ⊂ R(Tj ) for all j ∈ N, and A1 = 0. Now as (fi , Ti ) is a sub (super) martingale we have that Ti (fi+1 − fi ) ≥ (≤)fi − fi = 0,
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which when summed over i = 1, ..., j − 1 gives that Aj ≥ (≤)0 and that the sequence (Aj ) is increasing (decreasing). From the definition of Ai and as (fi , Ti ) is a sub (super) martingale, it follows that Mi = fi − Ai ∈ R(Ti ) for all i ∈ N. It remains only to show that Ti (Mj ) = Mi for all i ≤ j. In the remainder of the proof assume i ≤ j. We recall that Ti Tj = Ti = Tj Ti . This with the definition of Aj gives Ti (Aj ) =



i−1 X



j−1 j−1 i−1 X X X Ti Tk (fk+1 −fk )+ Ti Tk (fk+1 −fk ) = Tk (fk+1 −fk )+ Ti (fk+1 −fk ),



k=1



k=i



k=1



k=i



which can be rewritten as Ti (Aj ) = Ai + Ti (fj − fi ). Combining this with the definition of Mi and the fact that Ti (fi ) = fi as fi ∈ R(Ti ), we obtain Ti (Mj ) = Ti (fj ) − Ti (Aj ) = Ti (fj ) − [Ai + Ti (fj − fi )] = fi − Ai = Mi . ˜ i + A˜i , i ∈ N, is another decomposition satisfying Uniqueness: Suppose that fi = M the conditions of the theorem. We proceed by induction on i to show that Ai = A˜i ˜ i for all i ∈ N. As A1 = 0 = A˜0 and M1 + A1 = f1 = M ˜ 1 + A˜1 , it and Mi = M ˜ 1 . Now suppose that Ai = A˜i and Mi = M ˜ i . But as (Mi , Ti ) and follows that M1 = M ˜ i , Ti ) are martingales (M ˜ i+1 + A˜i+1 ) = M ˜ i + Ti (A˜i+1 ) Mi + Ti (Ai+1 ) = Ti (Mi+1 + Ai+1 ) = Ti (fi+1 ) = Ti (M and thus Ti (Ai+1 ) = Ti (A˜i+1 ). But Ai+1 , A˜i+1 ∈ R(Ti ), giving Ai+1 = A˜i+1 and hence ˜ i+1 . Mi+1 = M



4.3



Stopping Times



Let (Fi ) be a filtration on the probability space (Ω, F, P ), then a stopping time adapted to this filtration is a map τ : Ω → N ∪ {∞} such that τ −1 ({1, ..., n}) ∈ Fn for each n ∈ N. The stopping time τ is said to be bounded if there exists n ∈ N such that τ (x) ≤ n almost everywhere on Ω, i.e. up to measure zero, τ −1 ({1, ..., n}) = Ω. For f ∈ L1 (Ω, F, P ) let Pi f = f · χτ −1 ({1,...,i}) then Pi is a linear projection which is in addition a positive map below the identity, as if f ≥ 0 almost everywhere then f ≥ Pi f ≥ 0 almost everywhere. The map Pi is, in addition, order continuous as, if (fα : α ∈ D) is a downwardly directed family with infimum 0, i.e. fα ↓α∈D 0, then
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(Pi (fα ) : α ∈ D) is a downwardly directed family with infimum 0. i.e. Pi (fα ) ↓α∈D 0. The final property of the individual projections Pi is that if B ⊂ L1 (Ω, F, P ) is bounded above having sup(B) ∈ L1 (Ω, F, P ) then Pi (B) is bounded above having sup(Pi (B)) ∈ L1 (Ω, F, P ). It remains to consider relationships between the Pi and between Pj and Tj = E[·|Fj ]. The family of projections Pi , i ∈ N, is an increasing family of commuting projections, i.e. for j ≥ i, Pi Pj f = Pj Pi f = f · χτ −1 ({1,...,i}) · χτ −1 ({1,...,j}) = f · χτ −1 ({1,...,i}) = Pi f. If we set Tj = E[ · |Fj ] then, as τ −1 {1, ..., i} ∈ Fi , Tj Pi = Pi Tj , for all i ≤ j. Note that if the stopping time τ is bounded, then there exists N such that Pn = I for all n ≥ N . Remark More can be said about the nature of the projections Pi (see [103, page 58]). In particular, if P is a stopping time, then 0 ≤ Pi ↑≤ I and each Pi is a Riesz homomorphism. To see the latter, let f ∈ E, then as Pi is positive and below the identity it follows that 0 ≤ Pi x± ≤ x± (where x+ = x ∧ 0 and x− = (−x) ∧ 0) and hence 0 ≤ Pi (x+ ) ∧ Pi (x− ) ≤ x+ ∧ x− = 0 giving Pi (x+ ) ⊥ Pi (x− ) with Pi (x± ) ≥ 0 and Pi (x) = Pi (x+ ) − Pi (x− ). Thus, as the decomposition of an element into the difference of two positive disjoint elements is unique, (Pi (x))± = Pi (x± ) and consequently |Pi (x)| = (Pi (x))+ + (Pi (x))− = Pi (x+ ) + Pi (x− ) = Pi (|x|) verifying that Pi is a Riesz homomorphism. In addition, R(Pi ) is a band in E, [103, page 57]. For future reference we note that if P is a stopping time, then Pi ≤ Pj for all i ≤ j and if i ≤ j ≤ k then Pi (Pk − Pj ) = 0 = (Pk − Pj )Pi Pk (Pj − Pi ) = Pj − Pi = (Pj − Pi )Pk .



(4.3) (4.4)



We now consider stopped processes. Let (Fi ) be a filtration on the probability space (Ω, F, P ) and τ a bounded stopping time adapted to the filtration (Fi ). Let (fi ) ⊂ E with fi ∈ R(Ti ) for all i ∈ N. Then the stopped process, [92, page 31], is the pair (fτ , Fτ ) where fτ =



X



fi · χτ −1 ({i}) ,



(4.5)



i



Fτ = {A ⊂ Ω|A ∩ τ −1 ({i}) ∈ Fi for all i ∈ N}.



(4.6)
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A well known consequence of the above definitions, [92, pages 31-32], is that fτ = E[fτ |Fτ ]. If, as introduced earlier, we denote Pi f P = f · χτ −1 ({1,...,i}) for f ∈ L1 (Ω, F, P ), then the above definition of fτ becomes fτ = (Pi − Pi−1 )fi where P0 := 0, and the above sum is finite as the stopping time τ is bounded. This gives the required generalization for Riesz spaces, that will be formally stated in the next definition. To generalize the definition of Fτ requires us to consider, instead of the σ-algebra Fτ , the conditional expectation E[ · |Fτ ]. Here one should observe that if f ∈ L1 (Ω, F, P ) then E[f · χτ −1 ({i}) |Fτ ] = E[f · χτ −1 ({i}) |Fi ] = χτ −1 ({i}) · E[f |Fi ] and thus E[f |Fτ ] =



X



E[f · χτ −1 ({i}) |Fi ] =



X



χτ −1 ({i}) · E[f |Fi ].



If, as previously, we denote Ti f = E[f |Fi ] then X X E[f |Fτ ] = Ti (Pi − Pi−1 )f = (Pi − Pi−1 )Ti f. We are now in a position to define the stopped process on Riesz spaces. Definition 4.4 Let E be a Riesz space with weak order unit and let P = (Pi ) be a bounded stopping time adapted to the filtration (Ti ). For each (fi ) ⊂ E with fi ∈ R(Ti ), for all i ∈ N, we define the stopped process (fP , TP ) by fP = TP f =



∞ X i=1 ∞ X



(Pi − Pi−1 )fi , (Pi − Pi−1 )Ti f,



(4.7) f ∈ E.



(4.8)



i=1



Before considering the optional stopping theorems it must be established that TP is in fact a conditional expectation on E. Theorem 4.5 Let P be a bounded stopping time adapted to the filtration (Ti ), then TP is a positive linear order continuous projection with range R(TP ) = {f ∈ E|Pi f ∈ R(Ti ) for all i ∈ N}. Proof: As TP is given by a finite linear combination of compositions of pairs of linear order continuous operators it follows that TP is an order continuous linear operator on E. By definition, Ti is a positive operator and, as Pi−1 ≤ Pi , the operator (Pi −Pi−1 )Ti is positive, from which it follows that their sum, TP , is a positive operator.
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Let N be a bound for the stopping time P and f ∈ S = {f ∈ E|Pi f ∈ R(Ti ) for all i ∈ N}, we show that TP f = f . From the commutation properties of Pi and Ti , we obtain TP f =



N N X X (Pj − Pj−1 )Tj f = Tj (Pj − Pj−1 )f. j=1



j=1



But, from the definition of S, it follows that Pi f ∈ R(Ti ) and since R(Ti ) ⊂ R(Tj ) we have Tj Pi f = Pi f for all j ≥ i. Thus TP f =



N X



(Pj − Pj−1 )f = PN f − P0 f = PN f = f,



j=1



proving that TP f = f for all f ∈ S. It remains only to prove that R(TP ) ⊂ S. To achieve this, it suffices to show that Pi TP f ∈ R(Ti ) for all f ∈ E and i ∈ N. Let f ∈ E and recall that Ts Pr = Pr Ts , and Pr Ps = Pr = Ps Pr for all r ≤ s. If i ≥ N then Pi = I and N N X X Pi TP f = (Pj − Pj−1 )Tj f = Tj (Pj − Pj−1 )f ∈ R(TN ) ⊂ R(Ti ) j=1



j=1



as R(T1 ) ⊂ R(T2 ) ⊂ .... In the case of 1 ≤ i < N , by (4.3) and (4.4) we have Pi TP f =



N X



Pi (Pj − Pj−1 )Tj f =



j=1



i X



i X Pi (Pj − Pj−1 )Tj f = (Pj − Pj−1 )Tj f



j=1



j=1



and now using the commutativity of Tj and (Pj − Pj−1 ) we get Pi TP f =



i X



(Pj − Pj−1 )Tj f =



j=1



i X



Tj (Pj − Pj−1 )f ∈ R(Ti ).



j=1



Theorem 4.6 Let E be a Riesz space with weak order unit, (Ti ) a filtration on E and P a bounded stopping time adapted to this filtration. The operator TP defined in the stopped process is a conditional expectation on E, and if (fi ) ⊂ E with fi ∈ R(Ti ) for all i ∈ N, then TP fP = fP . Proof: Let N be a bound for the stopping time P . As Pj (Pi − Pi−1 ) = Pi − Pi−1 for j ≥ i, (4.4), and Pj (Pi − Pi−1 ) = 0 for j < i, (4.3), it follows from the definition of fP that j N X X Pj f P = Pj (Pi − Pi−1 )fi = (Pi − Pi−1 )fi ∈ R(Tj ). i=1



i=1



This last containment is the result of the assumption that fi ∈ R(Ti ). We have thus shown that fP ∈ R(TP ) and, from Theorem 4.5, TP is a positive order continuous linear projection with range R(TP ), hence TP fP = fP .
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In order for R(TP ) to be a Riesz space, we need only show that f ∨ g ∈ R(TP ) for all f, g ∈ R(TP ). Let f, g ∈ R(TP ). Then the characterization of R(TP ) in Theorem 4.5 gives that Pi (f ), Pi (g) ∈ R(Ti ) for all i. As each R(Ti ) is a Riesz space it now follows that Pi (f ) ∨ Pi (g) ∈ R(Ti ). Hence, as Pi is a Riesz homomorphism, for each i we have that Pi (f ∨ g) = Pi (f ) ∨ Pi (g) ∈ R(Ti ). Thus f ∨ g ∈ R(TP ), and R(TP ) is a Riesz space. We now show that R(TP ) is Dedekind complete. Let 0 ≤ xα ↑ x in R(TP ). Then, as each Pi is a positive order continuous map, 0 ≤ Pi (xα ) ↑ Pi (x) for each i. But each R(Ti ) is a Dedekind complete Riesz space so there exists supα Pi (xα ) ∈ R(Ti ) and from the order continuity of Pi we have supα Pi (xα ) = Pi (supα xα ). Note that supα xα exists in E as E = R(PN ) which, from the definition of a stopping time, is Dedekind complete. We have shown that Pi (supα xα ) ∈ R(Ti ) for each i, which by Theorem 4.5 is the same as showing that supα xα ∈ R(TP ). Hence R(TP ) is Dedekind complete. It remains only to prove that TP e is a weak order unit for each weak order unit e. Let e be a weak order unit in E, then ui = Ti e ∈ R(Ti ) is a weak order unit. Let w = uP , then w=



N X



(Pi − Pi−1 )ui =



i=1



N X



(Pi − Pi−1 )Ti e = TP e,



i=1



giving TP e = w. We now show that w is a weak order unit. Let f ∈ E + . Then, as each ui is a weak order unit, f ∧ nui ↑ f for each i, and as Pi − Pi−1 is an order continuous Riesz homomorphism, we also have that for each i (Pi − Pi−1 )(f ) ∧ n(Pi − Pi−1 )(ui ) ↑ (Pi − Pi−1 )(f ). But, by (4.3) and (4.4), we have (Pi − Pi−1 )w = (Pi − Pi−1 )ui . This along with the above equation and (Pi − Pi−1 ) being a Riesz homomorphism yields (Pi − Pi−1 )(f ∧ nw) = (Pi − Pi−1 )(f ) ∧ n(Pi − Pi−1 )(w) ↑ (Pi − Pi−1 )(f ). Summing the above equation over i = 1, ..., N we have ∞ ∞ X X f ∧ nw = (Pi − Pi−1 )(f ∧ nw) ↑ (Pi − Pi−1 )(f ) = f. i=1



i=1



Hence w is a weak order unit.



4.4



Optional stopping theorems



Let (fi , Fi ) be an L1 (Ω, F, P ) (sub, super) martingale and τ : Ω → N a stopping time adapted to the filtration (Fi ). For each n ∈ N the bounded stopping time τ ∧ n is defined by  τ (x), τ (x) < n (τ ∧ n)(x) = . n, τ (x) ≥ n
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From this definition it follows that −1



(τ ∧ n) ({1, ..., i}) =







τ −1 ({1, ..., i}), i < n Ω, i≥n



and hence if we denote by P and P ∧ n respectively the projections on L1 (Ω, F, P ) associated with the stopping times τ and τ ∧ n, then Pi (f ) = f · χτ −1 ({1,...,i}) , for f ∈ L1 (Ω, F, P ), and  Pi (f ), i < n (P ∧ n)i (f ) = f · χ(τ ∧n)−1 ({1,...,i}) = . I(f ), i ≥ n This gives the template for our definition of P ∧ n, where P is a stopping time on a Riesz space. Definition 4.7 Let P be a stopping time adapted to the filtration (Ti ) on a Dedekind complete Riesz space with weak order unit and let k ∈ N. We define the bounded stopping time P ∧ k, adapted to the filtration (Ti ), to be the family of projections  Pi , i < k (P ∧ k)i = . I, i ≥ k Remark It is a routine calculation to verify that P ∧ k is indeed a bounded stopping time adapted to the filtration (Ti ) in the above definition. We now define a ordering on stopping times. In L1 (Ω, F, P ), if τ and σ are stopping times adapted to the filtration (Fi ), we define a partial ordering on the stopping times adapted to the filtration (Fi ) by τ ≤ σ if and only if τ (x) ≤ σ(x) almost everywhere. It should be noted that if τ ≤ σ are stopping times then σ −1 ({1, ..., i}) = {x|σ(x) ≤ i} ⊂ {x|τ (x) ≤ j} = τ −1 ({1, ..., j}) for all i ≤ j. If we set, Si (f ) = f · χσ−1 ({1,...,i}) and Pi (f ) = f · χτ −1 ({1,...,i}) , then χσ−1 ({1,...,i}) χτ −1 ({1,...,j}) = χσ−1 ({1,...,i}) = χτ −1 ({1,...,j}) χσ−1 ({1,...,i}) for all i ≤ j, and consequently Si Pj = Si = Pj Si



for all i ≤ j.



(4.9)



For order continuous positive projections Pi and Si bounded above by the identity on L1 (Ω, F, P ), (4.9) is equivalent to Si ≤ Pi for all i ∈ N. This leads us to the following definition of a partial ordering on stopping times on a Riesz space. Definition 4.8 Let P and S be stopping times adapted to the filtration (Ti ). We say S ≤ P if Pi ≤ Si for all i ∈ N.
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Remark If S ≤ P are stopping times and i ≤ j then Pi Sj = Sj Pi = Pi and (Pi − Pi−1 )(Sj − Sj−1 ) = 0 for all j ≥ i + 1.



(4.10)



Prior to considering the optional stopping theorems we prove a lemma which is needed in the sub and super martingales cases of the optional stopping theorems. Lemma 4.9 Let S ≤ P be bounded stopping times adapted to the filtration (Ti ) on a Riesz space, E, with weak order unit. Let (Ai ) be an increasing (decreasing) family in E. Then the stopped processes AS and AP obey the inequality AS ≤ (≥)AP . Proof: Let n be a bound for the stopping times S and P . From the definition of AP , we have that n X AP = (Pi − Pi−1 )Ai . i=1



We can also write the identity map in terms of the Si ’s as n X I= (Sj − Sj−1 ). j=1



Hence AP =



n X



n X (Pi − Pi−1 ) (Sj − Sj−1 )Ai .



i=1



j=1



From the above equation and (4.10), as S ≤ P , we have that n X i X AP = (Pi − Pi−1 )(Sj − Sj−1 )Ai . i=1 j=1



Since i ≥ j in the above summation, we have that Ai ≥ (≤)Aj . This along with the fact that (Pi − Pi−1 )(Sj − Sj−1 ) is a positive operator gives n X i n X i X X (Pi − Pi−1 )(Sj − Sj−1 )Ai ≥ (≤) (Pi − Pi−1 )(Sj − Sj−1 )Aj . i=1 j=1



i=1 j=1



Using (4.10) and the above we conclude that AP ≥ (≤)



n X n X



n n X X (Pi − Pi−1 )(Sj − Sj−1 )Aj = (Pi − Pi−1 ) (Sj − Sj−1 )Aj .



i=1 j=1



But I =



Pn



i=1 (Pi



− Pi−1 ) and AS =



i=1



Pn



j=1 (Sj



j=1



− Sj−1 )Aj hence AP ≥ (≤)AS .
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One of the fundamental theorems in the theory of stochastic processes and their stopping times is the Doob stopping time theorem. Given a (sub, super) martingale (fi , Fi ) in L1 (Ω, F, P ), and adapted stopping time τ , this theorem says that fτ ∧m (≤, ≥) = E[fτ ∧n |Fm ], for all m ≤ n, or equivalently that (fτ ∧i , Fi ) is a (sub, super) martingale in L1 (Ω, F, P ). As shown below, this theorem carries over to our Riesz spaces formulation of (sub, super) martingales and their stopping times. Theorem 4.10 Doob’s Stopping Time Theorem Let E be a Dedekind complete Riesz space with weak order unit, (fi , Ti ) a (sub, super) martingale, P a stopping time adapted to the filtration (Ti ) and m ≤ n natural numbers, then Tm (fP ∧n )(≥, ≤) = fP ∧m , i.e. (fP ∧i , Ti ) is a (sub, super) martingale. Proof: We begin by proving the theorem for martingales. From (4.7) and the definition of P ∧ n we have that fP ∧n = (I − Pn−1 )fn +



n−1 X



(Pi − Pi−1 )fi .



(4.11)



i=1



Thus, as Tm is linear and m ≤ n, (4.11) gives Tm fP ∧n = Tm (I − Pn−1 )fn +



m X



n−1 X



Tm (Pi − Pi−1 )fi +



i=1



Tm (Pj − Pj−1 )fi . (4.12)



j=m+1



In (4.12), as i ≤ m, it follows that Tm fi = fi and Tm (Pi − Pi−1 ) = (Pi − Pi−1 )Tm giving m X



Tm (Pi − Pi−1 )fi =



i=1



m X



(Pi − Pi−1 )Tm fi =



i=1



m X



(Pi − Pi−1 )fi .



(4.13)



i=1



Using the fact that n − 1 ≥ j ≥ m + 1 in (4.12), we have that Tj fn = fj and Tm Tj = Tm . Also noting that j, j − 1 ≤ j, we have Tm (Pj − Pj−1 )fj = Tm (Pj − Pj−1 )Tj fn = Tm Tj (Pj − Pj−1 )fn = Tm (Pj − Pj−1 )fn . Thus n−1 X



Tm (Pj − Pj−1 )fi =



j=m+1



n−1 X



Tm (Pj − Pj−1 )fn = Tm (Pn−1 − Pm )fn .



j=m+1



Substituting (4.13) and (4.14) back into (4.12) we obtain Tm fP ∧n



m X = Tm (I − Pn−1 )fn + Tm (Pn−1 − Pm )fn + (Pi − Pi−1 )fi i=1 m X = Tm (I − Pm )fn + (Pi − Pi−1 )fi . i=1



(4.14)



4.4. OPTIONAL STOPPING THEOREMS



47



Applying the martingale property Tm fn = fm now results in Tm fP ∧n = (I − Pm )Tm fn +



m X



(Pi − Pi−1 )fi = (I − Pm )fm +



i=1



m X



(Pi − Pi−1 )fi



i=1



and cancelling common terms Tm fP ∧n = (I − Pm−1 )fm +



m−1 X



(Pi − Pi−1 )fi = fP ∧m .



i=1



We now consider the sub (super) martingale case. Using the notation of Theorem 4.3 we decompose (fi ) as fi = Mi + Ai where (Mi , Ti ) is a martingale and (Ai ) is an increasing (decreasing) family with Ai+1 ∈ R(Ti ) for all i ∈ N. From the martingale case of the theorem Tm MP ∧n = MP ∧m .



(4.15)



While from Lemma 4.9, as P ∧ n ≥ P ∧ m, it follows that AP ∧n ≥ (≤)AP ∧m . Thus Tm (AP ∧n ) ≥ (≤)Tm (AP ∧m ). But AP ∧m = (I − Pm−1 )



m−1 X



Tj (fj+1 − fj ) +



j=1



m−1 X



i−1 X



i=1



j=1



(Pi − Pi−1 )



Tj (fj+1 − fj ) ∈ R(Tm−1 )



and so Tm (AP ∧n ) ≥ (≤)Tm (AP ∧m ) = AP ∧m .



(4.16)



Combining (4.15) and (4.16) we obtain Tm (fP ∧n ) = Tm (MP ∧n + AP ∧n ) ≥ (≤)MP ∧m + AP ∧m = fP ∧m . Hunt’s Theorem [92, page 31] says that if (fi , Fi ) is a (sub, super) martingale and τ ≤ σ are stopping times adapted to the filtration (Fi ), then fτ (≤, ≥) = E[fσ |Fτ ] or equivalently that the family (fτ , Fτ ) is a (sub, super) martingale indexed by the partial ordered set of stopping times adapted to the filtration (Fi ). We now show that this theorem can be extended to the context of stopping times on Riesz spaces. Theorem 4.11 Hunt’s Optional Stopping Theorem Let E be a Riesz space with weak order unit, (fi , Ti )i∈N a (sub, super) martingale on E and S ≤ P bounded stopping times adapted to the filtration (Ti ), then TS fP (≥, ≤ ) = fS . I.e. (fP , TP ) is a (sub, super) martingale over the family of all stopping times adapted to the filtration (TP ) and indexed by the partially ordered set of all bounded stopping times adapted to (Ti ).
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Proof: We begin by proving the theorem for martingales. Let n be a bound for both of the stopping times S and P . From the definitions of TS and fP , and the commutation of Sj − Sj−1 and Tj we have " n # n n X n X X X TS fP = (Sj − Sj−1 )Tj (Pi − Pi−1 )fi = Tj (Sj − Sj−1 )(Pi − Pi−1 )fi . j=1



i=1



i=1 j=1



This with (4.10) enables us to deduce that TS fP =



n X i X



Tj (Sj − Sj−1 )(Pi − Pi−1 )fi =



i=1 j=1



n X i X



(Sj − Sj−1 )Tj (Pi − Pi−1 )fi .



i=1 j=1



As (fi , Ti ) is a martingale, fi = Ti fn and Tj Ti = Tj for j ≤ i. Together with the commutation of Ti and Pi − Pi−1 this gives, for j ≤ i, that Tj (Pi − Pi−1 )fi = Tj (Pi − Pi−1 )Ti fn = Tj Ti (Pi − Pi−1 )fn = Tj (Pi − Pi−1 )fn . Using, again, the commutation of Sj − Sj−1 and Tj and (4.10) we have TS fP



n X i X = (Sj − Sj−1 )Tj (Pi − Pi−1 )fn i=1 j=1



=



n X i X



Tj (Sj − Sj−1 )(Pi − Pi−1 )fn



i=1 j=1



=



n X n X



Tj (Sj − Sj−1 )(Pi − Pi−1 )fn



i=1 j=1 n n X X = (Sj − Sj−1 )Tj (Pi − Pi−1 )fn . j=1



i=1



Pn



But i=1 (Pi − Pi−1 ) = I which along with the martingale property allows us to conclude n n X X TS fP = (Sj − Sj−1 )Tj fn = (Sj − Sj−1 )fj = fS . j=1



j=1



This concludes the proof for martingales. We now proceed to prove the theorem for sub (super) martingales. Let (Ai ) and (Mi ) be as defined in Theorem 4.3. As Ai+1 ∈ R(Ti ), it follows that AS ∈ R(TS ). But from Lemma 4.9, as S ≤ P , we have AS ≤ (≥)AP and thus TS AP ≥ (≤)TS AS = AS .



(4.17)



As (Mi , Ti ) is a martingale, the martingale case of the theorem gives that TS MP = MS . Combining (4.17) and (4.18) we obtain TS fP = TS (MP ) + TS (AP ) ≥ (≤)MS + AS = fS .



(4.18)



4.5. RIESZ SPACES WITH EXPECTATION OPERATORS



4.5
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Riesz spaces with expectation operators



We recall from [53] that if E is a Riesz space with weak order unit, then a filtration is a family of conditional expectations operators (Ti ) with Ti Tj = Tj Ti = Ti , for all j ≥ i. It follows easily from the definition of a filtration that if (Ti ) is a filtration, then there is a weak order unit e ∈ E that is invariant under Ti for all i ∈ N. Definition 4.12 Let E be a Dedekind complete Riesz space with weak order unit and having expectation operator T. The filtration (Ti ) and the expectation T are compatible if Ti T = T = TTi , for all i ∈ N. The following result shows that the existence of a filtration compatible expectation operator on E imposes an additional constraint on E. Proposition 4.13 Let E be a Dedekind complete Riesz space with an order unit and (Ti ) a filtration on E. There exists a non-zero expectation operator on E compatible with (Ti ) if and only if the set of order continuous linear functionals on E has non-zero elements. Proof: If there exists a non-zero expectation operator on E, then, as remarked before, the expectation operator is of the form ν ∗ ⊗ e and ν ∗ is a non-zero order continuous linear functional on E. Conversely, let (Ti ) be a filtration and e a weak order unit that is invariant under Ti for all i ∈ N. If there is a positive order continuous linear functional ν ∗ on E with ν ∗ (e) = 1, then setting µ∗ (f ) = ν ∗ (T1 (f )), we obtain that T(f ) = µ∗ (f )e is an expectation operator that commutes with Ti for all i ∈ N. In particular TTi (f ) = ν ∗ (T1 Ti (f ))e = ν ∗ (T1 (f ))e = T(f ) and Ti T(f ) = µ∗ (f )Ti (e) = µ∗ (f )e = T(f ). On a Riesz space with expectation operator compatible with the filtration of the stochastic process being considered, the process can be realized on a classical probability space by factoring out the absolute kernel of the expectation, as shown below. Theorem 4.14 Let E be a Dedekind complete Riesz space with a weak order unit and T0 be an expectation operator compatible with the filtration (Ti ) on E. Then there exist a probability space (Ω, Σ, P ), a Riesz homomorphism q : E → L1 (Ω, Σ, P ) with
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dense range and for each i ∈ N ∪ {0} a map T i : L1 (Ω, Σ, P ) → L1 (Ω, Σ, P ) for which T i ◦ q = q ◦ Ti and (T i ) is a filtration on L1 (Ω, Σ, P ) in the classical setting of probability spaces. Here Z T 0f =



f dP. Ω



Proof: Let E be a Dedekind complete Riesz space with a weak order unit e, (Ti )∞ i=1 a ∞ filtration on E and T0 an expectation operator compatible with (Ti )i=1 . Let T0 = ν ∗ ⊗e be a representation of T0 where ν ∗ is an order continuous linear functional on E and e a weak order unit of E. Using the compatiblity of T0 with (Ti ), it is readily verified that Ti (e) = e for all i = 0, 1, 2.... If Q denotes the projection onto the carrier band C(ν ∗ ), then the compatibility of ∞ T0 with (Ti )∞ i=1 shows that (Ti )i=0 is a filtration and Q commutes with all the Ti ∗ for i = 1, 2, . . . , so that C(ν ) is Ti -invariant for all i. Under identification, the quotient map q : E → E/N (ν ∗ ) is Q : E → C(ν ∗ ) and the maps T˜i induced by Ti on the quotient are simply their restrictions to C(ν ∗ ). It is easily verified that ∗ (T˜i )∞ i=1 is a filtration on E/N (ν ). Also, since each Ti commutes with T0 , we get ν ∗ (Ti x)e = ν ∗ (x)e for all x ∈ E and ν ∗ (Ti (e)) = ν ∗ (e) = 1 for all i ∈ N. Hence, kTi k = sup{ν ∗ (Ti x) | x ≥ 0 and ν ∗ (x) ≤ 1} = 1. Thus each Ti can be extended by continuity to the norm completion of E/N (ν ∗ ), which is Riesz and isometrically isomorphic to L1 (Ω, Σ, P ), where (Ω, Σ, P ) a probability space; i.e., for each i ∈ N there exists a unique continous map T i : L1 (Ω, Σ, P ) → L1 (Ω, Σ, P ) such that T i ◦ q = q ◦ Ti and (T i ) is a filtration on L1 (Ω, Σ, P ). If we set T i = E[·|Fi ], where (Fi ) is the filtration with Fi = { A ⊂ Ω | χA ∈ R(T i ) }, then by Proposition 2.1, (T i ) is a filtration in the classical setting on L1 (Ω, Σ, P ), where (Ω, Σ, P ) a probability space. Let E be a Dedekind complete Riesz space with a weak order unit and T0 = ν ∗ ⊗ e be an expectation operator compatible with the filtration (Ti ) on E. If (Pi ) is a stopping time adapted to (Ti ), it follows that the induced maps P˜i on E/N (ν ∗ ) is a stopping time adapted to the filtration (T˜i ) on E/N (ν ∗ ) which is induced by the filtration (Ti ). Furthermore, if we set ∞ X ν= (I − P˜i )q(e), i=0



then it can be readily verified that ν is a stopping time adapted to the filtration (Fi ). Hence we have proved the following theorem.
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Theorem 4.15 Let E be a Dedekind complete Riesz space with a weak order unit. Let T0 = ν ∗ ⊗ e be an expectation operator compatible with the filtration (Ti ) on E and (Pi ) a stopping time adapted to this filtration. Then the induced maps P˜i : E/N (ν ∗ ) → E/N (ν ∗ ) for which P˜i ◦ q = q ◦ Pi is a stopping time (P˜i ) with respect to the filtration (T˜i ) on E/N (ν ∗ ) in the classical setting of probability spaces.
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Chapter 5 The Upcrossing Theorem 5.1



Introduction



The contents of this chapter are taken from [52] and are repeated here as they form an essential part of the foundations for the remainder of this thesis. Let (Fi ) be a filtration on the probability space (Ω, Σ, P ) and (fi , Fi ) be a sub (super) martingale. For a < b and N ∈ N we denote by UN (a, b)(x) the number of upcrossings of the sequence (fi (x)) across the interval [a, b] up to time N for each x ∈ Ω. The classical upcrossing theorem gives (b − a)E[UN (a, b)] ≤ E[(fN − a)+ ] (resp. E[(fN − b)− ]). A simple generalization of this classical result is give as follows. For g, f ∈ L1 (Ω, F1 , P ) with g(x) ≤ f (x) a.e. we denote by UN (g, f )(x) the upcrossing count of the sequence (fi (x)) across the interval [g(x), f (x)] up to time N for each x ∈ Ω. E[(f − g)UN (g, f )] ≤ E[(fN − g)+ ] (resp. E[(fN − f )− ]). If we denote by YN (g, f )(x) := [f (x) − g(x)]UN (g, f ) the upcrossing yield of the process (fi ) up to time N , then E[(f − g)UN (g, f )|F1 ] ≤ E[(fN − g)+ |F1 ] (resp. E[(fN − f )− |F1 ]). We generalizes these results to the Riesz space setting in this chapter.



5.2



Construction of Stopping Times



We now inductively apply the above reasoning to build stopping times. 53
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Theorem 5.1 Let (Ti ) be a filtration on a Dedekind complete Riesz space, E, with weak order unit and let (fi ) be an increasing sequence in E with fi ∈ R(Ti ) for all i ∈ N. Then Pf := (Pfi+ ) is a stopping time adapted to the filtration (Ti ), where Pfi+ denotes the projection onto the band Bfi+ . Proof: From Theorem 2.6, Ti Pfi+ = Pfi+ Ti , for j ≥ i, and as fi+ ∈ R(Tj ), we have Tj Pfi+ = Pfi+ Tj . Also, fj+ ≥ fi+ and thus Bfi+ ⊂ Bfj+ from which it follows that Pfj+ Pfi+ = Pfi+ = Pfi+ Pfj+ . The following theorem, which is a direct consequence of Theorem 5.1, gives that if (fi ) a sequence in E with fi ∈ R(Ti ) for all i ∈ N, where (Ti ) is a filtration on E, then there exists a stopping time P adapted to (Ti ) with the property that g ∈ R(Pi ) if and only if g is in the band in E generated by f1+ ∨ ... ∨ fi+ . In applications this type of stopping time is of critical importance: for example, let (Ω, F, µ) be a probability space and E = L1 (Ω, F, µ). The stopping time P corresponds to the stopping time τ : Ω → N ∪ {∞}, defined by  ∞, fi (x) ≤ 0 for all i ∈ N τ (x) = , min{i | fi (x) > 0}, fj (x) > 0 for at least one j ∈ N which gives the least i for which fi (x) is positive. Corollary 5.2 Let (Ti ) be a filtration on a Dedekind complete Riesz space, E, with weak order unit and let (fi ) be a sequence in E with fi ∈ R(Ti ) for allWi ∈ N. Then P := (Pgi ) is a stopping time adapted to the filtration (Ti ), where gi = ij=1 fj+ . We can now deduce a relation between orderings on the sequences (fi ) and the orderings of the stopping times they generate. Definition 5.3 Let F and G be stopping times adapted to the filtration (Ti ). We say G ≤ F if Fi ≤ Gi for all i ∈ N. Lemma 5.4 Let (Ti ) be a filtration on a Dedekind complete Riesz space, E, with weak order unit. Let (fi ) and (gi ) be increasing sequences in E with fi , gi ∈ R(Ti ) and 0 ≤ fi ≤ gi , for all i ∈ N. Then, as stopping times, G ≤ F where F = (Pfi ) and G = (Pgi ). Proof: Let q ∈ E + , then q ∧ nfi ≤ q ∧ ngi . Taking suprema over n we thus obtain that Pfi q ≤ Pgi q. Hence G ≤ F . To conclude this section with the Riesz space analogue of the classical result that if (fi , Fi ) is a sub (super) martingale, then ((fi − a)+(−) , Fi ) is a positive sub martingale for each a ∈ R.
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Theorem 5.5 Let (fi , Ti ) be a sub (super) martingale on the Riesz space E with weak order unit. Then ((fi − g)+(−) , Ti ) is a sub martingale on E for each g ∈ R(T1 ). Proof: As R(Ti ) is a Riesz space in its own right, it follows that (fi − g)+(−) ∈ R(Ti ), hence it remains only to verify the sub martingale inequality. From the assumption that (fi , Ti ) is a sub (super) martingale and that g ∈ R(T1 ) ⊂ R(Ti ) for all i, it follows that (fi − g, Ti ) is a sub (super) martingale and thus that for all i ≤ j, (fi − g) ≤ (≥) Ti (fj − g).



(5.1)



But fj − g ≤ (fj − g)+ (respectively g − fj ≤ (fj − g)− ) and Ti is a positive map, hence Ti (fj − g) ≤ Ti ((fj − g)+ ) (respectively Ti (g − fj ) ≤ Ti ((fj − g)− )). Combining this with the fact that Ti ((fj − g)± ) ≥ 0 we have (Ti (fj − g))+(−) ≤ Ti ((fj − g)+(−) ).



(5.2)



Together (5.1) and (5.2) give (fi − g)+(−) ≤ Ti ((fj − g)+(−) ).



5.3



Upcrossing Theorem



This concept of upcrossing yield can be naturally extended to Riesz space stochastic processes as below. Definition 5.6 Let g ≤ f be elements of a Riesz space E and let (fi ) ⊂ E. We define the upcrossing yield of the sequence (fi ) across the order interval [g, f ] to be YN (g, f ) =



N X



QiN (f − g)



i=1 1 Wn where S0m = 0 = Qm 0 , Sn = P i=1 (g−fi )+ and



Qm n



=



Snm+1 =



n X j=2 n X



m m − Sj−2 ) PWni=j (fi −f )+ (Sj−1



m PWni=j (g−fi )+ (Qm j−1 − Qj−2 ).



j=2



m+1 We note that Sim ≥ Qm for all i ∈ N and thus S m ≤ Qm ≤ S m+1 . In i ≥ Si particular



Sim − Qm i ≥ 0



(5.3)
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for all i ∈ N. The following theorem provides a Riesz space analogue to the upcrossing theorem of probability spaces, see [92]. Theorem 5.7 Upcrossing Theorem Let (fi , Ti ) be a sub (super) martingale in a Riesz space E with weak order unit and let g, f ∈ R(T1 ) with g ≤ f . Define the upcrossing yield of (fi , Ti ) across the order interval [g, f ] to be N X YN (g, f ) = QiN (f − g) i=1



where



S0m



=0=



Qm 0 ,



Sn1



=P



Qm n



Wn



i=1 (g−fi )



=



n X



+



and



m m ) − Sj−2 PWni=j (fi −f )+ (Sj−1



j=2



Snm+1 =



n X



m PWni=j (g−fi )+ (Qm j−1 − Qj−2 ).



j=2



Then T1 YN (g, f ) ≤ T1 (fN − g)+ (resp. T1 (fN − f )− ). Proof: In the proof we use the notation introduced in the definition of the upcrossing yield. Let N ∈ N be fixed through out the proof. Let hi = (fi − g)+ , then (hi , Ti ) is a sub martingale and as S n+1 ≥ Qn we have that S n+1 ∧ N ≥ Qn ∧ N . Thus from Theorem 4.11, hQn ∧N ≤ TQn ∧N (hS n+1 ∧N ). Consequently 0 ≤ TQn ∧N (hS n+1 ∧N − hQn ∧N ), and as T1 TQn ∧N = T1 we have that 0 ≤ T1 (hS n+1 ∧N − hQn ∧N ). Thus # " N N −1 X X T1 [hQn ∧N − hS n ∧N ] = T1 [hQN ∧N − hS 1 ∧N ] + T1 [hQn ∧N − hS n+1 ∧N ] n=1



n=1



≤ T1 [hQN ∧N − hS 1 ∧N ].



(5.4)







I, i ≥ N and hence the stopped 0, i ≤ N − 1 ≥ 0, thus (5.4) can be refined to #



N



Direct calculation shows that (Q ∧ N )i =



process hQN ∧N = hN . Also hS 1 ∧N " N X T1 [hQn ∧N − hS n ∧N ] ≤ T1 hN .



(5.5)



n=1



From the definition of Sin and the facts that for fixed n, Qni is an increasing family of positive projections, n Si+1 − Sin = P(fi+1 −g)− (Qni − Qni−1 )
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+



i h X



57 i PWi+1 (fk −g)− − PWik=j (fk −g)− (Qnj−1 − Qnj−2 ) k=j



j=2



≤ P(fi+1 −g)− . n ≥ Sin , we have Thus as hi+1 ≥ 0 and Si+1 n 0 ≤ (Si+1 − Sin )hi+1 ≤ P(fi+1 −g)− hi+1



and the definition of hi+1 gives 0 = P(fi+1 −g)− (fi+1 − g)+ = P(fi+1 −g)− hi+1 . Hence n − Sin )hi+1 = 0. (Si+1



(5.6)



Proceeding in a similar manner we obtain that 0 ≤ Qni+1 − Qni ≤ P(fi+1 −f )+ which when applied to (fi+1 − f )− gives 0 ≤ (Qni+1 − Qni )(fi+1 − f )− ≤ P(fi+1 −f )+ (fi+1 − f )− = 0 and thus proving that 0 = (Qni+1 − Qni )(fi+1 − f )− .



(5.7)



As a consequence of (5.7), 0 ≤ (Qni+1 − Qni )(fi+1 − f )+ = (Qni+1 − Qni )(fi+1 − f ) from which it follows that (Qni+1 −Qni )(f −g) ≤ (Qni+1 −Qni )(fi+1 −g). This inequality along with 0 ≤ (Qni+1 − Qni )(fi+1 − g)− yields (Qni+1 − Qni )hi+1 ≥ (Qni+1 − Qni )(f − g).



(5.8)



Combining (5.6) and (5.8) yields n [(Qni+1 − Qni ) − (Si+1 − Sin )]hi+1 ≥ (Qni+1 − Qni )(f − g).



(5.9)



Summing over i = 0, ..., N − 1 in (5.9) gives N X



n [(Qni − Qni−1 ) − (Sin − Si−1 )]hi ≥ QnN (f − g)



i=1



Qn0



S0n .



n n as =0= Adding [(I − QnN ) − (I − SN )]hN = (SN − QnN )hN to both sides of the above equation we have n − QnN )hN + QnN (f − g), hQn ∧N − hS n ∧N ≥ (SN



which by (5.3) gives hQn ∧N − hS n ∧N ≥ QnN (f − g). Summing over n = 1, ..., N yields N X [hQn ∧N − hS n ∧N ] ≥ YN (g, f ). n=1



Applying T1 to (5.10) and using (5.5) we have T1 hN ≥ T1 YN (g, f ).



(5.10)
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Chapter 6 Martingale Convergence 6.1



Introduction



Martingale convergence theorems, apart from being of interest when posed on probability spaces, see for example [81, page 147], yield information about the underlying space on which the martingale is defined. Martingale and amart convergence have been shown to be intrinsically linked with the Radon-Nikod´ ym property for Banach spaces and Banach lattices, [28, pages 198-218], [29] and [23]. Here we explore martingale convergence on a Riesz spaces with weak order unit and the space of order convergent martingales on such a space. A consequence of this convergence theorem is that a Riesz-Krickeberg decomposition can be given for order convergent (sub) martingales on Riesz spaces. This decomposition has the notable feature that it gives the minimal martingale above the positive part of the given (sub) martingale. The minimality yields a natural ordered lattice structure on the space of convergent martingales making this space into a Dedekind complete Riesz space in its own right. Finally we show that the Riesz space of convergent martingales is Riesz isomorphic to the order closure of the union of the ranges of the conditional expectations in the filtration. Consequently we can characterize the space of convergent martingales both in Riesz spaces and in the setting of probability spaces.



6.2



Preliminaries



The following lemma shows that if a sequence in a Dedekind complete Riesz space with weak order unit has distinct limes supremum and limes infimum then the sequence must oscillate an infinite number of times. The sense in which the sequence has this behaviour is also made more precise in the lemma. 59
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Lemma 6.1 Let (fn )n∈N be a sequence in a Dedekind complete Riesz space E with weak order unit e. If q ∈ N and M := lim sup ((qe ∧ fj ) ∨ −qe) > lim inf ((qe ∧ fj ) ∨ −qe) =: m j→∞



j→∞



let −q < s < t < q be such that h := (M − te)+ ∧ (se − m)+ > 0. Then the following limits exist and Ph ≤ lim Srp ,



(6.1)



Ph ≤ lim Qpr ,



(6.2)



r→∞



r→∞



for p ∈ N, where Skp = 0 = Qpk ,



1 > k,



and for k ≥ 1, Sk1 = PWk



+ i=1 (se−fi )



Qpk



=



k X



,



PW k



p p − Sj−2 ), (Sj−1



PW k



(Qpj−1 − Qpj−2 ).



+ i=j (fi −te)



j=2



Skp+1 =



k X



+ i=j (se−fi )



j=2



Proof: The existence of the limits in (6.1) and (6.2) follows from the observation that (Sjp )j and (Qpj )j are increasing sequences of band projections on E. Also note that _ hk := [se − ((qe ∧ fi ) ∨ −qe)]+ ≥ h, i≥k



Hk :=



_



[((qe ∧ fi ) ∨ −qe) − te]+ ≥ h,



i≥k



for k ∈ N. Here the sequence (Hk ) and (hk ) are decreasing sequences with Hk → (M − te)+ and hk → (se − m)+ as k → ∞. The remainder of the proof is carried out in three inductive steps. Step I We prove that lim Sj1 ≥ Ph . j→∞



Here lim



j→∞



Sj1



=



∞ X



(Sj1



−



1 Sj−1 )



∞ X = (PWj



+ i=1 (se−fi )



j=1



− PWj−1 (se−fi )+ ) i=1



j=1



=



lim PWj



j→∞



+ i=1 (se−fi )



= Ph1 ≥ Ph .
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Step II Assuming lim Sjp ≥ Ph , we prove that lim Qpj ≥ Ph . j→∞



j→∞



Here lim



r→∞



= =



Qpr



∞ X = (Qpr − Qpr−1 )



∞ X



" r X



r=1 p PWri=j (fi −te)+ (Sj−1



−



p Sj−2 )



−



r=1 j=2 ∞ X r X



r−1 X



# p PWr−1 + (Sj−1 i=j (fi −te)



−



p Sj−2 )



j=2



p p [PWri=j (fi −te)+ − PWr−1 + ](Sj−1 − Sj−2 ) i=j (fi −te)



r=2 j=2



since PWr−1 + = 0. As all terms in the above summation are non-negative, the i=r (fi −te) summation can be reordered to give



lim



r→∞



Qpr



∞ X



=



" p (Sj−1



−



p Sj−2 )



j=2 ∞ X



∞ X



# (PWri=j (fi −te)+ − PWr−1 +) i=j (fi −te)



r=j



p p (Sj−1 − Sj−2 )PHj



= ≥



j=2 ∞ X



p p (Sj−1 − Sj−2 )Ph



j=2



lim Sjp Ph ,



=



j→∞



which by the assumptions of this step gives lim Qpr ≥ Ph . r→∞



Step III Assuming lim Qpj ≥ Ph , we prove that lim Sjp+1 ≥ Ph . j→∞



j→∞



The proceedure followed for this step is similar to that for Step II, but is included for completeness. Here lim



r→∞



= =



Srp+1 =



∞ X



p+1 ) (Srp+1 − Sr−1



r=1



" r ∞ X X r=1 j=2 ∞ X r X



PWri=j (se−fi )+ (Qpj−1 − Qpj−2 ) −



r−1 X



# p p PWr−1 + (Qj−1 − Qj−2 ) i=j (se−fi )



j=2



p p [PWri=j (se−fi )+ − PWr−1 + ](Qj−1 − Qj−2 ) i=j (se−fi )



r=2 j=2



62



CHAPTER 6. MARTINGALE CONVERGENCE



since PWr−1 + = 0. As all terms in the above summation are non-negative, the i=r (se−fi ) summation can be reordered to give " # ∞ ∞ X X p p p+1 lim Sr = (Qj−1 − Qj−2 ) (PWri=j (se−fi )+ − PWr−1 +) i=j (se−fi ) r→∞



= ≥



j=2 ∞ X j=2 ∞ X



r=j



(Qpj−1 − Qpj−2 )Phj (Qpj−1 − Qpj−2 )Ph



j=2



=



lim Qpj Ph ,



j→∞



which by the assumptions of this step gives lim Srp+1 ≥ Ph . r→∞



6.3



Martingale Convergence



In L1 the upcrossing theorem is the fundamental result used to prove martingale convergence. Similarly, it can be used to give a martingale convergence theorem on Riesz spaces without assuming the presence of an expectation operator or a norm. There are deep connections between the convergent martingales and martingales generated by a single element which are explored in the next section. Prior to proving martingale convergence theorems, we give a lemma which forms the core idea of all the convergence theorems. Lemma 6.2 Local Convergence Let (fi , Ti ) be a sub (or super) martingale in a Dedekind complete Riesz space E with weak order unit and in which the operators Ti , i ∈ N, are strictly positive. If there exists g ∈ E + such that T1 |fi | ≤ g for all i ∈ N, then, for each n ∈ N, (ne∧fi ∨(−ne)) is order convergent and the order limit Fn ∈ E is given by lim sup ((ne ∧ fi ) ∨ (−ne)) = Fn = lim inf ((ne ∧ fi ) ∨ (−ne)). i→∞



i→∞



Proof: Let n ∈ N then ne ≥ lim sup ((ne ∧ fi ) ∨ (−ne)) ≥ lim inf ((ne ∧ fi ) ∨ (−ne)) ≥ −ne. i→∞



i→∞



We show that M := lim sup ((ne ∧ fi ) ∨ (−ne)) = lim inf ((ne ∧ fi ) ∨ (−ne)) =: m. i→∞



i→∞
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Suppose this equality is false, then M > m, and by Lemma 3.2 there are s, t ∈ R with −n < s < t < n such that h := (M − te)+ ∧ (se − m)+ > 0. Let Ph denote the band projection onto the band generated by h. We now consider the upcrossing of the sequence (fj ) across the order interval [se, te]. By Lemma 6.1, in the notation of this lemma and the upcrossing theorem, Theorem 5.7, _ for all N ∈ N. QN j (e) ≥ Ph (e), j



Thus  1 HN := ∨i (t − s)Ph (e) ∧ Yi (se, te) = (t − s)Ph (e) > 0, N 



for all N ∈ N.



From the upcrossing theorem, Theorem 5.7, T1 Yi (se, te) ≤ T1 |fi | ≤ g. Now as



1 Yi (se, te) N is an increasing sequence (with respect to i) bounded above by (t − s)Ph (e) it follows that   1 ∨i T1 (t − s)Ph (e) ∧ Yi (se, te) = T1 HN . N Thus   g 1 0 < (t − s)T1 Ph (e) = T1 HN = ∨i T1 (t − s)Ph (e) ∧ Yi (se, te) ≤ N N (t − s)Ph (e) ∧



for all N ∈ N, which is not possible as E is an Archimedian Riesz space. Hence proving that lim sup ((ne ∧ fi ) ∨ (−ne)) = lim inf ((ne ∧ fi ) ∨ (−ne)) i→∞



i→∞



for all n ∈ N. Using the above lemma, we prove a martingale convergence theorem for order bounded martingales. Theorem 6.3 Martingale Convergence - Bounded Let (fi , Ti ) be a sub (or super) martingale in a Dedekind complete Riesz space E with weak order unit and in which the operators Ti , i ∈ N are strictly positive. If there exists g ∈ E + such that |fi | ≤ g for all i ∈ N, then (fi ) is order convergent and the order limit f∞ ∈ E is given by lim sup fi = f∞ = lim inf fi .
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Proof: By Lemma 6.2 we have that for each n ∈ N, (ne∧fi ∨(−ne)) is order convergent and the order limit Fn ∈ E is given by lim sup(ne ∧ fi ∨ (−ne)) = Fn = lim inf (ne ∧ fi ∨ (−ne)). i



i



It should be noted that |Fn | is an increasing sequence in E. Observe that |ne ∧ fi ∨ (−ne)| ≤ |fi | ≤ g and hence that |Fn | ≤ g for all n ∈ N. Thus |Fn | ↑ F for some F in E. In particular this gives that lim(|fi | ∧ ne) ≤ F i



for all n ∈ N. Thus F S := lim sup fi and F I := lim inf fi exists. But from Lemma 6.2 ne∧F S ∨(−ne) = lim sup(ne∧fi ∨(−ne)) = lim inf (ne∧fi ∨(−ne)) = ne∧F I ∨(−ne) i



i



for all n ∈ N. Now taking order limits and noting that the terms in the above equation are bounded by ±g it follows that F S = F I . As the reader may note, the above theorem falls short of being an analogue of the classical Doob martingale convergence theorem in that it requires order boundedness as opposed to T1 -order boundedness. This, as shown below, can be rectified by requiring in addition that E be a T1 -universally complete Riesz space. An example is given at the end of the chapter illustrating the need for this additional assumption. Definition 6.4 Let E be a Dedekind complete Riesz space and T a strictly positive conditional expectation on E. The space E is universally complete with respect to T if for each increasing net (fα ) in E + with (T fα ) order bounded, we have that (fα ) is order convergent. If E is a Dedekind complete Riesz space E and T1 is a conditional expectation on ˜ In the terminology of Chapter 3, the E, then E has a T1 -universal completion, E. T1 -universal completion of E is the natural domain of T1 in the universal completion, E u , of E, see [40] for the case of measure spaces. We give a brief outline of the construction here. Let E u denote the universal completion of E, see [40, 72, 102] for details. Define E˜ := D(τ ) − D(τ ) where D(τ ) = {x ∈ E+u |∃(xα ) ⊂ E+ , xα ↑ x, (T1 xα ) order bounded in E u }. Then E˜ is a Dedekind complete Riesz space, in which E is an order dense Riesz ideal. The extension, T˜1 , of T1 to E˜ is given by T˜1 (x) = τ (x+ ) − τ (x− ). Here τ (x) = supα T1 (xα ) for x ∈ D(τ ) where (xα ) ⊂ E+ with xα ↑ x and (T1 α) order bounded in E u . In Chapter 3, it was shown that T˜1 is a conditional expectation and that if (Ti ) is a filtration on E then the extension, T˜i , of Ti to E˜ is a conditional ˜ It is easily verified that if T1 expectation on E˜ for each i and (T˜i ) is a filtration on E.
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is strictly positive on E then T˜1 is on strictly positive on E˜ and E˜ is T˜1 -universally complete. For T1 -universally complete Riesz spaces we have the following refinement of Theorem 6.3, a direct analogue of the convergence theorem of Doob for L1 spaces. Theorem 6.5 Martingale Convergence - Universally Complete Let (fi , Ti ) be a sub (or super) martingale in a Dedekind complete, T1 -universally complete Riesz space E with weak order unit and in which the operators T1 is strictly positive. If there exists g ∈ E + such that T1 |fi | ≤ g for all i ∈ N, then (fi ) is order convergent and the order limit f∞ ∈ E is given by lim sup fi = f∞ = lim inf fi . Proof: By Lemma 6.2 we have that for each n ∈ N, (ne∧fi ∨(−ne)) is order convergent and the order limit Fn ∈ E is given by lim sup(ne ∧ fi ∨ (−ne)) = Fn = lim inf (ne ∧ fi ∨ (−ne)). i



i



It should be noted that |Fn | is an increasing sequence in E. Observe that |ne ∧ fi ∨ (−ne)| ≤ |fi | and hence that T1 |ne ∧ fi ∨ (−ne)| ≤ T1 |fi | ≤ g. The order continuity of T1 now gives that T1 |Fn | ≤ g for all n ∈ N. This along with E being T1 -universally complete gives that |Fn | ↑ F for some F in E. In particular this gives that lim(|fi | ∧ ne) ≤ F i



for all n ∈ N. In particular lim sup |fi | ≤ F making (fi , Ti ) an order bounded and thus an order convergent martingale.



6.4



The Krickeberg Decomposition



The Krickeberg decomposition forms the basis for the Riesz decomposition which enables one to consider the space of martingales as a Riesz space in its own right. We refer the reader to [51] for a study of lattice properties of the spaces of martingales on probability spaces. Given a stochastic basis, the following theorem generates from a suitably bounded submartingale the minimal martingale above the positive part of the submartingale. Theorem 6.6 Let E be a Dedekind complete Riesz space with weak order unit and (fi , Ti ) be an order-convergent (positive) submartingale in E converging to f∞ . Then
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(Ti f∞ , Ti ) is a (positive) martingale with fi ≤ Ti f∞ . Moreover this martingale is minimal in the sense that if (gi , Ti ) is a (positive) martingale with fi ≤ gi for all i ∈ N, then Ti f∞ ≤ gi for all i ∈ N. Proof: As (Ti ) is a filtration, it follows that (Ti f∞ , Ti ) is a (positive) martingale. But (fi , Ti ) is a submartingale and thus fi ≤ Ti fj for all j ≥ i. Now taking the order limit as j → ∞, as Ti is order continuous, gives fi ≤ Ti f∞ . To prove the minimality, let (gi , Ti ) be a (positive) martingale with fj ≤ gj for all j ∈ N. Thus Ti fj ≤ Ti gj = gi , for all j ≥ i, and taking the order limit as j → ∞ gives Ti f∞ ≤ gi . ± Remark If (fi , Ti ) is a martingale, then as fi± → f∞ it follows from Theorem 6.6 ± + that (Ti f∞ , Ti ) is the minimal positive martingale above (±fi , Ti ). Also fi = Ti (f∞ )− ± − Ti (f∞ ), thus making (Ti f∞ , Ti ) the positive and negative parts of (fi , Ti ) in the space of martingales, as we shall see below.



Corollary 6.7 Krickeberg Decomposition Let E be a Dedekind complete Riesz space with weak order unit and let (fi , Ti ) be an order-convergent submartingale in E. There exists a positive martingale (gi , Ti ) and a positive supermartingale (hi , Ti ) with fi = gi − hi for all i ∈ N. Proof: As fj+ = 0 ∨ fj the positivity of Ti gives that Ti fj+ ≥ Ti 0 ∨ Ti fj = (Ti fj )+ . But the submartingale property gives fi ≤ Ti fj for all j ≥ i. Hence Ti fj+ ≥ (Ti fj )+ ≥ fi+ . Thus (fi+ , Ti ) is a submartingale. Let (gi , Ti ) be the martingale generated by Theorem 6.6 applied to (fi+ , Ti ). Then fi+ ≤ gi giving that hi := gi − fi ≥ fi+ − fi = fi− ≥ 0 and as (fi , Ti ) is a submartingale and (gi , Ti ) a martingale it follows that (hi , Ti ) is a supermartingale. Using the Krickeberg decomposition, Corollary 6.7, each suitably bounded martingale can be decomposed into the difference of two positive martingales in a minimal manner, giving the so called Riesz decomposition of the martingale. Corollary 6.8 Riesz Decomposition Let (fi , Ti ) be an order-convergent martingale in E, a Dedekind complete Riesz space with weak order unit. There exist positive martingales (gi , Ti ) and (hi , Ti ) with fi = gi − hi for i ∈ N.



6.5



Spaces of Martingales



The following classes of martingales play a central role in the remainder of this chapter.
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Definition 6.9 Let E be a Dedekind complete Riesz space with weak order unit and let (Ti ) be a stochastic basis in E. Define the martingale generated by f ∈ E relative to the stochastic basis (Ti ) to be (Ti f, Ti ). Denote by M((Ti ), E) the real vector space of all martingales in E relative to the stochastic basis (Ti ). The following linear subspaces of M((Ti ), E) are defined by: (a) G((Ti ), E) the generated martingales, i.e. the class of all martingales of the form (Ti f, Ti ) with f ∈ E; (b) C((Ti ), E) the order convergent martingales, i.e. the class of martingales (fi , Ti ) where (fi ) is an order convergent sequence in E; (c) B((Ti ), E) the martingales with order bound from E + , i.e. the class of martingales (fi , Ti ) for which there exists g ∈ E + with |fi | ≤ g for all i ∈ N. It is easily shown that the above defined sets of martingales are ordered vector spaces with ordering defined by (fi , Ti ) ≤ (gi , Ti ) if and only if fi ≤ gi for all i ∈ N, and algebraic operations by α(fi , Ti ) = (αfi , Ti ) and (fi , Ti ) + (gi , Ti ) = (fi + gi , Ti ). From [69, Proposition 1.1.10] we have that C((Ti ), E) ⊂ B((Ti ), E). In particular Theorem 6.3 shows that C((Ti ), E) = B((Ti ), E). Corollary 6.10 Let E be a Dedekind complete Riesz space with weak order unit and stochastic basis (Ti ) with T1 stictly positive, then B((Ti ), E) = C((Ti ), E) ⊂ G((Ti ), E). Proof: The equality follows from Theorem 6.3. Let (fi , Ti ) ∈ C((Ti ), E). If (fi , Ti ) converges in order to f∞ , then as Ti is order continuous, fi = Ti fj →j Ti f∞ , for j ≥ i giving that fi = Ti f∞ . The two maps introduced below play a critical role in understanding the relationships between the classes of martingales introduced earlier. They also enable us to identify the class of order-convergent martingales with a Dedekind complete Riesz subspace of the Riesz space E. Definition 6.11 Define the maps L : C((Ti ), E) → ∪R(Ti ) and J : ∪R(Ti ) → G((Ti ), E) by setting L((fi , Ti )) equal to the order limit of the sequence (fi ) and J(f ) = (Ti f, Ti ), where ∪R(Ti ) is the order closure of ∪R(Ti ). Lemma 6.12 Let E be a Dedekind complete Riesz space with weak order unit and stochastic basis (Ti ) with T1 strictly positive. The maps L and J of Definition 6.11, are positive and order continuous on their respective domains.
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Proof: That J and L are positive linear maps follows directly from their definitions. It thus remains to show that they are order continuous. Suppose that (fα ) ⊂ ∪R(Ti ) and fα ↓ 0. Then as each Ti is order continuous we have that Ti fα ↓α 0 and consequently J(fα ) = (Ti fα , Ti ) ↓α (0, Ti ). We now note that if (gi , Ti ) ∈ C((Ti ), E) with gi → g then for j ≥ i we have gi = Ti gj →j Ti g. So without loss of generality we may assume that each (gi , Ti ) ∈ C((Ti ), E) is of the form (Ti g, Ti ) and has Ti g → g. Let {(Ti fα , Ti )}α be a decreasing net in C((Ti ), E)+ with (Ti fα , Ti ) ↓α (0, Ti ). In addition we assume that Ti fα →i fα . As Ti fα ≥ 0 it follows that fα ≥ 0 and as the net is decreasing, for α ≤ β we have Ti fα ≥ Ti fβ ↓i ↓i fα fβ +



ensuring that (fα ) is a decreasing net in ∪R(Ti ). Hence there exists f ∈ ∪R(Ti ) with fα ↓ f ≥ 0, the Dedekind comleteness of E has been used here. So from the order continuity of T1 , we have T1 fα ↓α T1 f and (Ti fα , Ti ) ↓α (0, Ti ) gives Ti fα ↓α 0. Consequently T1 f = 0 and f ≥ 0 along with the strictly positivity of T1 give f = 0.



Lemma 6.13 Let E be a Dedekind complete Riesz space with weak order unit and stochastic basis (Ti ) with T1 stictly positive, The maps L and J of Definition 6.11 are inverses in the sense that L◦J|R(L) = IR(L) and J ◦L = I. In addition ∪R(Ti ) ⊂ R(L). Proof: Let (Ti f, Ti ) ∈ C((Ti ), E) and without loss of generality assume Ti f → f . Then L(Ti f, Ti ) = f and JL(Ti f, Ti ) = J(f ) = (Ti f, Ti ). Thus J ◦ L = IC((Ti ),E) . Let f ∈ ∪R(Ti ) then J(f ) = (Ti f, Ti ) and we note that as f ∈ R(Tn ) for all n ≥ N for some N ∈ N it follows that Ti f = f for all i ≥ N . In particular Ti f → f , giving LJ(f ) = f . Thus L ◦ J = I on ∪R(Ti ) and as L ◦ J continuous on R(L) ⊂ ∪R(Ti ) and ∪R(Ti ) dense in ∪R(Ti ) it follows that L ◦ J = I on R(L). The care exercised in the above lemma is due to us not a priori knowing that J(∪R(Ti )) ⊂ C((Ti ), E). The following lemma uses the T1 -universal completion of E to deduce that J(∪R(Ti )) ⊂ C((Ti ), E), the remaining critical step in characterising the order convergent martingales. Lemma 6.14 Let E be a Dedekind complete Riesz space with weak order unit e, and let (Ti ) be a filtration on E with T1 strictly positive and T1 e = e, then J(∪R(Ti )) ⊂ C((Ti ), E).
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Proof: It is adequate to prove that if fα ↑ f ∈ ∪R(Ti ) where (fα ) ⊂ (∪R(Ti ))+ , then J(f ) ∈ C((Ti ), E). Here we note that LJg = g for each g ∈ ∪R(Ti ), as (Ti g, Ti ) is eventually constant for such g. Let E˜ denote the T1 -universal completion of E and T˜j the extension to E˜ of Tj . As proved in [55], E˜ is a Dedekind complete Riesz space with weak order unit in which E is an order dense ideal, and (T˜i ) is a filtration on E˜ with T˜1 strictly positive. Now T˜1 |Ti f | ≤ T˜1 T˜i |f | = T˜1 |f |, ˜ to say f˜. so by Theorem 6.5, (Ti f, T˜i ) is a convergent martingale in E, ˜ and J˜ the extensions of L and J to the E˜ setting then Hence if we denote by L ˜ E



˜ Jf ˜ = L(T ˜ i f, T˜i ) = lim Ti f = f˜. L i



By Lemma 6.13, ˜ Jf ˜ α = LJfα = fα ↑ f. L ˜ ◦ J˜ is order continuous on J˜−1 (C((T˜i ), E) ˜ giving that L ˜ Jf ˜ α↑L ˜ Jf ˜ = f˜. ConseBut L ˜ quently, f = f and Ti f → f in E. Lemma 6.15 Let E be a Dedekind complete Riesz space with weak order unit e, and let (Ti ) be a filtration on E with T1 strictly positive, then R(L) = ∪R(Ti ) and L ◦ J = I∪R(Ti ) . Proof: From Lemma 6.12, L ◦ J is order continuous on J −1 (C((Ti ), E), and in particular, by the above lemma, on ∪R(Ti ). Also L ◦ J is the identity map when restricted to ∪R(Ti ), which is order dense in ∪R(Ti ). Thus L ◦ J is the identity map when restricted to ∪R(Ti ). Consequently ∪R(Ti ) ⊂ R(L). But from the definition of L it follows that R(L) ⊂ ∪R(Ti ). The above lemmas combine to give the final characterisation of order convergent and order bounded martingales. Theorem 6.16 Let E be a Dedekind complete Riesz space with weak order unit e, and let (Ti ) be a filtration on E with T1 strictly positive, then B((Ti ), E) = C((Ti ), E) ≡ ∪R(Ti ). We conclude by giving an example which illustrates the need for the T1 -universal completion. Let ∞ X f= nI[2−n−1 ,2−n ) ∈ L1 (0, 1) n=0



70



CHAPTER 6. MARTINGALE CONVERGENCE



and set



n



Tn f =



2 X j=1



n



2 I[(j−1)2−n ,j2−n )



Z



j 2n



f dx, j−1 2n



where IA denotes the indicator function of the set A. Then (Ti f, Ti ) is a martingale in the Dedekind complete Riesz space L∞ (0, 1) but is not order convergent in spite of having T1 |fi | ≤ K1. However in the T1 -universal completion of the space, i.e. in L1 (0, 1), the martingale is order convergent to f .



Chapter 7 Reverse Martingales 7.1



Introduction



Reverse martingales play an important role in stochastic processes, in particular when considering Brownian motion, see for example [74, p. 19], and laws of large numbers, see [81, p. 150]. In this chapter we develop decomposition, upcrossing and convergence theorems for reverse martingales in the measure-free Riesz spaces setting. In particular the reverse martingales are shown to form a Riesz space homeomorphically Riesz-isomorphic to a Dedekind complete Riesz subspaces of the original space. Finally the convergent reverse martingales are characterized. Reverse filtrations, reverse adapted sequences and martingales on Riesz spaces with a weak order unit are defined as well as the space of reverse adapted sequences andi, its subspace, the reverse martingales. Analogues of the Krickeberg and Riesz decompositions are derived for reverse martingales in Section 7.3, see [28, 29, 51], for classical versions of these decompositions. The Riesz space of reverse martingales is shown to be homeomorphically Riesz-isomorphic to a Dedekind complete Riesz subspace of the original Riesz space. In Section 7.4 we give a Riesz space upcrossing theorem for reverse martingales in a Riesz spaces with weak order unit, see [54] for the analogous martingale upcrossing theorem in Riesz spaces. By means of the reverse martingale upcrossing theorem of Section 7.4, in Section 7.5 we are able to give reverse martingale convergence theorems in the Riesz space setting. In particular if the reverse martingale is bounded, it is shown to be convergent. If suitable universal completeness conditions are place on the Riesz space, it is shown that all reverse martingales are convergent and hence bounded, see [57] for the martingale analogue in Riesz spaces. Thus when the bounded reverse martingales and the convergent reverse martingales coincide is characterized. 71
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Preliminaries



Replacing the index set N by −N, the negative integers, in the definitions of filtrations, adapted sequences and (sub and super) martingales we arrive at the corresponding reverse objects, see [28, pages 26 and 213] and [72, pages 115-119], as below. Definition 7.1 Let E be a Riesz space with a weak order unit e. (a) A reverse filtration on E is a sequence of conditional expectations, (Ti )i∈−N on E with Ti Tj = Ti = Tj Ti for all i ≤ j, i, j ∈ −N, and e = Ti e, i ∈ −N, for some weak order unit e. (b) Reverse adapted sequence, (fi , Ti )i∈−N , on E is a sequence of pairs, such that (Ti )i∈−N is a filtration on E and fi ∈ R(Ti ) for each i ∈ −N. (c) A reverse (sub,super) martingale, (fi , Ti )i∈−N , on E is a reverse adapted sequence on E, with fi (≤, ≥) = Ti fj for all i ≤ j, i, j ∈ −N. We remind the reader of the connection between the Riesz space theory of stochastic processes and the classical L1 (Ω, Σ, µ) theory of stochastic processes, where µ is a probability measure and Σ is a σ-algebra of subsets of Ω. If one takes E to be the Riesz space L1 (Ω, Σ, µ) and e = 1, the constant 1 function, then the Riesz space conditional expectation operators leaving e invariant and classical conditional expectation operators coincide as do the classical and Riesz space sub and super martingales, see [55] for details. It is easily see that the same is true for reverse sub and super martingales. It is useful in the sequel to have notations for the reverse adapted sequences and reverse martingales relative to a given reverse filtration (stochastic basis). Definition 7.2 Let E be a Riesz space with a weak order unit, e, and reverse filtration (Ti )i∈−N with e = Ti e for all i ∈ −N. We denote by RA(E, Ti ) the set of all reverse adapted sequences (fi , Ti )i∈−N in E and by RM(E, Ti ) the set of all reverse martingales (fi , Ti )i∈−N in E. Here RA(E, Ti ) is an ordered vector space if we define the vector space and order operation componentwise, i.e. for (fi , Ti )i∈−N , (gi , Ti )i∈−N ∈ RA(E, Ti ) (fi , Ti )i∈−N + (gi , Ti )i∈−N = (fi + gi , Ti )i∈−N , λ(fi , Ti )i∈−N = (λfi , Ti )i∈−N , for each λ ∈ R, (fi , Ti )i∈−N ≤ (gi , Ti )i∈−N ⇐⇒ fi ≤ gi , for all i ∈ −N.
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Since each R(Ti ), i ∈ −N, is a Dedekind complete Riesz space it follows easily that RA(E, Ti ) is a Dedekind complete Riesz space with weak order unit (e, Ti )i∈−N . Clearly RM(E, Ti ) is an ordered vector subspace of RA(E, Ti ). It is also a Riesz space, as will be shoen later, but is not in general a Riesz subspace of RA(E, Ti ). If (fi , Ti )i∈−N is a reverse martingale, then Ti f−1 = fi for all i ∈ −N. Hence (fi , Ti )i∈−N = (Ti f−1 , Ti )i∈−N and RM(E, Ti ) = {(Ti f, Ti )i∈−N | f ∈ R(T−1 )}.



7.3



(7.1)



Riesz and Krickeberg Decompositions



In this section we show that RM(E, Ti ) is a Dedekind complete Riesz space under the ordering inherited as a subset of RA(E, Ti ), it is however not a Riesz subspace. In addition to this it is homeomorphically Riesz isomorphic to R(T−1 ). This is closely linked to the Krickeberg and Riesz decompositions of sub and super martingales which will also be given here. Theorem 7.3 Krickeberg Decomposition Let E be a Dedekind complete Riesz space with a weak order unit, e, and (Ti )i∈−N a reverse filtration on E with Ti e = e for all i ∈ −N. If (fi , Ti )i∈−N is a reverse sub martingale in E, then + (gi , Ti )i∈−N := (Ti f−1 , Ti )i∈−N



(7.2)



is the minimal positive reverse martingale above (fi , Ti )i∈−N and + (hi , Ti )i∈−N := (Ti f−1 − fi , Ti )i∈−N



(7.3)



is a positive reverse super martingale such that (fi , Ti )i∈−N = (gi , Ti )i∈−N − (hi , Ti )i∈−N .



(7.4)



Proof: As (Ti )i∈−N is a reverse filtration, (gi , Ti )i∈−N , as given in (7.2), is a positive reverse martingale. Since (fi , Ti )i∈−N is a reverse sub martingale, + fi ≤ Ti f−1 ≤ Ti f−1 = gi ,



for all i ∈ −N,



giving that (gi , Ti )i∈−N is above (fi , Ti )i∈−N . Observe that, since (fi , Ti )i∈−N is a reverse sub martingale, + hi = gi − fi ≥ gi − Ti f−1 ≥ gi − Ti f−1 = 0,



for all i ∈ −N,
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and Tj hi = Tj gi − Tj fi ≤ gj − fj = hj ,



for j ≤ i, i, j ∈ −N,



making (hi , Ti )i∈−N a positive super martingale. Equation (7.4) holds because of (7.3). We now consider the minimality. Let (pi , Ti )i∈−N be any positive reverse martingale + above (fi , Ti )i∈−N , then p−1 ≥ 0 and p−1 ≥ f−1 , giving p−1 ≥ f−1 = g−1 . Now pi = Ti p−1 ≥ Ti g−1 = gi ,



i ∈ −N,



hence proving the minimality of (gi , Ti )i∈−N . The following composition theorem shows that the reverse martingales not only form a ordered vector spaces, but also a Riesz space. It is easily seen that, other than in some trivial instances, the reverse martingales do not form a Riesz subspace of the reverse adapted sequences. By the positive cone of RM(E, Ti ) we mean RM+ (E, Ti ) := {(fi , Ti )i∈−N ∈ RM(E, Ti ) | fi ≥ 0 ∀ i ∈ −N}. Theorem 7.4 Riesz Decomposition Let E be a Dedekind complete Riesz space with a weak order unit, e, and (Ti )i∈−N a reverse filtration on E with Ti e = e for all i ∈ −N, then RM(E, Ti ) is a Dedekind complete Riesz space with weak order unit (e, Ti )i∈−N . In particular, if (fi , Ti )i∈−N ∈ RM(E, Ti ), then (fi , Ti )+ i∈−N = (gi , Ti )i∈−N , − (fi , Ti )i∈−N = (hi , Ti )i∈−N ,



(7.5) (7.6)



where (gi , Ti )i∈−N and (hi , Ti )i∈−N are as given in Theorem 7.3. Proof: As already noted RM(E, Ti ) is an ordered vector space, so in order to show − that it is a Riesz spaces, we need only show the existence of (fi , Ti )+ i∈−N and (fi , Ti )i∈−N for each (fi , Ti )i∈−N ∈ RM(E, Ti ). But, from Theorem 7.3, (gi , Ti )i∈−N is the minimal positive reverse martingale above (fi , Ti )i∈−N , making (fi , Ti )+ i∈−N = (gi , Ti )i∈−N . Since (fi , Ti )i∈−N is a reverse martingale (hi , Ti )i∈−N of Theorem 7.3 is a positive reverse − , it follows that (hi , Ti )i∈−N is the minimal martingale and since h−1 = g−1 − f−1 = f−1 positive reverse martingale above −(fi , Ti )i∈−N giving (fi , Ti )− i∈−N = (hi , Ti )i∈−N . From Theorem 7.3, − (fi , Ti )+ i∈−N − (fi , Ti )i∈−N = (gi , Ti )i∈−N − (hi , Ti )i∈−N = (fi , Ti )i∈−N ,



and RM(E, Ti ) is a Riesz space. We now prove that RM(E, Ti ) is Dedekind complete. Let ((fiα , Ti )i∈−N )α be an increasing net (in α) of elements from RM+ (E, Ti ) bounded above by (fi , Ti )i∈−N ∈
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RM+ (E, Ti ). From the Dedekind completeness of R(Ti ) we have that there exists gi ∈ R(Ti ) with fiα ↑α gi ≤ fi for each i ∈ −N. By the order continuity of Tj , for j ≤ i we have Tj gi ←α Tj fiα = fjα ↑α gj , showing that (gi , Ti )i∈−N is a reverse martingale. Hence RM(E, Ti ) is Dedekind complete. If (fi , Ti )i∈−N ∈ RM+ (E, Ti ) then (fi , Ti )i∈−N ∧ n(e, Ti )i∈−N = (Ti f−1 , Ti )i∈−N ∧ (ne, Ti )i∈−N = (Ti (f−1 ∧ ne), Ti )i∈−N . Since f−1 ∧ ne ↑n f−1 and each Ti is order continuous, it follows that (fi , Ti )i∈−N ∧ n(e, T−i ) ↑n (fi , Ti )i∈−N , and that (e, T−i ) is a weak order unit for RM(E, Ti ). From the theorem it follows directly, in RM(E, Ti ), that |(fi , Ti )i∈−N | = (Ti |f−1 |, Ti )i∈−N , (fi , Ti )i∈−N ∨ (gi , Ti )i∈−N = (Ti (f−1 ∨ g−1 ), Ti )i∈−N , (fi , Ti )i∈−N ∧ (gi , Ti )i∈−N = (Ti (f−1 ∧ g−1 ), Ti )i∈−N . As a consequence of Theorems 7.3 and 7.4, we get the following connection between RM(E, Ti ) and R(T−1 ).



Corollary 7.5 Let E be a Dedekind complete Riesz space with a weak order unit and (Ti )i∈−N a reverse filtration on E. Then J : R(T−1 ) → RM(E, Ti ), defined by J(f ) = (Ti f, Ti )i∈−N ,



for all



f ∈ R(T−1 ),



is a continuous Riesz isomorphism with continuous inverse.



Proof: From Theorem 7.4, we get that J is a Riesz homomorphism with inverse J −1 (fi , Ti )i∈−N = f−1 ,



for all (fi , Ti )i∈−N ∈ RM(E, Ti ).



That J −1 is order continuous is immediate, while the order continuity of J follows from each Ti , i ∈ −N, being order continuous.
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Reverse Upcrossing



Let E be a Dedekind complete Riesz space with a weak order unit and f ∈ E + . Throughout this section Pf will denote the band projection in E onto the band generated by f . For further details on bands and band projections, we refer the reader to [103], and for commutation relations between band projections and conditional expectations we recommend [55] and [57] to the reader. Upcrossing theorems play a fundamental role in both martingale and reverse martingale convergence theory, see for example [57, 72, 92]. We recall the following upcrossing theorem for martingales on Riesz spaces from [54, Theorem 4.3]. Theorem 7.6 Upcrossing Theorem Let (fi , Ti ) be a sub (super) martingale in a Riesz space E with weak order unit and let g, f ∈ R(T1 ) with g ≤ f . Define the upcrossing yield of (fi , Ti ), from time 1 to time N , across the order interval [g, f ] to be YN (g, f ) =



N X



QiN (f − g),



i=1



where



S0m



=0=



Qm 0 ,



Sn1



= PWni=1 (g−fi )+ and



Qm n



=



Snm+1 =



n X j=2 n X



m m PWni=j (fi −f )+ (Sj−1 − Sj−2 )



m PWni=j (g−fi )+ (Qm j−1 − Qj−2 ).



j=2



Then T1 YN (g, f ) ≤ T1 (fN − g)+ (resp. T1 (fN − f )− ). As a simple corollary to the above upcrossing theorem, we obtain the following upcrossing theorem for reverse sub (super) martingales. Corollary 7.7 Reverse Upcrossing Theorem Let (fi , Ti )i∈−N be a reverse sub (super) martingale in a Riesz space E with weak order unit e = Ti e, i ∈ −N, and let g, f ∈ R(TN ) with g ≤ f . Define the upcrossing yield of (fi , Ti )i∈−N , from time N to M , N ≤ M ≤ −1, across the order interval [g, f ] to be YN,M (g, f ) =



MX −N +1



QkN,M (f − g),



k=1



where, m SN,k = 0 = Qm N,k ,



−1 ≥ N > k,
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and for N ≤ k ≤ −1, 1 SN,k = PWk



+ i=N (g−fi )



Qm N,k



=



k X



,



PW k



+



m m (SN,j−1 − SN,j−2 ),



PW k



+



m (Qm N,j−1 − QN,j−2 ).



i=j (fi −f )



j=N +1 m+1 SN,k



=



k X



i=j (g−fi )



j=N +1



Then TN YN,M (g, f ) ≤ TN (fM − g)+ (resp. TN (fM − f )− ). Proof: Let N ≤ −1 be held fixed. Let f˜i = fi+N −1 and T˜i = Ti+N −1 for i = 1, . . . , −N . Then (f˜i , T˜i )i=1,...,−N is a sub (super) martingale and as such Theorem 7.6 is applicable. m m ˜m ˜ In particular g, f ∈ R(T˜1 ). Let S˜nm , Q n and Yn be Sn , Qn and Yn of Theorem 7.6 as applied to (f˜i , T˜i )i=1,...,−N . Then the upcrossing yield from N to M across the order interval [g, f ] is YN,M (g, f ) := Y˜M −N +1 (g, f ) and T˜1 Y˜M −N +1 (g, f ) ≤ T˜1 (f˜M −N +1 − g)+ (resp. T˜1 (f˜M −N +1 − f )− ), which translates to TN YN,M (g, f ) ≤ TN (fM − g)+ (resp. TN (fM − f )− ). Here Y˜M −N +1 (g, f ) =



MX −N +1



˜ iM −N +1 (f − g), Q



i=1



˜ m, where S˜0m = 0 = Q 0 S˜n1 = PWni=1 (g−f˜i )+ = PWn+N −1 (g−fi )+ i=N



and ˜m Q = n



n X



˜m ˜m + (Sj−1 − Sj−2 ) = ˜ i=j (fi −f )



P Wn



n+N X−1



i=j



j=2



S˜nm+1 =



n X



m m − S˜j−N PWn+N −1 (fi −f )+ (S˜j−N −1 )



j=N +1



˜m − Q ˜m ) = PWni=j (g−f˜i )+ (Q j−1 j−2



j=2



n+N X−1



˜m − Q ˜m PWn+N −1 (g−fi )+ (Q j−N j−N −1 ). i=j



j=N +1



m m m ˜m Setting SN,k = S˜k−N +1 and QN,k = Qk−N +1 , N − 1 ≤ k ≤ −1 we obtain m m SN,N −1 = 0 = QN,N −1 , 1 SN,k = PW k



+ i=N (g−fi )



,



N ≤ k ≤ −1,
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and Qm N,k



=



k X



P Wk



i=j



=



k X



P Wk



i=j (fi −f )



+



m m ), − SN,j−2 (SN,j−1



j=N +1



j=N +1 m+1 SN,k



k X



˜m ˜m (fi −f )+ (Sj−N − Sj−N −1 ) =



PW k



i=j



k X



˜m ˜m (g−fi )+ (Qj−N − Qj−N −1 ) =



PW k



+ i=j (g−fi )



m (Qm N,j−1 − QN,j−2 ).



j=N +1



j=N +1



Finally YN,M (g, f ) =



MX −N +1



˜i Q M −N +1 (f − g) =



MX −N +1



i=1



QiN,M (f − g)



i=1



concluding the proof. The following, intuitively obvious but technical, lemma shows that if a sequence in a Dedekind complete Riesz space with weak order unit has distinct limes supremum and limes infimum then the sequence must oscillate an infinite number of times. The sense in which the sequence has this behaviour is also made more precise in the lemma. Lemma 7.8 Let (fn )n∈−N be a sequence in a Dedekind complete Riesz space E with weak order unit e. If q ∈ N and M := lim sup ((qe ∧ fj ) ∨ −qe) > lim inf ((qe ∧ fj ) ∨ −qe) =: m j→−∞



j→−∞



let −q < s < t < q be such that h := (M − te)+ ∧ (se − m)+ > 0. Then the following limits exist and p Ph ≤ lim Sr,k ,



(7.7)



Ph ≤ lim Qpr,k ,



(7.8)



r→−∞



r→−∞



for p, −k ∈ N, where p SN,k = 0 = QpN,k ,



−1 ≥ N > k,



and for N ≤ k ≤ −1, 1 SN,k = P Wk



+ i=N (se−fi )



QpN,k



=



k X



,



P Wk



p p − SN,j−2 ), (SN,j−1



PW k



(QpN,j−1 − QpN,j−2 ).



+ i=j (fi −te)



j=N +1 p+1 SN,k



=



k X



+ i=j (se−fi )



j=N +1
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Proof: The existence of the limits in (7.7) and (7.8) follows from the observation that p 0 ≤ Si,j ≤ Sr,s



and 0 ≤ Qpi,j ≤ Qr,s



for all r ≤ i ≤ j ≤ s ≤ −1. Also note that _ hk := [se − ((qe ∧ fi ) ∨ −qe)]+ ≥ h, i≤k



Hk :=



_



[((qe ∧ fi ) ∨ −qe) − te]+ ≥ h,



i≤k



for k ∈ −N. Here H−1 ≤ H−2 ≤ H−3 ≤ . . . with Hk → (M − te)+ as k → −∞ and h−1 ≤ h−2 ≤ h−3 ≤ . . . with hk → (se − m)+ as k → −∞. The remainder of the proof is carried out in three inductive steps. 1 Step I We prove that lim Sj,k ≥ Ph , for each k ∈ −N. j→−∞



Here k+1 X



1 lim Sj,k =



j→−∞



1 1 (Sj−1,k − Sj,k ) =



j=−∞



k+1 X



(PWk



+ i=j−1 (se−fi )



− P Wk



+ i=j (se−fi )



)



j=−∞



=



lim PWk



j→−∞



+ i=j−1 (se−fi )



= Phk ≥ Ph .



p Step II Assuming lim Sj,k ≥ Ph , for all k ∈ −N, we prove that lim Qpj,k ≥ Ph , for j→−∞



j→−∞



each k ∈ −N. Here lim



r→−∞



=



Qpr,k =



(Qpr−1,k − Qpr,k )



r=−∞ k+1 X r=−∞



=



k+1 X



"



k X



p PWk (fi −te)+ (Sr−1,j−1 i=j



−



p Sr−1,j−2 )



−



j=r



k X



# p PWk (fi −te)+ (Sr,j−1 i=j



−



p Sr,j−2 )



j=r+1



k+1 X k h X P Wk



i=j



i p p p p [(S − S ) − (S − S ) r,j−2 r−1,j−2 r,j−1 r−1,j−1 (fi −te)+



r=−∞ j=r p p since Sr,r−1 − Sr−1,r−2 = 0. Splitting into two summations and reindexing we obtain " k−2 # k+1 k−1 X X X p p p p PWk (fi −te)+ (Sr,j − Sr−1,j )− PWk (fi −te)+ (Sr,j − Sr−1,j ) . lim Qpr,k = r→−∞



i=j+2



r=−∞



i=j+1



j=r−2



j=r−1



p p Since Sr,r−2 − Sr−1,r−2 = 0 and PWk



i=k+1 (fi −te)



lim Qpr,k =



r→−∞



k+1 X k−1 X



[PWk



+



= 0,



+ i=j+2 (fi −te)



r=−∞ j=r−1



− PW k



i=j+1 (fi −te)



+



p p ](Sr,j − Sr−1,j )
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=



[PWk



+ i=j+1 (fi −te)



− PW k



i=j+2 (fi −te)



+



p p ](Sr−1,j − Sr,j ).



r=−∞ j=r−1



As all terms in the above summation are non-negative, the summation can be reordered to give # " j+1 k−1 X X p p p (Sr−1,j − Sr,j ) (PWk (fi −te)+ − PWk (fi −te)+ ) lim Qr,k = r→−∞



i=j+1



i=j+2



r=−∞



j=−∞



=



k−1  X



(PWk



+ i=j+1 (fi −te)



p Sr,j







− P Wk



) lim



− PW k



)Ph = PHk Ph



+ i=j+2 (fi −te)



j=−∞



r→−∞



.



Now by the assumptions of Step II, lim Qp r→−∞ r,k



k−1 X



≥



(PWk



+ i=j+1 (fi −te)



+ i=j+2 (fi −te)



j=−∞



giving lim Qpr,k ≥ Ph . r→−∞



p+1 Step III Assuming lim Qpj,k ≥ Ph , for each k ∈ −N, we prove that lim Sj,k ≥ Ph , j→−∞



j→−∞



for all k ∈ −N. The proceedure followed for this step is similar to that for Step II, but is included for completeness. Here lim



r→−∞



=



p+1 Sr,k



=



k+1 X



"



p+1 p+1 (Sr−1,k − Sr,k )



r=−∞



r=−∞



=



k+1 X



k X



PWk (se−fi )+ (Qpr−1,j−1 i=j



−



Qpr−1,j−2 )



j=r



−



k X



# PWk (se−fi )+ (Qpr,j−1 i=j



−



Qpr,j−2 )



j=r+1



k+1 X k h X P Wk



i=j



p p p p (se−fi )+ [(Qr,j−2 − Qr−1,j−2 ) − (Qr,j−1 − Qr−1,j−1 )



i



r=−∞ j=r



since Qpr,r−1 − Qpr−1,r−2 = 0. Splitting into two summations and reindexing we obtain " k−2 # k+1 k−1 X X X p p p p p+1 lim Sr,k = PWk (se−fi )+ (Qr,j − Qr−1,j ) − PWk (se−fi )+ (Qr,j − Qr−1,j ) .



r→−∞



i=j+2



r=−∞



i=j+1



j=r−2



j=r−1



Since Qpr,r−2 − Qpr−1,r−2 = 0 and PWk



+ i=k+1 (se−fi )



p+1 lim Sr,k r→−∞



=



k+1 X k−1 X



[PWk



+ i=j+2 (se−fi )



= 0, − P Wk



](Qpr,j − Qpr−1,j )



− P Wk



](Qpr−1,j − Qpr,j ).



+ i=j+1 (se−fi )



r=−∞ j=r−1



=



k k−1 X X



[PWk



+ i=j+1 (se−fi )



r=−∞ j=r−1



+ i=j+2 (se−fi )
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As all terms in the above summation are non-negative, the summation can be reordered to give # " j+1 k−1 X X p+1 (Qpr−1,j − Qpr,j ) = (PWk (se−fi )+ − PWk (se−fi )+ ) lim Sr,k r→−∞



i=j+1



i=j+2



r=−∞



j=−∞



=



k−1  X



(PWk



+ i=j+1 (se−fi )



− PW k



+ i=j+2 (se−fi )



) lim



j=−∞



r→−∞



Qpr,j



 .



Now by the assumption of Step III, p+1 lim Sr,k ≥



r→−∞



k−1 X



(PWk



+ i=j+1 (se−fi )



− P Wk



+ i=j+2 (se−fi )



)Ph = Phk Ph = Ph ,



j=−∞



p+1 giving lim Sr,k ≥ Ph . r→−∞



7.5



Convergence of Reverse Martingales



We begin by considering a local form of convergence which is the foundation for all the later convergence results. Lemma 7.9 Local Convergence of Reverse Martingales Let (fi , Ti )i∈−N be a reverse sub (super) martingale in a Dedekind complete Riesz space E with weak order unit e = Ti e and Ti , i ∈ −N, strictly positive. If there is a conditional expectation T with T TN = T = TN T for all N ∈ −N, then, for each n ∈ N, (ne ∧ fi ∨ (−ne))i∈−N is order convergent with order limit Fn ∈ E given by lim sup ((ne ∧ fi ∨)(−ne)) = Fn = lim inf ((ne ∧ fi ) ∨ (−ne)). i→−∞



i→−∞



Proof: Let n ∈ N, then M := lim sup ((ne ∧ fi ) ∨ (−ne)) ≥ lim inf ((ne ∧ fi ) ∨ (−ne)) =: m. i→−∞



i→−∞



We show that M = m. Suppose this equality to be false, then M > m. By Lemma 3.2, there are s, t ∈ R with −n < s < t < n such that h := (M − te)+ ∧ (se − m)+ > 0. Consider the upcrossing of (fi , Ti )i∈−N over the order interval [se, te]. Let Ph denote the band projection onto the band generated by h. Let QkN,M be as defined in the reverse upcrossing theorem, Corollary 7.7, then by Lemma 7.8, _ QkN,−1 e ≥ Ph e, for all k ∈ N. N ≤−1
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Thus,  _  1 Hk := ((t − s)Ph e) ∧ YN,−1 (se, te) = (t − s)Ph e > 0, k N ≤−1



for all k ∈ N.



From the reverse upcrossing theorem, T YN,−1 (se, te) = T TN YN,−1 (se, te) ≤ T TN |f−1 −se| ≤ T |f−1 |+|s|e, Now, for each k ∈ N,  and 



for all N ≤ −1.



 1 (t − s)Ph e ∧ Y−j,−1 (se, te) k j∈N



 1 T [(t − s)Ph e ∧ Y−j,−1 (se, te)] k j∈N



are increasing sequences bounded above by (t − s)Ph e and (t − s)T Ph e respectively, it thus follows that 1 lim (t − s)Ph e ∧ Yj,−1 (se, te) = Hk , j→−∞ k and







 1 lim T (t − s)Ph e ∧ Yj,−1 (se, te) = T Hk . j→−∞ k



Thus _ N ≤−1



 T



 1 ((t − s)Ph e) ∧ YN,−1 (se, te) = T Hk , k



for each k ∈ N. Hence,   1 g 0 < (t − s)T Ph e = T Hk = T ((t − s)Ph e) ∧ Yn,−1 (se, te) ≤ k k n≤−1 _



for all k ∈ N, which is not possible as E is an Archimedian Riesz space, proving that ne ≥ lim sup(ne ∧ f−i ∨ (−ne)) = lim inf (ne ∧ f−i ∨ (−ne)) ≥ −ne i



i



for all n ∈ N. Using the above lemma, we now give a reverse sub (super) martingale convergence theorem for order bounded reverse martingales. Theorem 7.10 Convergence of Order Bounded Reverse Martingales Let (fi , Ti )i∈−N be a reverse sub (super) martingale in a Dedekind complete Riesz space
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E with weak order unit e = Ti e and Ti strictly positive for all i ∈ −N. Suppose that there is a conditional expectations T on E with Ti T = T = T Ti for all i ∈ −N. If there exists g ∈ E + such that |fi | ≤ g for all i ∈ −N, then (fi )i∈−N is order convergent and has order limit f−∞ ∈ E given by lim sup fi = f−∞ = lim inf fi . i→−∞



i→−∞



Proof: Applying Lemma 7.9, ((ne∧fi )∨(−ne))i∈−N is order convergent for each n ∈ N, and has order limit Fn ∈ E is given by lim sup ((ne ∧ fi ) ∨ (−ne)) = Fn = lim inf ((ne ∧ fi ) ∨ (−ne)). i→−∞



i→−∞



Observe that (|Fn |)n∈N is an increasing sequence in E and that |(ne ∧ fi ) ∨ (−ne)| ≤ |fi | ≤ g, for all i ∈ −N. Hence |Fn | ≤ g, for all n ∈ N, and thus, from the Dedekind completeness of E, |Fn | ↑ F for some F in E. In particular lim (|fi | ∧ ne) ≤ F,



i→−∞



for all n ∈ N.



Thus F S := lim sup fi and F I := lim inf fi exist. Now, from Lemma 7.9, i→−∞



i→−∞



(ne ∧ F S ) ∨ (−ne) = lim sup ((ne ∧ fi ) ∨ (−ne)) i→−∞



= lim inf ((ne ∧ fi ) ∨ (−ne)) i→−∞ I



= (ne ∧ F ) ∨ (−ne) for all n ∈ N. Taking the positive and negative parts of the above equality gives ±



±



ne ∧ F S = ne ∧ F I . Since e is a weak order unit for E, letting n → ∞ in the above equation gives ± ± F S = F I and hence F S = F I . The following notation will be used in the remainder of this paper. Definition 7.11 Let E be a Dedekind complete Riesz space with weak order unit e and (Ti )i∈−N be a reverse filtration on E with Ti e = e for all i ∈ −N. Denote by RC(E, Ti ) be the set of order convergent reverse martingales, i.e. the set of (fi , Ti )i∈−N ∈ RM(E, Ti ) with (fi )i∈−N an order convergent sequence in E, and by RB(E, Ti ) the set of order bounded reverse martingales, i.e. the set of reverse martingales (fi , Ti )i∈−N ∈ RM(E, Ti ) for which there exists g ∈ E + with |fi | ≤ g for all i ∈ −N.
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It is easily verified that RC(E, Ti ) and RB(E, Ti ) are Riesz subspaces of RM(E, Ti ). Corollary 7.12 If E is a Dedekind complete Riesz space with strictly positive conditional expectations T and weak order unit e = T e. If (Ti )i∈−N is a reverse filtration on E with Ti T = T = T Ti for all i ∈ −N, then RC(E, Ti ) = RB(E, Ti ). Proof: From [69, Proposition 1.1.10], we have that RC(E, Ti ) ⊂ RB(E, Ti ). Theorem 7.10 gives the reverse containment. In order to obtain convergence theorems for sub (super) martingales on Riesz spaces analogous to those for norm bounded martingales in L1 , as was seen in [57], the concept of T -universal completeness is required. This will also be needed for the reverse sub (super) martingale case. Definition 7.13 Let E be a Dedekind complete Riesz space and T a strictly positive conditional expectation on E. The space E is said to be T -universally complete if for each increasing net (fα ) in E + with (T fα ) order bounded, we have that (fα ) is order convergent. For T -universally complete Riesz spaces, we have the following refinement of Theorem 7.10, an analogue of the convergence theorem for norm bounded reverse sub (super) martingales in L1 -spaces. Theorem 7.14 Reverse Martingale Convergence - Universally Complete Let (fi , Ti )i∈−N be a reverse sub (or super) martingale in a T -universally complete Riesz space E with weak order unit e = T e in which the conditional expectation T is strictly positive and has T TN = T = TN T for all N ∈ −N. If there exists g ∈ E with T |fN | ≤ g for all N ∈ −N, then (fi )i∈−N is order convergent. Proof: With the above assumptions, the conditions of Lemma 7.9 are met. Thus, ((ne ∧ fi ) ∨ (−ne))i∈−N is order convergent, for each n ∈ N, to the order limit, say Fn ∈ E, given by lim sup ((ne ∧ fi ) ∨ (−ne)) = Fn = lim inf ((ne ∧ fi ) ∨ (−ne)). i→−∞



i→−∞



It should be noted that (|Fn |) is an increasing sequence in E and that |ne ∧ fi ∨ (−ne)| ≤ |fi |. Hence T |ne ∧ fi ∨ (−ne)| ≤ T |fi | ≤ g.
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The order continuity of T now gives T |Fn | ≤ g for all n ∈ N. This, along with E being T -universally complete, gives that |Fn | ↑ F for some F in E. In particular, lim (|fi | ∧ ne) ≤ F,



i→−∞



for all n ∈ N, and thus lim supi→−∞ |fi | ≤ F making (fi , Ti )i∈−N an order bounded. Theorem 7.10 can now be applied to give that (fi , Ti )i∈−N is order convergent. As a direct consequence of the above theorem, we have, under suitable T -universal completeness conditions, that RC(E, Ti ) and RM(E, Ti ) are equal.



Theorem 7.15 Let E be a Dedekind and T -universally complete Riesz space E with weak order unit, where T is a strictly positive conditional expectation on E. Let (Ti )i∈−N be a reverse filtration on E, with T TN = T = TN T for all N ∈ −N. Then RC(E, Ti ) = RM(E, Ti ).



Proof: Since T Ti = T = Ti T for all i ∈ −N, T is strictly positive and E is T-universally complete it follows, for each reverse martingale (fi , Ti )i∈−N , that T |fi | = T |Ti f−1 | ≤ T Ti |f−1 | = T |f−1 |,



for all i ∈ −N.



Theorem 7.14 now gives that (fi , Ti )i∈−N is convergent. Hence RC(E, Ti ) = RM(E, Ti ). In the light of Theorem 7.14, every reverse martingale compatible with T on a T universally complete Riesz spaces is order convergent. Hence the limit map which takes each such reverse martingale to its order limit can be defined, as below.



Theorem 7.16 Let E be a Dedekind complete Riesz space with strictly positive conditional expectation T and weak order unit e = T e. Let (Ti )i∈−N be a reverse filtration on E with Ti T = T = T Ti for all i ∈ −N. If RM(E, Ti ) = RC(E, Ti ), define the limit map L : RC(E, Ti ) → E, by setting L((fi , Ti )i∈−N ) equal to the order limit of the reverse martingale (fi , Ti )i∈−N . Then L is positive, linear and order continuous and the maps LJ and\ LJT−1 are a conditional expectations on R(T−1 ) and E respectively, both with range R(Ti ), where J is as defined in Corollary 7.5. i∈−N



Proof: That L is positive and linear, follows from properties of limits in Riesz spaces. We now show that L is order continuous. Let ((fiα , Ti )i∈−N )α ⊂ RM+ (E, Ti ) be a α net with (fiα , Ti )i∈−N ↓α (0, Ti )i∈−N , in particular f−1 ↓α 0. Let gα := L((fiα , Ti )i∈−N ). Then from the positivity of L, gα ↓α h ≥ 0.
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Here gα ∈



\



R(Ti ), so Ti gα = gα for all i ∈ −N. But Ti is order continuous and so



i∈−N



Ti h = h, for all i ∈ −N. Hence (h, Ti )i∈−N ∈ RM+ (E, Ti ) with α lim lim Ti f−1 = h ≥ 0. α i→−∞



Since T is order continuous, α α α α 0 = T lim f−1 = lim T f−1 = lim lim T Ti F−1 = T lim lim Ti F−1 = T h ≥ 0. α



α



α i→−∞



α i→−∞



Thus T h = 0, and since T is strictly positive and h ≥ 0, this yields h = 0 making L order continuous. Under the assumptions of this theorem, every reverse martingale \ in RM(E, Ti ) is convergent. Thus LJ is defined everywhere on R(T−1 ). If f ∈ R(Ti ), then Ti f = i∈−N



f for each i ∈ −N and hence LJf = f . Thus f ∈ R(LJ) and



\



R(Ti ) ⊂ R(LJ).



i∈−N



If g ∈ R(LJ), then g = LJf for some f ∈ R(T−1 ). Since Tj f = Ti Tj f for all j ≤ i, = Ti g ∈ R(Ti ) for all i ∈ −N. \taking the limit as j → −∞ yields g\ \ Hence g∈ R(Ti ) and consequently R(LJ) ⊂ R(Ti ). Hence R(LJ) = R(Ti ) i∈−N



i∈−N



i∈−N



and LJ is a projection with LJ(e) = e. Since each of the maps L and J are positive, linear and order continuous, see Corollary 7.5 and Lemma 7.16, it follows that LJ is a positive linear order continuous projection preserving e. \ R(Ti ) is an intersection of Dedekind complete Riesz subspaces of E, it is a Since i∈−N



Dedekind complete Riesz subspace of E and thus a Dedekind complete Riesz subspace of R(T−1 ). Hence LJ is a conditional expectation on R(T−1 ). For LJT−1 , merely observe that R(LJT−1 ) = R(LJ) ⊂ R(T−1 ) giving (LJT−1 )2 = LJLJT−1 = LJT−1 and LJT−1 e = LJe = e. That LJT−1 is positive and order continuous follows from both LJ and T−1 being positive and order continuous.



Chapter 8 Ergodic Theory on Riesz Spaces 8.1



Introduction



In this chapter we formulate and prove order theoretic ergodic theorems in a measure free context. Our approach generalizes that of Birkhoff, Hopf and Wiener, see [10, 41, 100] respectively. For a general summary of ergodic theory we refer the reader to [73]. The extension of the results of Birkhoff and Hopf by Hurewicz, [43], to a setting without invariant measures should also be noted as we dispense entirely with the measure space setting. The approach that we use extends the work of Garsia, [32], and Hurewitz, [43] to the vector lattice setting. Order theoretic ergodic theorems in the context of abstract (L)-spaces and von Neumann algebras have been proved by Kakutani and Yoshida, [101] and Stoica, [91], respectively. Our final theorem of the chapter combines the measure free ergodic theorems with a Riesz space version of Kolmogorov’s zero-one law to yield a measure free strong law of large numbers. An order theoretic analogue of the Garsia and Hopf theorem is given in Theorem 8.1, while the extension of the theorem due to Kakutani, Wiener and Yosida to the measure free setting can be found in Theorem 8.2. Riesz space versions of the Birkhoff ergodic theorem are given under two sets of assumptions: firstly with order boundedness assumptions, see Theorem 8.7; and secondly under the assumption that the Riesz space is T-universally complete, see Theorem 8.8. 87
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Ergodic Theory on Riesz Spaces



The classical paper of Garsia, [32], gives a version of the Hopf Ergodic Theorem which is easily generalizable to Riesz spaces, as shown below. This result forms the basepoint from which we work to establish analogues of the ergodic theorems of Weiner and Birkhoff, [73, 79, 84]. These, in turn, prepare the way for the Strong Law of Large Numbers, [79, 84]. Theorem 8.1 Hopf-Garsia Ergodic Theorem Let T be a conditional expectation on the Dedekind complete Riesz space E with weak order unit e = T e. Let S be a positive operator on E with T |Sf | ≤ T |f | for all f ∈ E. For each f ∈ E, define n−1 X



Sn f =



j=0 n _



σn (f ) =



S j f, for n ≥ 1,



and



S0 f = 0,



Sj f.



(8.1) (8.2)



j=0



Then T P(σn (f ))+ f ≥ 0,



for all f ∈ E,



(8.3)



where P(σn (f ))+ denotes the band projection on the band generated by (σn (f ))+ . Proof: From (8.1) and (8.2) it follows that f + Sσn (f ) = f + S



n _



Sj (f ) = f + S



j=0



j−1 n X _



S k f.



j=0 k=0



Since j−1 n X _



Skf ≥



j=0 k=0



m−1 X



S k f,



for all m = 0, . . . , n,



k=0



it follows from the positivity of S that S



j−1 n X _ j=0 k=0



Skf ≥ S



m−1 X



Skf =



k=0



m−1 X



S k+1 f,



for all m = 0, . . . , n,



k=0



giving S



j−1 n X _ j=0 k=0



Skf ≥



j−1 n X _ j=0 k=0



S k+1 f.
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Thus f + Sσn (f ) ≥ f +



j−1 n X _



S



k+1



f=



j=0 k=0



n _



j−1 X



f+



j=0



! S



k+1



f



=



n+1 _



Sj f ≥ Sm f



j=1



k=0



for all m = 1, . . . , n + 1. But σn (f ) ≥ 0 as S0 (f ) = 0, consequently σn (f ) = 0 ∨



n _



Sj f = P(σn (f ))+



j=1



n _



Sj f = P(σn (f ))+ σn (f )



j=1



and thus P(σn (f ))+



σn (f ) −



n _



! Sj f



= 0.



j=1



Hence T P(σn (f ))+ f ≥ T P(σn (f ))+



n _



! Sj f − Sσn (f )



j=1



= T P(σn (f ))+ (σn (f ) − Sσn (f )) = T σn (f ) − T P(σn (f ))+ Sσn (f ).



(8.4)



As S is positive and σn (f ) ≥ 0 it follows from P ≤ I that P(σn (f ))+ Sσn (f ) ≤ Sσn (f ) and the assumption that T |Sg| ≤ T |g| for all g ∈ E now gives T P(σn (f ))+ Sσn (f ) ≤ T Sσn (f ) ≤ T σn (f ). Combining the above inequality with (8.4), we have T P(σn (f ))+ f ≥ T σn (f ) − T P(σn (f ))+ Sσn (f ) ≥ T σn (f ) − T σn (f ) = 0. A mild extension of Theorem 8.1 gives the ergodic theorem due to Wiener, Yosida and Kakutani. Theorem 8.2 Maximal Ergodic Theorem of Wiener, Kakutani and Yosida Let T be a conditional expectation on the Dedekind complete Riesz space E with weak order unit e = T e. Let S be a positive operator on E with T |Sf | ≤ T |f | for all f ∈ E. Define Sn and σn as in (8.1) and (8.2). Denote by H(f ) the band in E generated by {(σn (f ))+ | n ∈ N} and by PH(f ) the band projection onto H(f ). Then T PH(f ) f ≥ 0,



for all f ∈ E.



(8.5)
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Proof: Let P = PH(f ) and Pn = P(σn (f ))+ then Pn ↑ P . Now from the order continuity of T , we have T Pn (f ± ) ↑ T P (f ± ); thus, from Theorem 8.1, 0 ≤ T Pn f → T P f, which concludes the proof. Prior to concerning ourselves with the Birkhoff Ergodic Theorem, some additional terminology is necessary. Let Sn be as in (8.1) and define n _ 1 ρn (f ) = Sj f, j j=0



(8.6)



with the convention that 0/0 = 0. Since (ρn (f ))+ ≤ (σn (f ))+ ≤ (nρn (f ))+ , we obtain that P(σn (f ))+ = P(ρn (f ))+ for all f ∈ E and n ∈ N. Hence we get the following theorem, as a corollary to the above ergodic theorems. Theorem 8.3 Let T be a conditional expectation on the Dedekind complete Riesz space E with weak order unit e = T e. Let S be a positive operator on E with Se = e and T |Sf | ≤ T |f | for all f ∈ E. Define Sn and ρn as in (8.1) and (8.6). For α ∈ R denote by Hα (f ) the band in E generated by {(ρn (f ) − αe)+ | n ∈ N} and by PHα (f ) the band projection onto Hα (f ). Then T PHα (f ) f ≥ αT PHα (f ) e,



for all



f ∈ E.



(8.7)



Proof: Let g = f − αe and Pnα := P(ρn (f )−αe)+ . Then Pnα ↑n P α := PHα (f ) . Since Se = e, the definition of Sn gives that Sn g = Sn f − nαe and consequently n n n _ _ _ 1 1 1 Sj g = (Sj f − αje) = Sj f − αe = ρn (f ) − αe. ρn (g) = j j j j=0 j=0 j=0



Observe that P(σn (g))+ = P(ρn (g))+ = P(ρn (f )−αe)+ . Thus H0 (g) is the band generated by {(σn (g))+ | n ∈ N} and equivalently by {(ρn (f )− αe)+ | n ∈ N} which is none other than Hα (f ). Theorem 8.2 gives that 0 ≤ T PH0 (g) g = T PH0 (g) (f − αe)
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and hence that T PHα (f ) f = T PH0 (g) f ≥ αT PH0 (g) e = αT PHα (f ) e. The following case of band invariance under S plays a crucial role in the proof of the Birkhoff Ergodic Theorem. Lemma 8.4 Let S be an order continuous Riesz homomorphism on the Dedekind complete Riesz space E with weak order unit e = Se. If Sg = g, where g ∈ E, then Sg + = g + and SPg+ = Pg+ S. Proof: The first equality of the lemma is verified by noting Sg + = S(g ∨ 0) = (Sg) ∨ 0 = g ∨ 0 = g + . Let f ∈ E + then Pg+ f = lim f ∧ ng + . n→∞



Hence the order continuity of S and its being a Riesz homomorphism give SPg+ f = lim S(f ∧ ng + ) = lim (Sf ) ∧ n(Sg + ) = lim (Sf ) ∧ ng + = Pg+ Sf. n→∞



n→∞



n→∞



Thus proving the commutation in general. Using the concept of invariance introduced in the above lemma, Theorem 8.3 can be generalized as follows. Corollary 8.5 Let T be a conditional expectation on the Dedekind complete Riesz space E with weak order unit e = T e. Let S be an order continuous Riesz homomorphism on E with Se = e and T |Sf | ≤ T |f | for all f ∈ E. Define Sn and ρn as in (8.1) and (8.6). For α ∈ R denote by Hα (f ) the band in E generated by {(ρn (f ) − αe)+ | n ∈ N} and by PHα (f ) the band projection onto Hα (f ). For each band projection Q which commutes with S, T PHα (f ) Qf ≥ αT PHα (f ) Qe,



f ∈ E.



(8.8)



for all f ∈ E.



(8.9)



for all



Proof: From Theorem 8.3 T PHα (Qf ) Qf ≥ αT PHα (Qf ) e,



Now by (8.6) as S and Q commute and as S is a Riesz homomorphism ρn (Qf ) =



j−1 j−1 j−1 n n n _ _ _ 1 X k 1X k 1X k S Qf = S f = Qρn (f ) Q S f =Q j j j j=0 j=0 j=0 k=0 k=0 k=0
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and consequently Q(ρn (Qf ) − αe)+ = (Qρn (Qf ) − αQe)+ = (Qρn (f ) − αQe)+ = Q(ρn (f ) − αe)+ . In terms of band projections this gives QP(ρn (Qf )−αe)+ = PQ(ρn (Qf )−αe)+ = PQ(ρn (f )−αe)+ = QP(ρn (f )−αe)+ . But PHα (f ) = lim P(ρn (f )−αe)+ n→∞



and hence PHα (Qf ) Q = lim QP(ρn (Qf )−αe)+ = lim QP(ρn (f )−αe)+ = PHα (f ) Q. n→∞



n→∞



In the light of this, PHα (Qf ) e ≥ PHα (Qf ) Qe = PHα (f ) Qe, and hence (8.9) yields for α ≤ 0, T PHα (f ) Qf ≥ αT PHα (f ) Qe,



for all f ∈ E,



and for α < 0, by Theorem 8.2, T PHα (f ) Qf = T PH(Qf ) ≥ 0 > αT PHα (f ) Qe, thus proving the theorem. Replacing f by −f and α by −α in the above corollary, we obtain the following analogue of Corollary 8.5.



Corollary 8.6 Let T be a conditional expectation on the Dedekind complete Riesz space E with weak order unit e = T e. Let S be an order continuous Riesz homomorphism on E with Se = e and T |Sf | ≤ T |f | for all f ∈ E. Define Sn as in (8.1) and let γn (f ) =



n ^ 1 Sj f, j j=0



(8.10)



with the convention 0/0 = 0. For α ∈ R denote by Jα (f ) the band in E generated by {(αe − γn (f ))+ | n ∈ N} and by PJα (f ) the band projection onto Jα (f ). For each band projection Q which commutes with S T PJα (f ) Qf ≤ αT PJα (f ) Qe,



for all f ∈ E.



(8.11)
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Proof: Applying Corollary 8.5 to −f and −α in place of f and α gives T PH−α (−f ) Q(−f ) ≥ −αT PH−α (−f ) Qe,



for all f ∈ E.



But a simple computation shows that in the notation of Corollary 8.5 we have (ρn (−f )−(−αe))+ =



n _ 1 Sj (−f ) + αe j j=0



!+ =



n ^ 1 Sj f + αe − j j=0



!+ = (αe − γn (f ))+



and hence H−α (−f ) = Jα (f ). Thus T PJα (f ) Q(−f ) ≥ −αT PJα (f ) Qe, from which the result follows upon multiplying by −1. The classical ergodic theorems are concerned with the convergence of the Cesaro sums of iterates of an operator on L1 (Ω, A, µ) which is norm preserving. Their natural generalization to Dedekind complete Riesz spaces with weak order unit e and conditional expectation operator T with T e = e, considers the convergence of the Cesaro sums of iterates of an operator S which is Riesz homomorphism having Se = e and T S = T . In order to generalize the Birkhoff Ergodic Theorem to the Riesz space context, there are two possible avenues which can be followed: the simpler path is imposing a boundedness condition, this yields a result similar to the Pointwise Birkhoff Ergodic Theorem; the second possibility is to require a completeness condition on the space with respect to the conditional expectation operator, this yields a result analogous to the L1 Birkhoff Ergodic Theorem. We shall explore, below, both of the routes described above.



Theorem 8.7 Birkhoff Ergodic Theorem - Bounded Let T be a strictly positive conditional expectation on the Dedekind complete Riesz space E with weak order unit e = T e. Let S be an order continuous Riesz homomorphism on E with Se = e and T Sf = T f for all f ∈ E. Define Sn as in (8.1). (a) If



1 S (f ) n n



(b) If



1 S (f ) n n



 



is bounded in E then this sequence converges in E. converges to say Lf , then Lf = SLf and T Lf = T f .



 (c) If n1 Sn (f ) converges to say Lf for each f ∈ E, then L is a conditional expectation on E having Le = e.
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 Proof: As the sequence n1 Sn (f ) is assumed bounded, from the Dedekind completeness of E it follows that 1 M (f ) := lim sup Sn (f ), n→∞ n 1 m(f ) := lim inf Sn (f ), n→∞ n both exist. From [69, Proposition 1.1.10], the above sequence converges in E if and only if both M (f ) and m(f ) exist and are equal. If M (f ) 6= m(f ) then from Lemma 3.2, as M (f ) > m(f ), there exist real numbers s(f ) < t(f ) such that g := (M (f ) − t(f )e)+ ∧ (s(f )e − m(f ))+ > 0. Let Q denote the band projection onto the band generated by g, i.e. Q = Pg . To show that Q and S commute, by Lemma 2.5, it suffices to show that Sg = g. The map S is a Riesz homomorphism with Se = e and as such Sg = (SM (f ) − t(f )e)+ ∧ (s(f )e − Sm(f ))+ ≥ 0. Using that S is an order continuous Riesz homomorphism, we obtain n−1



SM (f ) = lim sup n→∞



1 X k+1 S (f ) n k=0



1 = lim sup (Sn+1 (f ) − f ) n→∞ n    1 1 f = lim sup + Sn+1 (f ) − . n + 1 n(n + 1) n n→∞ Here limn→∞ f /n = 0 and 1 1 1 lim sup Sn+1 (f ) ≤ lim sup Sn+1 (f ) n(n + 1) K n→∞ n + 1 n→∞ for each K ∈ N. As E is Archimedian, this implies that 1 lim sup Sn+1 (f ) = 0 n(n + 1) n→∞ and hence



1 Sn+1 (f ) = 0. n→∞ n(n + 1) lim



Combining these results gives SM (f ) = lim sup n→∞



1 Sn+1 (f ) = M (f ). n+1



Consequently Sm(f ) = −SM (−f ) = −M (−f ) = m(f ),
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giving the analogous result for m(f ), and hence that Sg = g > 0. The band projection Q thus commutes with S. In the notation of Corollaries 8.5 and 8.6 we observe that Q ≤ PHt(f ) (f ) ∧ PJs(f ) (f ) , from which it follows that PHt(f ) (f ) Q = Q = PJs(f ) (f ) Q.



(8.12)



Combining (8.12) and Corollary 8.5 gives T Qf = T PHt(f ) (f ) Qf ≥ t(f )T PHt(f ) (f ) Qe = t(f )T Qe



(8.13)



and similarly combining (8.12) and Corollary 8.6 gives s(f )T Qe = s(f )T PJs(f ) (f ) Qe ≥ T PJs(f ) (f ) Qf = T Qf.



(8.14)



Thus s(f )T Qe ≥ t(f )T Qe, which with the strict positivity of T gives (s(f ) − t(f ))Qe ≥ 0. Here Q is a non-zero positive band projection and s(f ) and t(f ) are real numbers, so s(f ) ≥ t(f ). This contradicts s(f ) < t(f ) and hence M (f ) = m(f ), proving the convergence. We have already proved that SM (f ) = M (f ), which in the case of the limit existing gives immediately SLf = Lf . Finally the observation that T Sn f = nT f along with the order continuity of T , gives T Lf = T f . Since Se = e it follows that Sn e = ne and thus Le exists and Le = e. We now assume that Lf exists for all f ∈ E. If f ∈ E + , then S j f ≥ 0 as S is a positive operator, thus making Sn a positive operator and consequently L is a positive operator. For each f ∈ E, SLf = Lf and thus Sn Lf = nLf , from which it follows directly that L2 f = Lf . In order to show that L is a conditional expectation it remains to be shown that L is order continuous and that R(L) is a Dedekind complete Riesz subspace of E. To show R(L) a Riesz subspace of E it suffices (as R(L) is linear) to show that (Lf )+ ∈ R(L) for each f ∈ E. But as S is a Riesz homomorphism S(Lf )+ = (SLf )+ = (Lf )+ . Hence Sn (Lf )+ = n(Lf )+ , which gives that L(Lf )+ = (Lf )+ . Consequently (Lf )+ ∈ R(L) and R(L) is a Riesz subspace of E. Let xα ↓ 0 in E. Then Lxα ↓ h ≥ 0 for some h ∈ E. Observe that the order continuity of T gives, in this context, that T Lxα ↓ T h ≥ 0 || T xα ↓ 0
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Thus T h = 0 where h ≥ 0 and T is strictly positive, making h = 0 and proving the order continuity of L. It remains only to prove the Dedekind completeness of R(L). Let Lxα be a bounded increasing net in E. Then, as E is Dedekind complete, there exists z ∈ E with Lxα ↑ z. From the order continuity of L and as L is a projection it now follows that Lxα = L2 xα ↑ Lz. Hence z = Lz ∈ R(L).  Note that n1 Sn (f ) is bounded if and only if lim supn→∞ n1 Sn (f ) and lim inf n→∞ n1 Sn (f ) both exist in E. Theorem 8.8 The Birkhoff Ergodic Theorem - T -universally complete Let T be a strictly positive conditional expectation on the T -universally complete Riesz space E with weak order unit e = T e. Let S be an order continuous Riesz homomorphism on E with Se =  e and T Sf = T f for all f ∈ E. Define Sn as in (8.1), then the sequence n1 Sn (f ) converges to say Lf = SLf in E for each f ∈ E. In addition T L = T and L is a conditional expectation on E. Proof: In the light of Theorem 8.7, we need only show that 1 lim sup Sn f n→∞ n exists for each f ∈ E + . Let f ∈ E + be fixed, then   1 Sn f lim sup me ∧ n n→∞ exists for each m ∈ N. We now show that  lim me ∧



n→∞



1 Sn f n







exists for each m ∈ N. From the Dedekind completeness of E it follows that 1 Sn (f ), n n→∞ 1 N := lim inf me ∧ Sn (f ), n→∞ n



M := lim sup me ∧



both exist, we need to show them equal. If M 6= N then from [57, Lemma 2.2], as me ≥ M > N ≥ 0, there exist real numbers 0 < s < t < m such that g := (M − te)+ ∧ (se − N )+ > 0.
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Let Q denote the band projection onto the band generated by g, i.e. Q = Pg . To show that Q and S commute, by Lemma 2.5, it suffices to show that Sg = g. The map S is a Riesz homomorphism with Se = e and as such Sg = (SM − te)+ ∧ (se − SN )+ . Using that S is an order continuous Riesz homomorphism, we obtain ! n−1 1 X k+1 SM = lim sup me ∧ S (f ) n k=0 n→∞   1 (Sn+1 (f ) − f ) = lim sup me ∧ n n→∞    1 1 f = lim sup me ∧ + Sn+1 (f ) − . n + 1 n(n + 1) n n→∞ Here limn→∞ f /n = 0. Note that



n−1



X 1 1 S f ≤ S j f, n 1/2 3/2 n (n + 1) (j + 1) j=0 where



n−1 X j=0



1 Sj f 3/2 (j + 1)



is increasing in n. Thus T



n−1 X j=0



n−1



n−1



∞



X X X 1 1 1 1 j j S f = T S f = T f ≤ T f. 3/2 3/2 3/2 (j + 1) (j + 1) (j + 1) (j + 1)3/2 j=0 j=0 j=0



From the T -universal completeness of E n−1 X j=0



1 S j f ↑n h 3/2 (j + 1)



for some h ∈ E. Combining these results gives 1 1 Sn f ≤ √ h. n(n + 1) n As E is Archimedian, this implies that lim



n→∞



1 Sn+1 f = 0. n(n + 1)



Hence SM = lim sup me ∧ n→∞



1 Sn+1 f = M. n+1
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Analogously SN = N , and thus that Sg = g. The band projection Q thus commutes with S. Observe that for 0 < α < m the band generated by (ρn (f ) − αe)+ and by ! !+ n _ 1 (me ∧ ρn (f ) − αe)+ = me ∧ Sj f − αe j j=0 are the same. In the notation of Corollaries 8.5 and 8.6, we note that Q ≤ PHt (f ) ∧ PJs (f ) from which it follows that Q = PHt (f ) Q and Q = PJs (f ) Q. Appealling to Corollary 8.5 gives T Qf = T PHt (f ) Qf ≥ tT PHt (f ) Qe = tT Qe and to Corollary 8.6 gives sT Qe = sT PJs (f ) Qe ≥ T PJs (f ) Qf = T Qf. Thus (s − t)T Qe ≥ 0, from which it follows that s ≥ t, since T is strictly positive and Q is a non-zero positive band projection. This contradicts s < t and hence M = N , proving the convergence. Now



   1 1 Sn f ≤ T Sn f = T f T me ∧ n n for each m, n ∈ N and, since T is order continuous,      1 1 Sn f = lim T me ∧ Sn f ≤ T f, T lim me ∧ n→∞ n→∞ n n for each m ∈ N. In particular, taking the limit as m → ∞ in the above expression, along with E being T -universally complete, gives that   1 lim me ∧ Sn f ↑m γ n→∞ n



for some γ ∈ E. Hence  lim me ∧



n→∞



1 Sn f n



 ≤γ



for all m ∈ N and consequently  lim sup n→∞



which proves the required boundedness.



1 Sn f n



 ≤ γ,



Chapter 9 Independence 9.1



Introduction



A fundamental concept which has, to our knowledge, not previously appeared in the Riesz space context, is that of independence. Here we introduce the notions of independence for both families from the Riesz space and for band projections with repect to a given conditional expectation operator. In should be noted that in the classical probability setting, independence is with respect to one of the simplest conditional expectation operators, i.e. the expectation operator. The closely linked concept of the tail of a sequence is defined next. For an independent sequence with respect to a given conditional expectation, we are able to show that the tail is contained in the range space of the contitional expectation operator. Hence we obtain Riesz space analogues of the Borel-Cantelli Lemma and the Kolmogorov Zero-One Law. The concept of independence relative to a conditional expectation operator in a Riesz space is explored in Section 2. In Section 3, deeper results are established in the setting of a T -universally complete Riesz spacei, these will be needed to construct the theory of Markov processes in Riesz spaces. Riesz space versions of the Borel-Cantelli Lemma and the Kolmogorov zero-one law are proved in Section 4, while in Section 5 the Borel zero-one law is given. In Section 6 the strong law of large numbers is prove in this setting.



9.2



T -conditional Independence



In probability theory, the concept of independence relies on both the presence of a probability measure and the multiplicative properties of R+ . In the Riesz space setting, the role of the probability measure or equivalently the expectation operator is replaced by a conditional expectation operator while the role of multiplication is 99
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mirrored at operator level by composition. Definition 9.1 Let E be a Dedekind complete Riesz space with conditional expectation T and weak order unit e = T e. Let P and Q be band projections on E, we say that P and Q are T -conditionally independent with respect to T if T P T Qe = T P Qe = T QT P e.



(9.1)



We say that two Riesz subspaces E1 and E2 of E icontaining e are T -conditionally independent with respect to T if all band projections Pi , i = 1, 2, in E with Pi e ∈ Ei , i = 1, 2, are T -conditionally independent with respect to T . Example Consider the particular case where E = L1 (Ω, F, P ) is the probability space with measure P . Let G be a sub-σ-algebra of F and T be the conditional expectation T · = E[· |G]. The weak order units of E which are invariant under T are those f ∈ E with f > 0 almost everywhere which are f G-measurable. Here the and projections are multiplication by characteristic functions of sets which are F-measurable. If we now apply Definition 10.1, we have that P f = χA · f and Qf = χB · f , where f is a weak order unit invariant under T . Here P and Q are T -conditionally independent if E[χA · E[χB · f |G]|G] = E[χA · χB · f |G] = E[χB · E[χA · f |G]|G]. By the usual properties of E[· |G], f E[χA |G]E[χB |G] = f E[χA · χB |G] = f E[χB · |G]E[χA |G]. That is, E[χA |G]E[χB |G] = E[χA · χB |G] = E[χB · |G]E[χA |G], giving the classical definition of conditionally independent events. Definition 10.1 is independent of the choice of the weak order unit e with e = T e, as can be seen by the following lemma. Theorem 9.2 Let E be a Dedekind complete Riesz space with conditional expectation T and let e be a weak order unit which is invariant under T . The band projections P and Q in E are T -conditionally independent if, and only if, T P T Qw = T P Qw = T QT P w



for all w ∈ R(T ).



(9.2)



Proof: That (9.2) implies (10.1) is obvious. We now show that (10.1) implies (9.2). From linearity it is sufficient to show that (9.2) holds for all 0 ≤ w ∈ R(T ). Consider 0 ≤ w ∈ R(T ). By Freudenthal’s theorem ([103]), there exist anj ∈ R and band projections Qnj on E such that Qnj ∈ R(T ) and
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sn =



n X
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anj Qnj e,



j=0



with w = lim sn . n→∞



As e, Qnj ∈ R(T ), Qnj T = T Qnj . Thus T P T QQnj e = Qnj T P Qe



(9.3)



since Qnj commutes with all the factors in the product and therefore with the product itself. Again using the commutation of band projections and the fact that Qnj T = T Qnj we obtain T P QQnj e = Qnj T P Qe.



(9.4)



Combining (9.3), (9.4) and using the linearity of T, P and Q gives TPTQ



n X



anj Qnj e = T P Q



j=0



n X



anj Qnj e.



(9.5)



j=0



Since T, P, Q are order continuous, taking the limit as n → ∞ of (9.5) we obtain T P T Qw = T P Qw. Interchanging the roles of P and Q gives T QT P w = T QP w. As band projections commute, we have thus shown that (9.2) holds. The following corollary to the above theorem shows that T -conditional independence of the band projections P and Q is equivalent to T -conditional independence of the closed Riesz subspaces hP e, R(T )i and hQe, R(T )i generated by P e and R(T ) and by Qe and R(T ) respectively. Corollary 9.3 Let E be a Dedekind complete Riesz space with conditional expectation T and let e be a weak order unit which is invariant under T . Let Pi , i = 1, 2, be band projections on E. Then Pi , i = 1, 2, are T -conditionally independent if and only if the closed Riesz subspaces Ei = hPi e, R(T )i , i = 1, 2, are T -conditionally independent. Proof: The reverse implication is obvious. Assuming Pi , i = 1, 2, are T -conditionally independent with respect to T we show that the closed Riesz subspaces Ei , i = 1, 2, are T -conditionally independent with respect to T . As each element of R(T ) is the
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limit of a sequence of linear combinations of band projections whose action on e is in R(T ) it follows that Ei is the closure of the linear span of {Pi Re, (I − Pi )Re|R band projection in E with Re ∈ R(T )}. It thus suffices, from the linearity and continuity of band projections and conditional expectations, to prove that for Ri , i = 1, 2, band projections in E with Ri e ∈ R(T ), i = 1, 2, the band projections P1 R1 and (I − P1 )R1 are T -conditionally independent of P2 R2 and (I − P2 )R2 . We will only prove that P1 R1 is T -conditionally independent of P2 R2 as the other three cases follow by similar reasoning. From Theorem 9.2, as R1 e, R2 e ∈ R(T ), T P1 T P2 R1 R2 e = T P1 P2 R1 R2 e = T P2 T P1 R1 R2 e. As band projections commute and since Ri T = T Ri , i = 1, 2, we obtain T P1 R1 T P2 R2 e = T P1 R1 P2 R2 e = T P2 R2 T P1 R1 e giving the T -conditional independence of Pi Ri , i = 1, 2. In a manner similar to that of measure theoretic probability, we can define independence, with respect to the conditional expectation T , of a family of Dedekind complete Riesz subspaces of the Riesz space E. Definition 9.4 Let E be a Dedekind complete Riesz space with conditional expectation T and weak order unit e = T e. Let Eλ , λ ∈ Λ, be a family of Dedekind complete Riesz subspaces of E having R(T ) ⊂ Eλ for all λ ∈ Λ. We say that the family is independent with respect to T if, for each pair of disjoint sets Λ1 , Λ2 ⊂ Λ, we have that P1 and P2 are independent with respect to T . Here P1 and P2 are band projections with * + [ Pj e ∈ Eλ , λ∈Λj



where hSi denotes the smallest Dedekind complete Riesz subspace of E containing the set S. For E = L1 (Ω, A, µ), where µ is a probability measure, e = 1 and T is the expectation operator Z Tf =



f dµ = E[f ]1.



The T -conditional independence of the family, Eλ = L1 (Ω, Aλ , µ), λ ∈ Λ, of Dedekind complete Riesz sub-spaces Eλ of E, where each Aλ is a sub-σ-algebra of A, is none other than the definition of independence of the family Aλ , λ ∈ Λ, as sub-σ-algebras of A.
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Definition 9.11 leads naturally to the definition of independence for sequences in E, given below. Definition 9.5 Let E be a Dedekind complete Riesz space with conditional expectation T and weak order unit e = T e. We say that the sequence (fn ) in E is independent with respect to T if the family {h{fn } ∪ R(T )i |n ∈ N} of Dedekind complete Riesz spaces is independent with respect to T . A linear map R : E → E is said to be strictly positive if Rf > 0 for all 0 < f ∈ E. The following lemma forms a crucial step in the proof of the zero-one laws. Lemma 9.6 Let E be a Dedekind complete Riesz space with strictly positive conditional expectation T and weak order unit e = T e. Let P be a band projection on E which is self-independent with respect to T , then T P = P T and T P e = P e. Proof: As P is self-independent with respect to T , we have that T P T P e = T P e. Thus 0 = T (P − P T P )e = T (I − P )T P e, since T 2 = T . Because I − P ≥ 0 and T strictly positive, it now follows that (I − P )T P e = 0 and hence P T P e = T P e.



(9.6)



T P T (I − P )e = T P T e − T (P T P )e = T P T e − T P e.



(9.7)



Direct computation gives



Since T e = e, (9.7) gives T P T (I − P )e = 0, from which the strict positivity of T allows us to deduce that P T (I − P )e = 0. Combining this result with (9.6) and T e = e yields P e = P T e = P T P e = T P e. Let B be the band associated with P . Then B is the band generated by P e. Since T P e = P e, B is a band generated by an element of R(T ), and thus from Theorem 2.6 it follows that T P = P T and hence T P e = P T e = P e.
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Independence in T -universally complete spaces



In the light of the above corollary, when discussing T -conditional independence of Riesz subspaces of E with respect to T , we will assume that they are closed Riesz subspaces containing R(T ). A Radon-Nikod´ ym-Douglas-Andˆo type theorem was established in [99]. In particular, suppose E is a T -universally complete Riesz space and e = T e is a weak order unit, where T is a strictly positive conditional expectation operator on E. A subset F of E is a closed Riesz subspace of E with R(T ) ⊂ F if and only if there is a unique conditional expectation TF on E with R(TF ) = F and T TF = T = TF T . In this case TF f for f ∈ E + is uniquely determined by the property that T P f = T P TF f



(9.8)



for all band projections on E with P e ∈ F . The existence and uniqueness of such conditional expectation operators forms the underlying foundation for the following result which characterizes independence of closed Riesz subspaces of a T -universally complete Riesz space in terms of conditional expectation operators. Theorem 9.7 Let E1 and E2 be two closed Riesz subspaces of the T -universally complete Riesz space E with strictly positive conditional expectation operator T and weak order unit e = T e. Let S be a conditional expectation on E with ST = T . If R(T ) ⊂ E1 ∩ E2 and ThR(S),Ei i is the conditional expectation having as its range the closed Riesz space of E generated by R(S) and Ei , then the spaces E1 and E2 are T -conditionally independent with respect to S, if and only if Ti ThR(S),E3−i i = Ti SThR(S),E3−i i



i = 1, 2,



where Ti is the conditional expectation commuting with T and having range Ei . Proof: Let E1 and E2 be T -conditionally independent with respect to S, i.e. for all band projections Pi with Pi e ∈ Ei for i = 1, 2, we have SP1 SP2 e = SP1 P2 e = SP2 SP1 e. Consider the equation SP1 SP2 e = SP1 P2 e. Applying T to both sides of the equation and using (9.8) gives T P1 P2 e = T P1 SP2 e. Thus, by the Riesz space Radon-Nikod´ ym-Douglas-Andˆo theorem, T1 P2 e = T1 SP2 e.



(9.9)
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Now, let PS be a band projection with PS e ∈ R(S). Applying PS and then T to (9.9) gives T PS P1 P2 e = T PS P1 SP2 e. As PS e ∈ R(S), we have that SPS = PS S which, together with the commutation of band projections, gives T P1 PS P2 e = T P1 SPS P2 e. Applying the Riesz space Radon-Nikod´ ym-Douglas-Andˆo theorem now gives T1 PS P2 e = T1 SPS P2 e. Each element of hR(S), E2 i = R(ThR(S),E2 i can be expressed as a limit of a net of linear combinations of elements of the form PS P2 e where PS and P2 are respectively band projections with PS e ∈ R(S) and P2 e ∈ E2 . From the continuity of T1 T1 ThR(S),E2 i = T1 SThR(S),E2 i . Similarly, if we consider the equation SP2 P1 e = SP2 SP1 e we have T2 ThR(S),E1 i = T2 SThR(S),E1 i . Now suppose Ti ThR(S),E3−i i = Ti SThR(S),E3−i i for all i = 1, 2. Again we consider only T1 ThR(S),E2 i = T1 SThR(S),E2 i . Then, for all P2 e ∈ R(T2 ), PS e ∈ R(S), T1 PS P2 e = T1 SPS P2 e. Since PS e ∈ R(S) we have T1 PS P2 e = T1 PS SP2 e. If we apply P1 , where P1 e ∈ R(T1 ), and then T to both sides of the above equality we obtain T P1 T1 PS P2 e = T P1 T1 PS SP2 e. Commutation of band projections, T1 P1 = P1 T1 and T = T T1 , applied to the above equation gives T PS P1 P2 e = T PS P1 SP2 e. Now from the Radon-Nikod´ ym-Douglas-Andˆo theorem in Riesz spaces we have SP1 P2 e = SP1 SP2 e. By a similar argument using T2 ThR(S),E1 i = T2 SThR(S),E1 i , we have SP2 P1 e = SP2 SP2 e. Since band projections commute we get SP1 SP2 e = SP1 P2 e = SP2 SP1 e which concludes the proof. Taking S = T in the above theorem, we obtain the following corollary.
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Corollary 9.8 Let E1 and E2 be two closed Riesz subspaces of the T -universally complete Riesz space E with strictly positive conditional expectation operator T and weak order unit e = T e. If R(T ) ⊂ E1 ∩ E2 , then the spaces E1 and E2 are T conditionally independent, if and only if T1 T2 = T = T2 T1 , where Ti is the conditional expectation commuting with T and having range Ei . The following theorem is useful in the characterization of independent subspaces through conditional expectations. Corollary 9.9 Under the same conditions as in Corollary 9.8, E1 and E2 are T conditionally independent if and only if Ti f = T f,



for all f ∈ E3−i ,



i = 1, 2,



(9.10)



where Ti is the conditional expectation commuting with T and having range Ei . Proof: Observe that (9.10) is equivalent to Ti T3−i = T T3−i = T. The corollary now follows directly from Corollary 9.8. The above theorem can be applied to self-independence, given that the only selfindependent band projections with respect to to T are those onto bands generated by elements of the range of T . Corollary 9.10 Let E be a T -universally complete Riesz space E with strictly positive conditional expectation operator T and weak order unit e = T e. Let P be a band projection on E which is self-independent with respect to T , then T P = P T and T P e = P e. Proof: Taking P1 = P = P2 and f = P e in the above theorem, we obtain T P e = T1 P e. But P e ∈ R(T1 ) so T P e = P e, thus P e ∈ R(T ) from which it follows that T P = P T . In measure theoretic probability, we can define independence of a family of σ-subalgebras. In a similar manner, in the Riesz space setting, we can define the independence with respect to T of a family of closed Dedekind complete Riesz subspaces of E. For DS ease ofE notation, if (Eλ )λ∈Λ is a family of Riesz subspaces of E we put EΛ = λ∈Λj Eλ .
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Definition 9.11 Let E be a Dedekind complete Riesz space with conditional expectation T and weak order unit e = T e. Let Eλ , λ ∈ Λ, be a family of closed Dedekind complete Riesz subspaces of E having R(T ) ⊂ Eλ for all λ ∈ Λ. We say that the family is T -conditionally independent if, for each pair of disjoint sets Λ1 , Λ2 ⊂ Λ, we have that EΛ1 and EΛ2 are T -conditionally independent. Definition 9.11 leads naturally to the definition of T -conditional independence for sequences in E, given below. Definition 9.12 Let E be a Dedekind complete Riesz space with conditional expectation T and weak order unit e = T e. We say that the sequence (fn ) in E is T conditionally independent if the family h{fn } ∪ R(T )i , n ∈ N of Dedekind complete Riesz spaces is T -conditionally independent.



9.4



Kolmogorov Zero-One Law



In this section we formulate and prove, in a Riesz space setting, variants of the Borel-Cantelli Lemma and the Kolmogorov Zero-One Law. The presence of neither a probability measure nor an expectation operator is assumed, but this role is taken by the conditional expectation operator. The use made of the multiplicative structure of R+ in the classical setting will now be filled by the composition of band projections, as seen below. Lemma 9.13 Let E be a Dedekind complete Riesz space with conditional expectation operator T and weak order unit e = T e. If ∞ X



T fj ∈ E,



j=1



where (fj ) is an order bounded sequence in E + , then   T lim sup fj = 0. j→∞



If, in addition, T is strictly positive then lim sup fj = 0. j→∞



Proof: The boundedness of the sequence (fj ) ensures existence of lim sup fj and of j→∞



sup fj . As each fj ≥ 0, it follows that j



sup fj ≤ n≥j≥k



n X j=k



fj ,



for all k ≤ n ∈ N,
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and thus



n X



T sup fj ≤ n≥j≥k



T fj ,



for all k ≤ n ∈ N.



j=k



Taking n → ∞ gives T sup fj ≤ j≥k



∞ X



T fj ,



for all k ∈ N.



j=k



P



From the order convergence of T fj we get X T fj → 0, in order as k → ∞. j≥k



Combining these results gives   X 0 ≤ T sup fj ≤ T fj → 0, j≥k



Thus



in order as k → ∞.



j≥k



  lim T sup fj = 0,



k→∞



j≥k



and the order continuity of T allows us to conclude that       T lim sup fj = T lim sup fj = lim T sup fj = 0, k→∞



k→∞ j≥k



k→∞



j≥k



thereby proving the theorem. Note that if P is a band projection, then 0 ≤ P ≤ I. Let (Pj ) be a sequence of band projections in E, then Q := lim sup Pj j→∞



exists and is again a band projection. In fact, lim sup Pj e j→∞



is a weak order unit for the band associated with Q. Taking fj = Pj e in the above lemma, we have as a straight forward corollary, the following Riesz space analogue of the classical Borel-Cantelli Theorem. Corollary 9.14 Borel-Cantelli Let E be a Dedekind complete Riesz space with strictly positive conditional expectation operator T and weak order unit e = T e. If ∞ X j=1



T Pj e ∈ E,
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where (Pj ) is a sequence of band projections in E, then lim sup Pj = 0. j→∞



In order to consider the Kolmogorov Zero-One Law, we need a definition for the tail Riesz subspace of a sequence in a Riesz space. This definition of the tail must generalise the classical σ-algebra definition for a sequence of random variables. Definition 9.15 Let E be a Dedekind complete Riesz space with weak order unit e. Let (fn ) be a sequence in E. We define the tail of (fn ) with respect to T to be the Dedekind complete Riesz subspace of E given by \ τ [(fn ), T ] := h{R(T ), fn , fn+1 , . . .}i . n∈N



We say that a band projection P is from the tail of (fj ) if P e ∈ τ [(fj ), T ]. Theorem 9.16 The Kolmogorov Zero-One Law Let E be a Dedekind complete Riesz space with strictly positive conditional expectation operator T and weak order unit e = T e. Let (fn ) be a sequence in E which is independent with respect to T . Then τ [(fj ), T ] = R(T ). Proof: Let P be a band projection with P e ∈ τ [(fj ), T ]. Show that P is selfindependent with respect to T . For each n ∈ N let Sn = h{R(T ), f1 , . . . , fn }i , S∞ = h{R(T ), f1 , f2 , . . .}i . As P is a band projection from the tail of (fn ) we have that P e ∈ S∞ . But



∞ [ j=1



order dense in S∞ and consequently there exists a net (hα ) ⊂



∞ [



Sj



j=1



with hα ↑ P e. Let Λn = {α | hα ∈ Sn } and qn = sup hα α∈Λn



Sj is
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then qn ∈ Sn , as Sn is a Riesz subspace of E, see [1, pages 66 and 84]. Also qn ↑ P e. Denote Pn = Pqn , then qn ≤ Pn e ≤ P e and thus Pn ↑ P . As P is a tail band projection, P e is in the tail of (fn ) with respect to e, but \ τ [(fn ), T ] = h{R(T ), fj , fj+1 , . . .}i ⊂ h{R(T ), fn+1 , fn+2 , . . .}i , j∈N



and thus P e ∈ h{R(T ), fn+1 , fn+2 , . . .}i ,



(9.11)



for each n ∈ N. The independence of (fj ) with respect to T now gives that Pn e and P e are independent since Pn e ∈ h{R(T ), f1 , . . . , fn }i and from (9.11) P e ∈ h{R(T ), fn+1 , fn+2 , . . .}i which have disjoint index sets, i.e. {1, . . . , n} and {n + 1, . . .}. Hence T Pn T P e = T Pn P e = T P T Pn e,



for all n ∈ N.



From the order continuity of T , taking the order limit as n → ∞ in the above equation yields T P T P e = T P e, making P self-independent with respect to T . From Lemma 9.10, P e ∈ R(T ), which by Freudenthal’s theorem completes the proof.



9.5



Borel Zero-One Law



In this section we formulate and prove, in a Riesz space setting, a variant of the Borel Zero-One Law. Theorem 9.17 The Borel Zero-One Law Let E be a Dedekind complete Riesz space with strictly positive conditional expectation operator T and weak order unit e = T e. If Q is the maximal band projection for which ∞ X



QT Pj e ∈ E,



j=1



where (Pj ) is a sequence of band projections independent with respect to T in E, then I − Q = lim sup Pj , j→∞



and QT = T Q.
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Proof: The existence of Q is ensured by the following observation: ! n X (I − Q)f = lim lim f ∧ T Pj e , for all f ∈ E + . m→∞ n→∞



(9.12)



j=m



Let S = lim sup Pj . Now by (9.12) for Q and by definition for S, Q and S are tail j→∞



band projections, thus it follows from Corollary ?? that both Q and S commute with T. It now follows that QT Pj = T (QPj ) and that (QPj ) is an independent sequence of band projections with respect to T , and since ∞ X



QT Pj e =



j=1



∞ X



T (QPj )e ∈ E,



j=1



Corollary 9.14 gives QS = Q lim sup Pj = lim sup QPj = 0. j→∞



j→∞



Thus (I − Q)S = S and S ≤ I − Q. It remains only to prove I−Q ≤ S, which is equivalent to proving that (I−Q)(I−S) = 0. From I − S being a band projection commuting with T and (9.12) it follows that (I − Q)(I − S)e = = = ≤



lim lim ((I − S)e) ∧



m→∞ n→∞



lim lim e ∧



m→∞ n→∞



n X



T Pj e



j=m n X



(I − S)T Pj e



j=m



lim lim e ∧ T (I − S)



m→∞ n→∞



n X



Pj e



j=m



lim lim e ∧ [(n + 1 − m)T ∨nj=m (I − S)Pj e].



m→∞ n→∞



But observe that from the order continuity of T and Theorem 9.16, 0 = S(I − S)e = [ lim lim ∨nj=m Pj (I − S)]e m→∞ n→∞



= [ lim lim (n − m) ∨nj=m Pj (I − S)]e m→∞ n→∞



= e ∧ lim lim (n + 1 − m) ∨nj=m Pj (I − S)e m→∞ n→∞



= e ∧ T lim lim (n + 1 − m) ∨nj=m Pj (I − S)e m→∞ n→∞



= e ∧ lim lim (n + 1 − m)T ∨nj=m Pj (I − S)e. m→∞ n→∞



Combining these results concludes the proof.
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The Strong Law of Large Numbers



The Strong Law of Large Numbers gives that if T S = T and Se = e = T e where S is an order continuous Riesz homomorphism, T is a a conditional expectation on the Dedekind complete Reisz space E with weak order unit e, and if the the sequence (S j f ) is independent and has Cesaro mean Lf for each f ∈ E, then L is the conditional expectation operator T , i.e. L = T . We now show this to be an easy consequence of the Birkhoff Ergodic Theorems and Kolmogorov’s Zero-One Law. Theorem 9.18 The Strong Law of Large Number Let T be a strictly positive conditional expectation on the Dedekind complete Riesz space E with weak order unit e = T e. Let S be an order continuous Riesz homomorphism on E with Se =  e and T Sf = T f for all f ∈ E. Define Sn as in (8.1) with the sequence n1 Sn (f ) convergent to say Lf in E, for each f ∈ E. If the sequence (S j f ) is independent with respect to T for each f ∈ E, then L = T . Proof: From the Birkhoff ergodic theorem, Theorem 8.7, we have that S j Lf = Lf for all j ∈ N and that T L = T . The former equality gives that Lf is in the tail of (S j f ) with respect to T , so from the Kolmorogov Zero-One Law, Theorem 9.16, Lf ∈ R(T ). Thus for each f ∈ E T f = T Lf = Lf making T = L.



Chapter 10 Mixingales on Riesz spaces 10.1



Introduction



Mixingales were first introduced by D.L. McLeish in [67]. Mixingales are a generalization of martingales and mixing sequences. McLeish defines mixingales using the L2 -norm. In [67] McLeish proves invariance principles under strong mixing conditions. In [68] a strong law for large numbers is given using mixingales with restrictions on the mixingale numbers. In 1988, Donald W. K. Andrews used mixingales to present L1 and weak laws of large numbers, [7]. Andrews used an analogue of McLeish’s mixingale condition to define L1 -mixingales. The L1 -mixingale condition is weaker than McLeish’s mixingale condition. Furthermore, Andrews makes no restriction on the decay rate of the mixingale numbers, as was assumed by McLeish. The proofs presented in Andrews are remarkably simple and self-contained. Mixingales have also been considered in a general Lp , 1 ≤ p < ∞, by, amongst others de Jong, in [16, 17] and more recently by Hu, see [42]. In this paper we define mixingales in a Riesz space and prove a weak law of large numbers for mixingales in this setting. This generalizes the results in the Lp setting to a measure free setting. In our approach the proofs rely on the order structure of the Riesz spaces which highlights the underlying mechanisms of the theory. This develops on the work of Kuo, Labuschagne, Vardy and Watson, see [53, 55, 94, 95], in formulating the theory of stochastic processes in Riesz spaces. Other closely related generalizations were given by Stoica [85] and Troitsky [93]. In Section 2 we give a summary of the Riesz space concepts needed as well as the essentials of the formulation of stochastic processes in Riesz spaces. Analogous concepts in the classical probability setting can be found in [9]. Mixingales in Riesz spaces are defined in Section 3 and some of their basic properties derived. The main result, the 113
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weak law of large number for mixingales, Theorem 10.11, is proved in Section 4 along with a result on the Ces`aro summability of martingale difference sequences.



10.2



Riesz Space Preliminaries



In this section we present the essential aspects of Riesz spaces required for this paper, further details can be found in [2] or [103]. The foundations of stochastic processes in Riesz spaces will also given. These will form the framework in which mixingales will be studied in later sections. A Riesz space, E, is a vector space over R, with an order structure that is compatible with the algebraic structure on it, i.e. if f, g ∈ E with f ≤ g then f + h ≤ g + h and αf ≤ αg for h ∈ E and α ≥ 0, α ∈ R. A Riesz space, E, is Dedekind complete if every non-empty upwards directed subset of E which is bounded above has a supremum. A Riesz space, E, is Archimedean if for each u ∈ E+ := {f ∈ E|f ≥ 0}, the positive cone of E, the sequence (nu)n∈N is bounded if and only if u = 0. We note that every Dedekind complete Riesz space is Archimedean, [103, page 63]. We recall from [2, page 323], for the convenience of the reader, the definition of order convergence of an order bounded net (fα )α∈Λ in a Dedekind complete Riesz space: (fα ) is order convergent if and only if lim sup fα = lim inf fα . α



α



Here lim sup fα = inf{sup{fα | α ≥ β} | β ∈ Λ}, α



lim inf fα = sup{inf{fα | α ≥ β} | β ∈ Λ}. α



Bands and band projections are fundamental to the methods used in our study. A non-empty linear subspace B of E is a band if the following conditions are satisfied: (i) the order interval [−|f |, |f |] is in B for each f ∈ B; (ii) for each D ⊂ B with sup D ∈ E we have sup D ∈ B. The above definition is equivalent to saying that a band is a solid order closed vector subspace of E. The band generated by a non-empty subset D of E is the intersection of all bands of E containing D, i.e. the minimal band containing D. A principal band is a band generated by a single element. If e ∈ E+ and the band generated by e is E, then e is called a weak order unit of E and we denote the space of e bounded elements of E by E e = {f ∈ E : |f | ≤ ke for some k ∈ R+ }.
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In a Dedekind complete Riesz space with weak order unit every band is a principal band and, for each band B and u ∈ E + , PB u := sup{v : 0 ≤ v ≤ u, v ∈ B} exists. The above map PB can be extended to E by setting PB u = PB u+ − PB u− for u ∈ E. With this extension, PB is a positive linear projection which commutes with the operations of supremum and infimum in that P (u ∨ v) = P u ∨ P v and P (u ∧ v) = P u ∧ P v. Moreover 0 ≤ PB u ≤ u for all u ∈ E+ and the range of PB is B. In order to study stochastic processes on Riesz spaces, we need to recall the definition of a conditional expectation operator on a Riesz space from [53]. This requires that some preliminary Riesz space concepts be defined. As only linear operators between Riesz spaces will be considered, we use the term operator to denote a linear operator between Riesz spaces. Let T : E → F be an operator where E and F are Riesz spaces. We say that T is a positive operator if T maps the positive cone of E to the positive cone of F , denoted T ≥ 0. In this paper we are concerned with order continuous positive operators between Riesz spaces. Definition 10.1 Let E and F be Riesz spaces and T be a positive operator between E and F . We say that T is order continuous if for each directed set D ⊂ E with f ↓f ∈D 0 in E we have that T f ↓f ∈D 0. Here a set D in E is said to be downwards directed if for f, g ∈ D there exists h ∈ D with h ≤ f ∧ g. In this case we write D ↓ or f ↓f ∈D . If, in addition, g = inf D in E, we write D ↓ g or f ↓f ∈D g. Note that if T is a positive order continuous operator with 0 ≤ S ≤ T (i.e. 0 ≤ Sg ≤ T g for all g ∈ E) then S is order continuous. In particular band projections are order continuous. Definition 10.2 Let E be a Dedekind complete Riesz space with weak order unit, e. We say that T is a conditional expectation operator in E if T is a postive order continuous projection which maps weak order units to weak order units and has range, R(T ), a Dedekind complete Riesz subspace of E. If T is a conditional expectation operator on E, as T is a projection it is easy to verify that at least one of the weak order units of E is invariant under T . Various authors have studied stochastic processes and conditional expectation type operators in terms of order (i.e. in Riesz spaces and Banach lattices), see for example [64, 85, 93]. To access the averaging properties of conditional expectation operators a multiplicative structure is needed. In the Riesz space setting the most natural multiplicative
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structure is that of an f -algebra. This gives a multiplicative structure that is compatible with the order and additive structures on the space. The space E e , where e is a weak order unit of E and E is Dedekind complete, has a natural f -algebra structure generated by setting (P e) · (Qe) = P Qe = (Qe) · (P e) for band projections P and Q. Now using Freudenthal’s Theorem this multilpication can be extended to the whole of E e and in fact to the universal completion E u . Here e becomes the multiplicative unit. This multiplication is associative, distributive and is positive in the sense that if x, y ∈ E+ then xy ≥ 0. If T is a conditional expectation operator on the Dedekind complete Riesz space E with weak order unit e = T e, then restricting our attention to the f -algebra E e T is an averaging operator, i.e. T (f g) = f T g for f, g ∈ E e and f ∈ R(T ). In fact E is an E e module which allows the extension of the averaging property, above, to f, g ∈ E with at least one of them in E e . For more information about f -algebras and the averaging properties of conditional expecation operators we refer the reader to [13, 14, 22, 40, 55]. Definition 10.3 Let E be a Dedekind complete Riesz space with weak order unit and T be a strictly positive conditional expectation on E. The space E is universally complete with respect to T , i.e. T -universally complete, if for each increasing net (fα ) in E+ with (T fα ) order bounded, we have that (fα ) is order convergent. If E is a Dedekind complete Riesz space and T is a strictly positive conditional expectation operator on E, then E has a T -universal completion, see [55], which is the natural domain of T , denoted dom(T ) in the universal completion, E u , of E, also see [22, 40]. Here dom(T ) = D − D and T x := T x+ − T x− for x ∈ dom(T ) where D = {x ∈ E+u |∃(xα ) ⊂ E+ , xα ↑ x, (T xα ) order bounded in E u }, and T x := supα T xα , for x ∈ D, where (xα ) is an increasing net in E+ with (xα ) ⊂ E+ , (T xα ) order bounded in E u . Building on the concept of a conditional expectation, if (Ti ) is a sequence of conditional expectations on E indexed by either N or Z, we say that (Ti ) is a filtration on E if Ti Tj = Ti = Tj Ti , for all i ≤ j. If (Ti ) is a filtration and T is a conditional expectation with Ti T = T = T Ti for all i, then we say that the filtration is compatible with T . The sequence (Ti ) of conditional expectations in E being a filtration is equivalent to R(Ti ) ⊂ R(Tj ) for i ≤ j. If (Ti ) is a filtration on E and (fi ) is a sequence in E, we say that (fi ) is adapted to the filtration (Ti ) if fi ∈ R(Ti ) for all i in the index set of the sequence (fi ). The double sequence (fi , Ti ) is called a martingale if (fi ) is adapted to the filtration (Ti ) and in addition fi = Ti fj , for i ≤ j.
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The double sequence (gi , Ti ) is called a martingale difference sequence if (gi ) is adapted to the filtration (Ti ) and Ti gi+1 = 0. We observe that if (fi ) is adapted to the filtration (Ti ) then (fi − Ti−1 fi , Ti ) is a martingale difference sequence. Conversely, if (gi , Ti ) is a martingale difference sequence, then (sn , Tn ) is a martingale, where sn =



n X



gi ,



n ≥ 1,



i=1



and the martingale difference sequence generated from (sn , Tn ) is precisely (gn , Tn ). We now give some basic aspects of independence in Riesz spaces. An in depth discussion of independence in the context of Markov processes in Riesz spaces can be found in [94, 95].



Definition 10.4 Let E be a Dedekind complete Riesz space with conditional expectation T and weak order unit e = T e. Let P and Q be band projections on E, we say that P and Q are T -conditionally independent with respect to T if T P T Qe = T P Qe = T QT P e.



(10.1)



We say that two Riesz subspaces E1 and E2 of E containing R(T ), are T -conditionally independent with respect to T if all band projections Pi , i = 1, 2, in E with Pi e ∈ Ei , i = 1, 2, are T -conditionally independent with respect to T .



Corollary 10.5 Let E be a Dedekind complete Riesz space with conditional expectation T and let e be a weak order unit which is invariant under T . Let Pi , i = 1, 2, be band projections on E. Then Pi , i = 1, 2, are T -conditionally independent if and only if the closed Riesz subspaces Ei = hPi e, R(T )i , i = 1, 2, are T -conditionally independent.



If (Ω, A, µ) is a probability space and fα , α ∈ Λ, is a family in L1 (Ω, A, µ), indexed by Λ, the family is said to be uniformly integrable if for each  > 0 there is c > 0 so that Z |fα | dµ ≤ ,



for all α ∈ Λ,



Ωα (c)



where Ωα (c) = {x ∈ Ω : |fα (x)| > c}. This concept can be extended to the Riesz space setting as T -uniformity, see the definition below, where T is a conditional expectation operator. In the case of the Riesz space being L1 (Ω, A, µ) and T being the expectation operator, the two concepts coincide.
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Definition 10.6 Let E be a Dedekind complete Riesz space with conditional expectation operator T and weak order unit e = T e. Let fα , α ∈ Λ, be a family in E, where Λ is some index set. We say that fα , α ∈ Λ, is T -uniform if sup{T P(|fα |−ce)+ |fα | : α ∈ Λ} → 0



c → ∞.



as



(10.2)



Lemma 10.7 Let E be a Dedekind complete Riesz space with conditional expectation T and let e be a weak order unit which is invariant under T . If fα ∈ E, α ∈ Λ, is a T -uniform family, then the set {T |fα | : α ∈ Λ} is bounded in E. Proof: As the sequence fα , α ∈ Λ, is T -uniform Jc := sup{T P(|fα |−ce)+ |fi | : α ∈ Λ} → 0



as



c → ∞.



In particular this implies that Jc exists for c > 0 large and that, for sufficiently large K > 0, the set {Jc : c ≥ K} is bounded in E. Hence there is g ∈ E+ so that T P(|fα |−ce)+ |fα | ≤ g,



for all α ∈ Λ, c ≥ K,



By the definition of P(|fα |−ce)+ , (I − P(|fα |−ce)+ )|fα | ≤ ce,



for α ∈ Λ, c > 0.



Combining the above for c = K gives T |fα | = T P(|fα |−Ke)+ |fα | + T (I − P(|fα |−Ke)+ )|fα | ≤ g + Ke, for all α ∈ Λ.



10.3



Mixingales in Riesz Spaces



In tems classical probability theory ((fi )i∈N , (Ai )i∈Z ) is a mixingale in the probability space (Ω, A, µ) if (Ai )i∈Z is an increasing sequence of sub-σ-algebras of A and (fi )i∈N is a sequence of A measurable functions with E[|E[fi |Ai−m ]|] and E[|fi − E[fi |Ai+m ]|] existing and E[|E[fi |Ai−m ]|] ≤ ci Φm and E[|fi − E[fi |Ai+m ]|] ≤ ci Φm+1 for some sequences (ci ), (Φi ) ⊂ R+ with Φi → 0 as i → ∞. They were first introduced, in [68], with the additional assumption that (fi ) ⊂ L2 (Ω, A, µ), this was later generalized, in [7], to (fi ) ⊂ L1 (Ω, A, µ). We now formulate a measure free abstract definition of a mixingale in the setting of Riesz spaces with conditional expectation operator. This generalizes the above classical definitions. Definition 10.8 Let E be a Dedekind complete Riesz space with conditional expectation operator, T , and weak order unit e = T e. Let (Ti )i∈Z be a filtration on E compatible with T in that Ti T = T = T Ti for all i ∈ Z. Let (fi )i∈N be a sequence in E. We say that (fi , Ti ) is a mixingale in E compatible with T if there exist (ci )i∈N ⊂ E+ and (Φm )m∈N ⊂ R+ such that Φm → 0 as m → ∞ and for all i, m ∈ N we have
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(i) T |Ti−m fi | ≤ ci Φm , (ii) T |fi − Ti+m fi | ≤ ci Φm+1 . The numbers Φm , m ∈ N, are referred to as the mixingale numbers. These numbers give a measure of the temporal dependence of the sequence (fi ). The constants (ci ) are chosen to index the ‘magnitude’ of the the random variables (fi ). In many applications the sequence (fi ) is adapted to the filtration (Ti ). The following theorem sheds more light on the structure of mixingales for this special case. We recall that if T is a conditional expectation operator on a Riesz space E then T |g| ≥ |T g|. To see this observe that |T f | = P(T f )+ T f − P(T f )− T f = P(T f )+ T ((Pf + f + Pf − f ) − P(T f )− T (Pf + f + Pf − f ).



(10.3) (10.4)



But T (P(T f )+ Pf − − P(T f )− Pf + )f ≤ 0 as Pf − f ≤ 0 and Pf + f ≥ 0. So subtracting 2T (P(T f )+ Pf − − P(T f )− Pf + )f from the right hand side of (10.4) and noting that T commutes with P(T f )+ and P(T f )− we have |T f | ≤ P(T f )+ T ((Pf + f − Pf − f ) − P(T f )− T (−Pf + f + Pf − f ) = P(T f )+ T |f | + P(T f )− T |f | = T |f |. Lemma 10.9 Let E be a Dedekind complete Riesz space with conditional expectation operator, T , and weak order unit e = T e. Let (fi , Ti )i≥1 be a mixingale in E compatible with T . (a) The sequence (fi ) has T -mean zero, i.e. T fi = 0 for all i ∈ N. (b) If in addition (fi )i∈N is T -conditionally independent and R(Ti ) = hf1 , . . . , fi−1 , R(T )i then the mixingale numbers may be taken as zero, where hf1 , . . . , fi−1 , R(T )i is the order closed Riesz subspace of E generated by f1 , . . . , fi−1 and R(T ). Proof: (a) Here we observe that the index set for the filtration (Ti ) is Z, thus |T fi | = ≤ ≤ →



|T Ti−m fi | T |Ti−m fi | ci Φ m 0 as m → ∞



giving T fi = 0 for all i ≥ 0. (b) As (fi ) is adapted to the filtration (Ti ), fi ∈ R(Ti ) for all i ∈ N from which it follows that fi − Ti+m fi = 0, for all i, m ∈ N.



120



CHAPTER 10. MIXINGALES ON RIESZ SPACES



As (fi ) is T -conditionally independent, from [94, Corollary 3] and as (fi ) has T -mean zero (from (a)), we have that Ti−m fi = T fi = 0, for i, m ∈ N Thus we can choose Φm = 0 for all m ∈ N.



10.4



The Weak Law of Large Numbers



We now show that the above generalization of mixingales to the measure free Riesz space setting admits a weak law of large numbers. Lemma 10.10 Let E be a Dedekind complete Riesz space with conditional expectation operator T , weak order unit e = T e and filtration (Ti )i∈N compatible with T . Let (fi ) be an e-uniformly bounded sequence adapted to the filtration (Ti ), and gi := fi − Ti−1 fi , then (gi , Ti ) is a martingale difference sequence with T |g n | → 0 where



as n → ∞, n



1X g n := gi . n i=1 Proof: Clearly Ti gi+1 = Ti fi+1 − Ti2 fi+1 = 0 and (gi ) is adapted to (Ti ) so indeed (gi , Ti ) is a martingale difference sequence. Let B > 0 be such that |fi | ≤ Be, for all i ∈ N. Let gi := fi − Ti−1 fi . For j > i, as Tj Ti = Ti and Ti fi = fi it follows that Ti gi = gi and Ti gj = Ti fj − Ti Tj−1 fj = Ti fj − Ti fj = 0. In addition, |gi | ≤ |fi | + |Ti−1 fi | ≤ |fi | + Ti−1 |fi | ≤ 2Be, Set sn =



n X



for all i ∈ N.



gi .



i=1



As |gi | ≤ 2Be we have that gi is in the f -algebra E e . Hence the product gi gj is defined in E e . Now as Tj is an averaging operator, see [55], and gj ∈ R(Tj ) we have Ti (gi gj ) = gi Ti gj = 0,



for j > i.
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Combining these results gives n X



T (s2n ) = = = = =



T (gi gj )



i,j=1 n X



T (gi2 ) + 2



X



i=1



i


n X



T (gi2 ) + 2



X



i=1 n X i=1 n X



T (gi gj ) T Ti (gi gj )



i


T (gi2 ) + 2



X



T (gi Ti gj )



i


T (gi2 ) + 0.



i=1



Thus T (s2n )



=



n X



T (gi2 ).



i=1



But gi2 = |gi |2 ≤ 4B 2 e as e is the algebraic identity of the f -algebra E e and |gi | ≤ 2Be. Thus T (s2n ) ≤ 4nB 2 e.



(10.5)



Now let Jn = Ps+n − (I − Ps+n ) where Ps+n is the band projection on the band in E generated by s+ n . From the definition of the f -algebra structure on E e , if P and Q are band projections then (P e)(Qe) = P Qe which together with Freudenthal’s Theorem [103, page 216] enables us to conclude |sn | = Jn sn = (Jn e)sn and (Jn e)2 = e, as Jn2 = I. But 2  sn Jn e − 0 ≤ n1/4 n3/4  2  Jn e sn 2 Jn e sn = + − 2 1/4 3/4 1/4 3/4 n n n n 2 e sn |sn | = + − 2 n1/2 n3/2 n giving e n1/2



+



s2n |sn | ≥ 2 . n3/2 n
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Applying T to this inequality gives e n1/2



+



T (s2n ) T |sn | ≥ 2 n3/2 n



Combining the above inequality with (10.5) gives 2



T |sn | e T (s2n ) ≤ + n n1/2 n3/2 e 4nB 2 e ≤ + n1/2 n3/2 2 1 + 4B = e, n1/2



and thus T |g n | ≤



1 + 4B 2 e. 2n1/2



(10.6)



Since E is an Archimedean Riesz space letting n → ∞ in (10.6) gives T |g n | → 0 as n → ∞. We are now able to prove an analogue to the weak law of large numbers for mixingales in Riesz spaces. Theorem 10.11 [Weak Law of Large Numbers] Let E be a Dedekind complete Riesz space with conditional expectation operator T , weak order unit e = T e and filtration (Ti )i∈Z . Let (fi , Ti )i≥1 be a T -uniform mixingale with ci and Φi as defined in Definition 10.8. n



(a) If



1X ci n i=1



! is bounded in E then n∈N



n 1 X fi → 0 T |f n | = T n i=1 (b) If ci = T |fi | for each i ≥ 1 then n 1 X T |f n | = T fi → 0 n i=1



as n → ∞.



as n → ∞.



Proof: (a) Let ym,i = Ti+m fi − Ti+m−1 fi ,



for i ≥ 1, m ∈ Z.
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Let hi = (I − P(|fi |−Be)+ )fi and di = P(|fi |−Be)+ fi , i ∈ N then fi = hi + di . Now (Ti+m hi )i∈N is e-bounded and adapted to (Ti+m )i∈N , so from Lemma 10.10 (Ti+m hi − Ti+m−1 hi , Ti+m )i∈N is a martingale difference sequence with n 1 X T (Ti+m hi − Ti+m−1 hi ) → 0 n i=1



as n → ∞. Using the T -uniformity of (fi ) we have n n 1 X 1X (Ti+m di − Ti+m−1 di ) ≤ T |Ti+m di − Ti+m−1 di | T n n i=1 i=1 n



≤



1X (T Ti+m |di | + T Ti+m−1 |di |) n i=1 n



2X = T |di | n i=1 ≤ 2 sup{T |di | : i = 1, . . . , n}. Thus n 1 X T (Ti+m di − Ti+m−1 di ) ≤ 2 sup{T |P(|fi |−Be)+ fi | : i ∈ N}. n i=1 Combining the above results gives n 1 X (Ti+m fi − Ti+m−1 fi ) ≤ 2 sup{T P(|fi |−Be)+ |fi | : i ∈ N} lim sup T n n→∞ i=1 → 0 as B → ∞ by the T -uniformity of (fi ). Thus T |y m,n | → 0 as n → ∞. We now make use of a telescoping series to expand f n , n



fn



1X = fi n i=1 n M X 1X = fi − Ti+M fi + (Ti+m fi − Ti+m−1 fi ) + Ti−M fi n i=1 m=−M +1



!



n M n n X 1X 1X 1X = (fi − Ti+M fi ) + (Ti+m fi − Ti+m−1 fi ) + Ti−M fi n i=1 n i=1 n i=1 m=−M +1 n M n X 1X 1X (fi − Ti+M fi ) + y m,n + Ti−M fi = n i=1 n i=1 m=−M +1
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Applying T to the above expression we can bound T |f n | by means of the defining properties of a mixingales as follows n n M X 1X 1X T |f n | ≤ T |fi − Ti+M fi | + T |y m,n | + T |Ti−M fi | n i=1 n i=1 m=−M +1



≤



n M n X 1X 1X ci ΦM +1 + T |y m,n | + ci ΦM . n i=1 n i=1 m=−M +1



! n n 1X 1X Since ci ci ≤ q, for all n ∈ N, bounded in E there is q ∈ E+ so that n i=1 n i=1 n∈N which when combined with the above display yields M X



T |f n | ≤ (ΦM +1 + ΦM )q +



T |y m,n |.



m=−M +1



Letting n → ∞ gives lim sup T |f n | ≤ (ΦM +1 + ΦM )q. n→∞



Now taking M → ∞ gives lim sup T |f n | = 0, n→∞



completing the proof of (a). (b) By Lemma 10.7, (T |fi |) is bounded, say by q ∈ E+ , so n



n



1X 1X lim sup ci = lim sup T |fi | ≤ q, n→∞ n n→∞ n i=1 i=1 making (a) applicable.



Chapter 11 Markov Processes 11.1



Introduction



Markov processes have been studied extensively since their introduction in 1906, [66], by Andrey Markov. Roughly speaking a Markov process is a stochastic process with the property that, given the present state, the past and future states are independent. The applications of Markov processes pervade almost all areas of science, economics and engineering. The early theory allowed only discrete state spaces. It was with the measure-theoretic formulation of probability theory in the 1930’s by A. Kolmogorov that the general theory, [49], could be developed. In addition, Markov processes have been considered as the origin of the theory of stochastic processes and, as such, certainly deserve the attention required to give a measure-free formulation of the theory. Markov processes demonstrate the strong link between measure theory and probability theory which makes the generalization to the measure-free setting that much more challenging and interesting. The setting in which we will pose Markov processes is that of a Riesz space (i.e. a vector space with an order structure that is compatible with the algebraic structure on it) with a weak order unit. The study of Markov processes in Riesz spaces gives one insight into the underlying mechanisms of the theory and, in addition, unifies the development of the subject for a variety of settings: spaces of measurable functions, Banach lattices and Lp -spaces for example, see [23, 28, 29, 82, 91, 87]. Markov processes for which the state spaces may be non-separable are usually defined via conditional expectation operators and implicitly rely on the Radon-Nikod´ ym theorem. In Chapter 3 and [99] a Riesz space analogue of the Andˆo-Douglas-RadonNikod´ ym theorem was given. Building on this framework we give here a generalization of Markov processes to a Riesz spaces setting. 125
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Markov Processes



For the remainder of the paper we shall make the assumption that if R(F ) ⊂ T for any closed, Dedekind complete subspace F of E, the conditional expectation TF onto F always refers to the the unique conditional expectation that commutes with T as is described in 9.8. Based on the definition of a Markov process in L1 by M. M. Rao [78] we define a Markov process in a Riesz space as follows. Definition 11.1 Let T be a strictly positive conditional expectation on the T -universally complete Riesz space E with weak order unit e = T e. Let Λ be a totally ordered index set. A net (Xλ )λ∈Λ is a Markov process in E if for any set of points t1 < . . . < tn < t, ti , t ∈ Λ, we have T(t1 ,...,tn ) P e = Ttn P e



for all



P e ∈ hR(T ), Xt i ,



(11.1)



for P a band projection. Here T(t1 ,t2 ,...,tn ) is the conditional expectation with range hR(T ), Xt1 , Xt2 , . . . , Xtn i. Note 11.2 An application of Freudenthal’s theorem, as in the proof of Theorem 9.2, to (11.1) yields that (11.1) is equivalent to T(t1 ,...,tn ) f = Ttn f,



for all f ∈ R(Tt ),



which in turn is equivalent to T(t1 ,...,tn ) Tt = Ttn Tt where Tt is the conditional expectation with range hR(T ), Xt i . We can extend the Markov property to include the entire future, as is shown below. Lemma 11.3 Let T be a strictly positive conditional expectation on the T -universally complete Riesz space E with weak order unit e = T e. Let Λ be a totally ordered index set. Suppose (Xλ )λ∈Λ is a Markov process in E. If sm > . . . > s1 > t > tn > . . . > t1 , tj , sj , t ∈ Λ and for each i = 1, . . . , m, Qi is a band projection with Qi e ∈ hR(T ), Xsi i, then T(t1 ,...,tn ,t) Q1 Q2 . . . Qm e = Tt Q1 Q2 . . . Qm e.



(11.2)



Proof: Under the assumptions of the lemma, if we denote s0 = t, from Note 11.2 Tsj Qj+1 Tsj+1 = Tsj Tsj+1 Qj+1 = T(t1 ,...,tn ,s0 ,...,sj ) Tsj+1 Qj+1 = T(t1 ,...,tn ,s0 ,...,sj ) Qj+1 Tsj+1 ,
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which, if we denote Ssj = T(t1 ,...,tn ,s0 ,...,sj ) , gives Tsj Qj+1 Tsj+1 = Ssj Qj+1 Tsj+1 .



(11.3)



Similarly, if we denote Usj = T(s0 ,...,sj ) , then Tsj Qj+1 Tsj+1 = Usj Qj+1 Tsj+1 .



(11.4)



Applying (11.3) recursively we obtain Ts0 Q1 Ts1 Q2 Ts2 . . . Tsm−1 Qm e = = = =



Ss0 Q1 Ts1 Q2 Ts2 . . . Tsm−1 Qm e Ss0 Q1 Ss1 Q2 Ts2 . . . Tsm−1 Qm e ... Ss0 Q1 Ss1 Q2 Ss2 . . . Ssm−1 Qm e.



Here we have also used that e = Tsm e. But Qi Ssj = Ssj Qi and Ssi Ssj = Ssi for all i ≤ j giving Ss0 Q1 Ss1 Q2 Ss2 . . . Ssm−1 Qm e = Ss0 Ss1 . . . Ssm−1 Q1 . . . Qm e = Ss0 Q1 . . . Qm e. Combining the above two displayed equations gives Ts0 Q1 Ts1 Q2 Ts2 . . . Tsm−1 Qm e = Ss0 Q1 . . . Qm e. Similarly Ts0 Q1 Ts1 Q2 Ts2 . . . Tsm−1 Qm e = Us0 Q1 . . . Qm e. Thus Ss0 Q1 . . . Qm e = Us0 Q1 . . . Qm e which proves the lemma. Note 11.4 From Freudenthal’s Theorem, as in the proof of Theorem 9.2, the linear span of {Q1 . . . Qm e|Qi e ∈ hR(T ), Xsi i , Qi band projections, i = 1, . . . , m} is dense in hR(T ), Xs1 , . . . , Xsm i, giving T(t1 ,...,tn ) f = Ttn f



for all f ∈ hR(T ), Xs1 , . . . , Xsm i ,



(11.5)



where s1 > s2 > . . . > sm > t > tn > . . . > t1 . Theorem 11.5 Chapman-Kolmogorov Let T be a strictly positive conditional expectation on the T -universally complete Riesz space E with weak order unit e = T e. Let Λ be a totally ordered index set. If (Xλ )λ∈Λ is a Markov process and u < t < n, then Tu X = Tu Tt X, where R(Tu ) = hR(T ), Xu i.



for all



X ∈ R(Tn ),
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Proof: We recall that (Xλ )λ∈Λ is a Markov process if for any set of points t1 < . . . < tn < t, t, ti ∈ Λ one has T(t1 ,...,tn ) X = Ttn X where X ∈ hR(T ), Xt i. Thus, T(u,t) X = Tt f,



for X ∈ R(Tn ).



Applying Tu to the above equation gives Tu T(u,t) X = Tu Tt X, and, thus Tu X = Tu Tt X since R(Tu ) ⊂ R(T(u,t) ). Under the hypotheses of Theorem 11.5, it follows directly from the Chapman-Kolmogov Theorem and Freudenthal’s Theorem, as in the proof of Theorem 9.2, that if (Xλ )λ∈Λ is a Markov process and u < t < n, then Tu Tn = Tu Tt Tn . It is often stated that a stochastic process is Markov if and only if the past and future are independent given the present, see [78, p 351]. It is clear that such independence implies, even in the Riesz space setting, that the process is a Markov process. However, the non-commutation of conditional expectations onto non-comparable closed Riesz subspaces (or in the classical setting, the non-commutation of conditional expectations with respect to non-comparable σ-algebras), makes the converse of the above claim more interesting. The proof of this equivalence (part (iii) of the following theorem) relies on the fact that conditional expectation operators are averaging operators and, in the Riesz space setting, that Ee is an f -algebra, and is as such a commutative algebra. Classical versions of the following theorem can be found in [8, 11, 78] Theorem 11.6 Let T be a strictly positive conditional expectation on the T -universally complete Riesz space E with weak order unit e = T e. Let Λ be a totally ordered index set. For (Xt )t∈Λ ⊂ E the following are equivalent: (i) The process, (Xt )t∈Λ is a Markov process. (ii) For conditional expectations Tu and Tv with R(Tu ) = hR(T ), Xn ; n ≤ ui and R(Tv ) = hR(T ), Xv i, u < v in Λ, we have Tu Tv = Tu Tv ,
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(iii) For any sm > . . . > s1 > t > tn > . . . > t1 from Λ, and P, Q band projections with Qe ∈ hR(T ), Xs1 , . . . , Xsm i and P e ∈ hR(T ), Xt1 , . . . , Xtn i we have Tt QTt P e = Tt QP e = Tt P Qe = Tt P Tt Qe. Proof: (i) ⇒ (ii) Let u < v, u, v ∈ Λ, and P be a band projection with P e ∈ hR(T ), Xv i. Let Pi be a band projection with Pi e ∈ R(Tti ), t1 < t2 < . . . < tn = u, n ∈ N. From the definition of a Markov process, for all t1 < t2 < . . . tn = u < t = v we have T(t1 ,...,tn ) P e = Ttn P e and Pi T(t1 ,...,tn ) = T(t1 ,...,tn ) Pi thus T(t1 ,...,tn ) P1 P2 . . . Pn P e = P1 P2 . . . Pn Ttn P e. Applying T to this equation gives T P1 P2 . . . Pn P e = T P1 P2 . . . Pn Ttn P e.



(11.6)



Note that the set of (finite) linear combinations of elements of D = {P1 P2 . . . Pn e|Pi a band projection, Pi e ∈ R(Tti ), t1 < t2 < . . . < tn = u, n ∈ N} is dense in R(Tu ). This together with (11.6) gives T QP e = T QTtn P e



(11.7)



for band projections Q with Qe ∈ R(Tu ). Applying the Riesz space Radon-Nikod´ ymDouglas-Andˆo theorem to (11.7) gives Tu P e = Tu Ttn P e = Tu P e.



(11.8)



Now Freudenthal’s theorem, as in the proof of Theorem 9.2, gives Tu f = Tu f for f ∈ R(Tv ), or equivalently Tu Tv = Tu Tv . (ii) ⇒ (i) Assume that for u < v we have Tu Tv = Tu Tv .



(11.9)



Let t1 < . . . < tn < t. Taking v = t and u = tn , we have T(t1 ,...,tn ) Tu = T(t1 ,...,tn ) and T(t1 ,...,tn ) Tu = Tu = Ttn . Thus applying T(t1 ,...,tn ) to (11.9) gives T(t1 ,...,tn ) Tt = T(t1 ,...,tn ) Tu Tv = T(t1 ,...,tn ) Tu Tv = Ttn Tt . Applying this operator equation to P e where P is a band projection with P e ∈ R(Tt ) gives that (Xλ )λ∈Λ is a Markov process.
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(i) ⇒ (iii) Let Q be a band projection with Qe ∈ hR(T ), Xs1 , . . . , Xsm i then from Lemma 11.3 T(t1 ,...,tn ,t) Qe = Tt Qe. Applying a band projection P with P e ∈ hR(T ), Xt1 , . . . , Xtn i followed by Tt to this equation gives Tt P Qe = Tt T(t1 ,...,tn ,t) P Qe = Tt P T(t1 ,...,tn ,t) Qe = Tt P Tt Qe. To prove Tt QTt P e = Tt QP e, we prove Tt QTt P e = Tt P Tt Qe and use the result above. Recall that in an f -algebra Qf = Qe· f . Using this (the commutativity of multiplication in the f -algebra Ee ) and the fact that Tt is an averaging operator in Ee we have Tt QTt P e = = = = =



Tt ((Qe) · (Tt P e)) (Tt P e) · (Tt Qe) (Tt Qe) · (Tt P e) Tt ((P e) · (Tt Qe)) Tt P Tt Qe.



Finally, by the commutation of band projections Tt P Q = Tt QP . (iii) ⇒ (i) Suppose Tt P Qe = Tt P Tt Qe for all band projections P and Q with Qe ∈ hR(T ), Xs1 , . . . , Xsm i and P e ∈ hR(T ), Xti , . . . , Xtn i. Let R be a band projection with Re ∈ hR(T ), Xt i, then T RP T(t1 ,...tn ,t) Qe = T RT(t1 ,...,tn ,t) P Qe = T T(t1 ,...,tn ,t) RP Qe as P T(t1 ,...tn ,t) = T(t1 ,...,tn ,t) P and RT(t1 ,...,tn ,t) = T(t1 ,...,tn ,t) R. But T T(t1 ,...,tn ,t) = T = T Tt , so T RP T(t1 ,...tn ,t) Qe = T RP Qe = T Tt RP Qe. Since Tt R = RTt we have T Tt RP Qe = T RTt P Qe and the hypothesis gives that Tt P Qe = Tt P Tt Qe which combine to yield T Tt RP Qe = T RTt P Tt Qe. Again appealing to the commutation of R and Tt and that T Tt = T we have T RTt P Tt Qe = T Tt RP Tt Qe = T RP Tt Qe, giving T RP T(t1 ,...tn ,t) Qe = T RP Tt Qe for all such R and P . As the linear combinations of elements of the form RP e are dense in hR(T ), Xt1 , . . . , Xtn , Xt i, we have, for all Se ∈ hR(T ), Xt , Xt1 , . . . , Xtn i, that T ST(t1 ,...,tn ,t) Qe = T STt Qe. By (9.8) and the unique determination of conditional expectation operators by their range spaces, we have that T(t1 ,...,tn ,t) Qe = Tt Qe, proving the result.



11.3. INDEPENDENT SUMS



131



Note 11.7 Proceeding in a similar manner to the proof of (i) ⇒ (ii) in the above proof it follows that (iii) in the above theorem is equivalent to Tt St = Tt = Tt St where St is the conditional expectation with range space R(Su ) = hR(T ), Xn ; n ≥ ui. This shows that a process is a Markov process in a Riesz space if and only if the past and future are conditionally independent on the present.



11.3



Independent Sums



There is a natural connection between sums of independent random variables and Markov processes. In the Riesz space case, this is illustrated by the following theorem. Theorem 11.8 Let T be a strictly positive conditional expectation on the T -universally complete Riesz space E with weak order unit e = T e. Let (fn ) be a sequence in E which is T -conditionally independent then ! n X fk k=1



is a Markov process.



Proof: Let Sn =



n X



fk . We note that hR(T ), S1 , . . . , Sn i = hR(T ), f1 , . . . , fn i.



k=1



Let m > n and P and Q be band projections with P e ∈ hR(T ), Sn i and Qe ∈ hR(T ), fn+1 , . . . , fm i. Since (fn ) is T -conditionally independent we have that hR(T ), Sn i ⊂ hR(T ), f1 , . . . , fn i and hR(T ), fn+1 , . . . , fm i are T -conditionally independent. Thus P and Q are T -conditionally independent with respect to T . Denote by Tn , Tn and S the conditional expectations with ranges hR(T ), f1 , . . . , fn i, hR(T ), Sn i and hR(T ), fn+1 , . . . , fm i respectively. Now from the independence of (fn ) with respect to T we have, by Corollary 9.8 Tn S = T = STn .



(11.10)



As P e ∈ hR(T ), Sn i ⊂ hR(T ), S1 , . . . , Sn i and SQe = Qe it follows that Tn P Qe = P Tn Qe = P Tn SQe.



(11.11)



P Tn SQe = P T Qe.



(11.12)



From (11.10)
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As R(Tn ) ⊂ R(Tn ), which is T -conditionally independent of S, Tn S = T = STn .



(11.13)



Combining (11.12) and (11.13) yields P T Qe = P Tn SQe.



(11.14)



As noted SQe = Qe, also Tn P = P Tn , so P Tn SQe = Tn P Qe.



(11.15)



Combining (11.11), (11.12), (11.14) and (11.15) gives Tn P Qe = P Tn Qe = P Tn SQe = P T Qe = P Tn SQe = Tn P Qe.



(11.16)



By Freudenthal’s Theorem, as in the proof of Theorem 9.2, the closure of the linear span of {P Qe|P e ∈ hR(T ), Sn i , Qe ∈ hR(T ), fn+1 , . . . , fm i , P, Q band projections} contains R(Tm ). Thus by the order continuity of Tn and Tn in (11.16), Tn h = Tn h for all h ∈ hR(T ), Sm i, proving that (Sn ) is a Markov process. Corollary 11.9 Let T be a strictly positive conditional expectation on the T -universally complete Riesz space E with weak order unit e = T e. Let (fn ) be a sequence in E which is T -conditionally independent. If T fi = 0 for all i ∈ N, then the sequence of n X partial sums (Sn ), where Sn = fk , is a martingale with respect the filtration (Tn ) k=1



where Tn is the conditional expectation with range hf1 , . . . , fn , R(T )i . Proof: We recall that (Fi , Ti ) is a martingale if (Ti )i∈N is a filtration and Fi = Ti Fj , for all i ≤ j. Since R(Ti ) ⊂ R(Tj ) for all i ≤ j we have that Ti Tj = Ti = Tj Ti and (Tn ) is a filtration. Further, f1 , . . . , fi ∈ R(Ti ) for all i by construction of Ti giving Ti Si = Si . If i < j, then from the independence of (fn ) with respect to T we have Ti Tj = T = Tj Ti which applied to fj gives Ti fj = Ti Tj fj = T fj = 0,



(11.17)
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Thus Ti Sj = Ti Si +



j X



Ti fk = Ti Si = Si ,



k=i+1



proving (fi , Ti ) a martingale. From Corollary 11.9 and [57, Theorem 3.5] we obtain the follow result regarding the convergence of sums of independent summands. Theorem 11.10 Let T be a strictly positive conditional expectation on the T -universally complete Riesz space E with weak order unit e = T e. Let (fn ) be a sequence in E which is T -conditionally independent. If T fi = 0 for all P Pi ∈ N, and there exists g ∈ E such that T | ni=1 fi | ≤ g for all n ∈ N then the sum ∞ k=1 fk is order convergent in the sense that its sequence of partial sums is order convergent.



11.4



Brownian Motion



The class of processes that satisfy the axioms of Brownian motion (Wiener-L´evy processes) have been generalised to the Riesz space setting in [61], where their martingale properties and relationship to the discrete stochastic integral were studied. Here, in the case of T -universally complete spaces we show that, as in the classical L1 setting, they are also Markov processes. Definition 11.11 Let E be a Riesz space with conditional expectation T and weak order unit e = T e. A sequence (fn ) ∈ L2 (T ) is said to be a Brownian motion in E with respect to T and e if (i) (fi − fi−1 ) is a T -conditional independent sequence where f0 = 0; (ii) T (fi − fi−1 ) = 0, i ∈ N; (iii) T (fn − fm )2 = |n − m|e. The classical definition of a Brownian motion states that the map t → ft must be continuous if {ft |t ∈ Λ} is to be a stochastic process. In the case where Λ = N this is always so. Theorem 11.12 Let T be a strictly positive conditional expectation on the T -universally complete Riesz space E with weak order unit e = T e. Let (fn ) be a Brownian motion in E with respect to T . Then (fn ) is a Markov process. Finally, if there exists g ∈ E such that T |fn | ≤ g for all n ∈ N (that is, the Brownian motion is T -bounded), then the Brownian motion is order convergent.
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Proof: Let (fn ) be a Brownian motion in E with respect to T , then (fi − fi−1 )i∈N is T -conditionally independent. Let g1 = f1 − f0 = f1 g2 = f2 − f1 .. . gn = fn − fn−1 . Here, (gi )i∈N is T -conditionally independent and T gi = 0 for all i ∈ N, so by Theorem 11.8 the partial sums of (gi ) form Markov process, i.e. (fn ) is a Markov process with repsect to T . The final remark of the theorem is a direct application of Theorem 11.10.



Chapter 12 Amarts 12.1



Introduction



Asymptotic martingales (amart) and martingales in the limit have been studied in the context of scalar and vector valued Lp spaces, see [28, 29, 33, 70, 71]. Here we develop, a Riesz space generalization of the concept of an amart. Amarts, uniform amarts and order amarts, defined on Lp (µ, E)-spaces, where E is a Banach lattice, have been extensively studied, see [28, 29]. Operator theoretic approaches to the classical theory of stochastic processes and martingale theory in particular, can be found in, for example, [23, 22, 28, 33, 40, 47, 72, 77]. Substantial contributions to the theory of stochastic processes on vector-valued Lp -spaces were made by Ghoussoub and Sucheston in their study of the order properties of vector-valued Lp -space amarts in [33, 34, 35, 36]. Using the theory of stochastic processes on Riesz spaces developed in the earlier chapters, we formulate the concept of an amart on a Dedekind complete Riesz space with weak order unit. It should be noted that a formulation of stochastic processes on vector lattices (Riesz spaces) was also developed by Stoica in [86, 87, 90]. We show that bounded (and T1 -bounded in the case of T1 -universally complete spaces) Riesz space amarts form a Riesz space. Following this we show that each such amart has a unique decomposition into the sum of a martingale and an adapted sequence convergent to zero. Appealling to the martingale convergence theorems developed in Chapter 6, we obtain that the martingale term in this decomposition is convergent, thus proving that the amart is convergent. 135
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Preliminaries



Let P and S be stopping times adapted to the filtration (Ti ). Recall from Chapter 5, that S ≤ P if Pi ≤ Si for all i ∈ N. We now introduce the concept of a martingale indexed by an arbitrary directed set. Definition 12.1 Let E be a Dedekind complete Riesz space with weak order unit. Let Λ be a directed set. We say that (Tλ )λ∈Λ is a filtration on E, or stochastic basis for E, with index set Λ, if the following three conditions are obeyed. (a) Each Tλ , λ ∈ Λ, is a conditional expectation operator of E. (b) There is a weak order unit e ∈ E with Tα e = e for all α ∈ Λ. (c) For each α, β ∈ Λ with α ≤ β, we have Tα Tβ = Tα = Tβ Tα . A (sub, super) martingale on E adapted to the filtration (Tα )α∈Λ is a net (fα , Tα )α∈Λ with fα ∈ R(Tα ) for each α ∈ Λ and having fα (≤, ≥) = Tα fβ ,



for each



α ≤ β, α, β ∈ Λ.



Let (Ti )i∈N be a filtration on E and τ be the directed set of all bounded stopping times on E adapted to the filtration (Ti )i∈N , then Hunt’s Theorem, [53, Theorem 5.5], yields that the stopped conditional expectations (TP )P ∈τ form a filtration on E and that for each (sub, super) martingale (fi , Ti )i∈N the stopped process (fP , TP )P ∈τ is a (sub, super) martingale with index set τ . A simple converse of the above remark involves subnets. Theorem 12.2 Let E be a Dedekind complete Riesz space with a weak order unit and (Ti )i∈N a filtration on E. If (fP , TP )P ∈τ is a (sub, super) martingale, then (fn , Tn )n∈N is a (sub, super) martingale. Proof: For each n ∈ N, define S (n) by setting  0, i < n − 1 (n) Si = . I, i ≥ n Then S (n) is a bounded stopping time adapted to (Ti )i∈N and (S (n) )n∈N is a directed set of bounded stopping times. Furthermore, fS (n) =



n X i=1



(n)



(Si



(n)



− Si−1 )fi = fn



(12.1)
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and TS (n)



n X (n) (n) = (Si − Si−1 )Ti = Tn .



(12.2)



i=1



Since (fS , TS )S∈τ is a (sub, super) martingale, S (n) ≤ S (m) , for n ≤ m, and conse(m) (n) quently Si ≤ Si , for n ≤ m and i ∈ N. The definition of (sub, super) martingales now implies that TS (n) fS (m) (≤ ≥) = fS (n) .



(12.3)



Combining (12.1)-(12.3) gives Tn fm (≤ ≥) = fn .



12.3



Amarts



A net (fα ) in a Riesz space E is said to converge to f ∈ E if there exists a net (pβ ) ⊂ E and a monotone increasing map R on the index set such that pβ ↓ 0 (i.e. pβ is decreasing and inf β pβ = 0) in E and |fα − f | ≤ pβ for all α ≥ R(β), see [69]. A net (fα ) in a Riesz space E is said to be an order Cauchy net in E if there exists (pβ ) ⊂ E and a monotone increasing map on the index set, such that pβ ↓ 0 in E and |fα − fγ | ≤ pβ for all α, γ ≥ R(β). In a Dedekind complete Riesz space a net is order convergent if and only if it is an order Cauchy net. Definition 12.3 Let (Ti ) be a filtration on a Dedekind complete Riesz space with a weak order unit and (fi ) ⊂ E an adapted sequence. Then (fi , Ti )i∈N is called a T1 order amart if (T1 fS )S∈τ is order convergent in E and (fi , Ti )i∈N is called a T1 order semi-amart if sup{|T1 (fS )| | S ∈ τ } exists in E. Here fS denotes the stopped process generated by (fi , Ti ) and the bounded stopping time S adapted to (Ti ). Lemma 12.4 Every amart is a semi-amart. Lemma 12.5 Let (Ti ) be a filtration on a Dedekind complete Riesz space E with a weak order unit and (fi ) ⊂ E an adapted sequence. Then the following statements are equivalent: (a) (fi , Ti ) is an amart.
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(b) lim sup T1 |TP fS − fP | = 0. P ∈τ S≥P



Proof: (a)⇒(b) Let (pQ )Q∈τ be a net with pQ ↓ 0 and M : τ → τ be an increasing function on τ such that |T1 fP − T1 fS | ≤ pQ



for all S ≥ P ≥ M (Q), Q ∈ τ.



Let P, S ∈ τ, S ≥ P, 0 ≤ g ∈ R(TP ) and Pg be the band generated by g in E. Define Ri by Ri = Pg Pi + (I − Pg )Si , for all i ∈ N. As band projections are positive operators below the identity, Ri is a positive operator with Ri ≤ Pg + (I − Pg ) = I. Since band projections commute with each other, Ri2 == Pg2 Pi2 +Pg (I −Pg )Pi Si +(I −Pg )Pg Si Pi +(I −Pg )2 Si2 = Pg Pi +(I −Pg )Si = Ri making Ri a band projection . It order to show that R is a stopping time adapted to the filtration (Ti ) it remains only to show that Ri e ∈ R(Ti ). Now (Pj −Pj−1 )g ∈ R(Tj ) and P(Pj −Pj−1 )g = (Pj − Pj−1 )Pg thus from [55, Lemma 3.1] (Pj − Pj−1 )Pg Tj = Tj (Pj − Pj−1 )Pg and hence (Pj − Pj−1 )Pg e ∈ R(Tj ). Now summing over j = 1, . . . , i gives Pi Pg e ∈ R(Ti ) or equivalently Ti Pi Pg e = Pi Pg e. But Si ≤ Pi and Si Ti = Ti Si and thus Ti Si Pg e = Ti Si Pi Pg e = Si Ti Pi Pg e = Si Pi Pg e = Si Pg e. Hence Ri e = Pi Pg e − Si Pg e + Si e ∈ R(Ti ), making R a bounded stopping time adapted to (Ti ), i.e. R ∈ τ , with P ≤ R ≤ S. By Lemma 2.6, TP Pg = Pg TP since g ∈ R(TP ) and thus Pg (fP − TP fS ) = = = = =



Pg fP − TP Pg fS Pg TP fP + TP (I − Pg )fS − TP fS TP Pg fP + TP (I − Pg )fS − TP fS TP ([Pg fP + (I − Pg )fS ] − fS ) TP (fR − fS ).
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Applying T1 to the above equation yields |T1 [Pg (fP − TP fS )]| = |T1 (fR − fS )|. But for S ≥ R ≥ P , if P ≥ M (Q), then |T1 (fR − fS )| ≤ pQ and consequently |T1 [Pg (fP − TP fS )]| ≤ pQ ,



for all S ≥ P ≥ M (Q), Q ∈ τ, 0 ≤ g ∈ R(TP ).



In particular, taking g = (fP − TP fS )+ ∈ R(TP ) gives T1 [(fP − TP fS )+ ] ≤ pQ ,



for all S ≥ P ≥ M (Q), Q ∈ τ,



(12.4)



while taking g = (fP − TP fS )− ∈ R(TP ) gives T1 [(fP − TP fS )− ] ≤ pQ ,



for all S ≥ P ≥ M (Q), Q ∈ τ.



(12.5)



Combining (12.4) and (12.5) gives T1 |fP − TP fS | ≤ 2pQ ,



for all S ≥ P ≥ M (Q), Q ∈ τ,



which concludes the proof that (a) implies (b). (b)⇒(a) Let S ≥ P be bounded stopping times adapted to (Ti ). Then |T1 (fP − fS )| = ≤ = ≤



|T1 TP (fP − fS )| T1 |TP fP − TP fS | T1 |fP − TP fS | sup T1 |fP − TP fQ |, Q≥P



and thus sup |T1 (fP − fS )| ≤ sup T1 |fP − TP fQ | ↓P ∈τ 0, S≥P



Q≥P



from which it follows that (T1 fP ) is a Cauchy net in E, which is a Dedekind complete Riesz space. Thus (T1 fP )P ∈τ is a convergent net in E and (fi ) is an amart in E.



12.4



Riesz Spaces of Amarts



We say that the set F in E is T bounded, where T is a conditional expectation operator on E, if the set {T |f | | f ∈ F } is a bounded set in E. Theorem 12.6 Let E be a Dedekind complete Riesz space with weak order unit e, and (Ti ) be a filtration on E with Tj e = e for all j ∈ N. If (fi , Ti ) is a T1 bounded (semi) amart in E, then (fi+ , Ti ) is a T1 bounded (semi) amart in E.
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Proof: Let (fi , Ti ) be a T1 bounded semi amart in E. Let P ≤ S be bounded stopping times, then Si ≤ Pi for all i ∈ N. In addition, assume that N is a bound for the stopping time P , i.e. Pi = I for all i ≥ N . Let H be the band projection onto the band generated by (fP )+ and define Qi = (I − H)Si + HPi ,



i ∈ N.



Since Si e, Pi e, HPi e ∈ R(Ti ), we have that (Pi − HPi )e ∈ R(Ti )+ , and thus for each n ∈ N, nSi e ∧ (Pi − HPi )e ∈ R(Ti ). But nSi e ∧ (Pi − HPi )e ↑n Si (Pi − HPi )e, making Si (Pi − HPi )e ∈ R(Ti ). Combining these results gives (I − H)Si e = Si Pi (I − H)e = Si (Pi − HPi )e ∈ R(Ti ). Hence Q is a bounded stopping time adapted to (Ti ) with P ≤ Q ≤ S. Comparing the stopped processes fQ and fS we obtain fQ − fS =



∞ X



([(I − H)Sj + HPj ] − [(I − H)Sj−1 + HPj−1 ]) fj −



X



(Sj − Sj−1 )fj



j=1



= H(fP − fS ) = fP+ − HfS ≥ fP+ − fS+ . Applying T1 to the above inequality yields T1 fQ − T1 fS ≥ T1 fP+ − T1 fS+ .



(12.6)



0 ≤ T1 fP+ ≤ T1 fQ − T1 fS + T1 fS+ = T1 fQ + T1 fS− .



(12.7)



Hence



Since (fi , Ti ) is a semi-amart, |T1 fQ | ≤ sup{|T1 fG | | G ∈ τ } =: K1 ∈ E. Now take S to be the stopping time given by  0, i < N Si = . I, i ≥ N
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Then fS = fN and since (fi ) is T1 bounded, 0 ≤ T1 fS− = T1 fN− ≤ sup{T1 |fi | | i ∈ N} =: K2 ∈ E, making 0 ≤ T1 fP+ ≤ K1 + K2 , and proving that (fi+ , Ti ) is a semi-amart. That it is T1 bounded follows directly from (fi , Ti ) being T1 bounded. Thus completing the proof of the semi amart case. Let (fi , Ti ) be a T1 bounded amart in E, then from the case already considered, (fi , Ti ) is a T1 bounded semi amart and thus (T1 fi+ ) is bounded. Let L := lim sup T1 fS+ , S∈τ



l := lim inf T1 fS+ . S∈τ



It remains only to prove that L = l. From (12.6) it follows that T1 fP+ − T1 fS+ ≤ T1 fQ − T1 fS ≤ sup T1 fQ − T1 fS . Q≥P



Taking suprema over all S ≥ P gives 0 ≤ T1 fP+ − inf T1 fS+ ≤ sup T1 fQ − inf T1 fS . S≥P



Q≥P



S≥P



Now taking the lim sup with respect to P we obtain 0 ≤ lim sup T1 fP+ − lim inf T1 fS+ ≤ lim sup T1 fQ − lim inf T1 fS = 0 P



S



Q



S



proving that L − l = 0. The following corollaries are simple consequences of the above theorem. Corollary 12.7 Let E be a Dedekind complete Riesz space with weak order unit e, and (Ti ) be a filtration on E with Tj e = e for all j ∈ N. Denote by S the T1 bounded semi-amarts and by A the T1 bounded amarts on E adapted to the filtration (Ti ). Then S and A are Riesz spaces with weak order unit the constant sequence (e, Ti ) when given componentwise ordering and algebraic operations. Corollary 12.8 Let E be a Dedekind complete Riesz space with weak order unit e, and (Ti ) be a filtration on E with Tj e = e for all j ∈ N. The space of bounded amarts on E adapted to the filtration (Ti ) is a Riesz space with weak order unit the constant sequence (e, Ti ) when given componentwise ordering and algebraic operations.
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The following lemma shows that in a T1 -universally complete Riesz space E, if (fi , Ti ) is a T1 bounded amart, then for each i ∈ N, (Ti fm )m is a bounded sequence. Lemma 12.9 Let E be a T1 -universally complete Riesz space with weak order unit e, and (Ti ) be a filtration on E with Tj e = e for all j ∈ N. If (fi , Ti ) is a T1 -bounded amart, then sup |Ti fm | m∈N



exists in E. Proof: Let (fi , Ti ) be a T1 -bounded amart, then since space of T1 -bounded amarts is a Riesz space, (|fi |, Ti ) is a T1 -bounded amart. Hence limP ∈τ T1 |fP | exists in E, and {T1 |fP | | P ∈ τ } is a bounded set. Let g := sup T1 |fP | ∈ E. P ∈τ



Let i ∈ N be fixed and gj := |Ti fj | for j ∈ N. Let N, K ∈ N and sup gm ∈ R(Ti ).



F :=



N ≤m≤K



We now show that for each i ≤ N ≤ K there exists P ∈ τ such that F = |Ti fP |. Let Pj = 0 for j = 0, . . . , N − 1, and Pj+1 = Pj + (I − Pj )(I − Qj+1 ),



j = N, . . . , M − 1,



where Qj is the band projection onto the band generated by F − gj . Then (Pj+1 − Pj )gj = 0,



j = 0, . . . , N − 2,



while (PN − PN −1 )(F − gN ) = PN (F − gN ) = (I − QN )(F − gN ) = 0, giving that (PN − PN −1 )F = (PN − PN −1 )gN . For j = N, . . . , M − 1, (Pj+1 − Pj )(F − gj+1 ) = (I − Pj )(I − Qj+1 )(F − gj+1 ) = 0, i.e. we have that (Pj+1 − Pj )F = (Pj+1 − Pj )gj+1 .
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Hence summing over j = 0, . . . , M − 1 gives PM F =



M −1 X



(Pj+1 − Pj )fj+1 .



j=0



Now PN = I − QN and +r PN +r = I − ΠN s=N Qs .



In particular I − PM =



M Y



Qs



s=N



is a band projection onto the band generated by inf (F − gj ) = F − sup gj = F − F = 0,



j∈N



j∈N



making PM = I. Thus setting Pj = I for all j > M gives that F = gP . Now Pj commutes with Ti for all j ∈ N and hence F = gP X = (Pj − Pj−1 )gj j



=



X



≤



X



(Pj − Pj−1 )|Ti fj |



j



(Pj − Pj−1 )Ti |fj |



j



= Ti



X (Pj − Pj−1 )|fj | j



= Ti |fP | giving T1 F ≤ T1 Ti |fP | = T1 |fP | ≤ g, i.e. T1 F ≤ g. Hence, for each N, K ∈ N, T1 FK,N ≤ g, where FK,N =



sup gm . N ≤m≤K



Now FK,N increases with respect to K, so, since E is T1 -universally complete, GN := sup FK,N K≥N



exists in E. Hence proving that |Ti fn | is bounded in E by Gi ∨ |Ti fi−1 | ∨ . . . ∨ |Ti f1 | = Gi ∨ |fi−1 | ∨ . . . ∨ |f1 |.
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Convergence



Lemma 12.10 Let (gi ) ⊂ E + be an adapted sequence with respect to the filtration (Ti ) on the Dedekind complete Riesz space E with a weak order unit. Let Λ denote the directed set of all bounded stopping times. The lim sup of the net (gS )S∈Λ of stopped processes exists if and only if the lim sup of the sequence (gn ) exists, and in this case they are equal.



Proof: The sequence (gn ) is a subnet of (gS ) and thus, if lim sup gS exists then S



lim sup gn exists and n→∞



lim sup gn ≤ lim sup gS . n→∞



S



But if S = (Si ) is a bounded stopping time, then there exists n ≥ 0 and N ≥ 1 with n < N such that 0 = Sn and I = SN . Hence gS =



N X



(Sj − Sj−1 )gj ≤



j=n+1



N X



(Sj − Sj−1 )



j=n+1



N _



gi =



i=n+1



N _



gi



i=n+1



and consequently, if lim sup gj exists then lim sup gS exists and j→∞



S



lim sup gS ≤ lim sup gn . S



n→∞



Thus proving the lemma. Theorem 12.11 Let (gi ) ⊂ E + be an order bounded adapted sequence with respect to the filtration (Ti ) on the Dedekind complete Riesz space E with a weak order unit e = T1 e. If T1 is strictly positive and T1 gS →S 0 in order, where the net (gS ) is indexed by the directed set of all bounded stopping times adapted to the filtration (Ti ), then the sequence (gn ) converges to zero in order. Proof: As the sequence (gj ) is bounded, it has a lim sup, say M , and by the above lemma lim sup gS = M = lim sup gn n→∞



S



where S is over the directed set of bounded stopping times. If M = 0, there is nothing further to prove. Hence assume M > 0. Lemma 6.2 ensures that there is a band projection Q > 0 and a real number t > 0 such that M ≥ 2tQe. Let Pk,j = P(∨j gi −te)+ . i=k
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Then Pk,k−1 = 0, Pk,j e ∈ R(Tj ) and Pk,j ≤ Pk,j+1 . Note that N X (Pk,j − Pk,j−1 )gj ↑N g ≥ tQe.



(12.8)



j=1



In particular if we denote by ΠN k the stopping time with  Pk,j , j ≤ N − 1 N Πk,j = I, J ≥N Then N X



(Pk,j − Pk,j−1 )gj ≤ gΠNk



j=1



and consequently T1



N X (Pk,j − Pk,j−1 )gj ≤ T1 gΠNk j=1



But from (12.8) T1



N X



(Pk,j − Pk,j−1 )gj ↑N T1 g ≥ tT1 Qe.



(12.9)



j=1



Thus lim inf T1 gΠNk ≥ tQe N →∞



for all k ∈ N and so lim lim inf T1 gΠNk ≥ tQe.



k→∞ N →∞



The above limiting proceedure is a subnet of the bounded stopping times and thus lim lim inf T1 gΠNk = 0



k→∞ N →∞



contradicting tQe > 0. The following corollary removes the order bounded assumption from Theorem 12.11. Corollary 12.12 Let (gi ) ⊂ E + be an adapted sequence with respect to the filtration (Ti ) on the Dedekind complete Riesz space E with a weak order unit. If T1 is strictly positive and T1 gS →S 0 in order, where the net (gS ) is indexed by the directed set of all bounded stopping times adapted to the filtration (Ti ), then the sequence (gn ) converges to zero in order. Proof: Let e = T1 e be a weak order unit of E and for each k ∈ N define gnk = gn ∧ ke for all n ∈ N. Now gnk ≤ gn for all n, k ∈ N and thus T1 gSk →S 0 for each k ∈ N. Corollary 12.12 applied to (gnk ) thus gives gn ∧ ke →n 0, Hence gn → 0.



for each k ∈ N.
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Decomposition



Here we develop amart decomposition theorems analogous to the sub and super martingale decomposition theorems. Lemma 12.13 Let (Ti ) be a filtration on a Dedekind complete Riesz space E with a weak order unit, T1 be strictly positive and (fi , Ti ) be an amart. If at least one of (a) and (b) holds, where (a) (fn ) is bounded, (b) (fn ) is T1 -bounded and E is T1 -universally complete, then lim Ti fn



n→∞



exists in E, for each i ∈ N. Proof: Let (fi , Ti ) be a bounded amart and fix i ∈ N with i ≥ 2, the case of i = 1 follows directly from the definition of an amart. Let L := lim sup Ti fn ∈ R(Ti ), n→∞



l := lim inf Ti fn ∈ R(Ti ). n→∞



The existence of both L and l is ensured in case (i) by the boundedness of (fj , Tj ) and in case (ii) by Lemma 12.9. If L = l, then we have nothing further to prove so we assume L > l. For each m, k ∈ N let



Pmk = P



(Ti fm −L+ k1 e)



Note that 



1 Ti fm − L + e k



+



.



+ ∈ R(Ti )



and thus Pmk and Ti commute. Hence 1 Ti Pmk fm = Pmk Ti fm ≥ Pmk (L − e). k For each k, m, n ∈ N with n ≤ m define the bounded stopping times H m,k,n by Hrm,k,n = 0, r = 1, . . . , n − 1, r _ Hrm,k,n = Pjk , n ≤ r ≤ m, j=n



Hrm,k,n



= I,



r > m,
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for each r ∈ N. Then 1 m,k,n m,k,n m,k,n Ti Hm fH m,k,n = Hm Ti fH m,k,n ≥ Hm (L − e). k Now m,k,n =I lim Hm



(12.10)



1 m,k,n fH m,k,n ≥ L − e. lim inf Ti Hm m→∞ k



(12.11)



m→∞



making



Since (T1 fS )S∈τ is a convergent net, each subnet there of converges and we obtain that lim T1 fS = lim lim inf T1 fH m,k,n . n→∞ m→∞



S∈τ



(12.12)



As (Ti ) is a filtration, T1 = T1 Ti , and thus lim inf T1 fH m,k,n = lim inf T1 Ti fH m,k,n ≥ T1 lim inf Ti fH m,k,n . m→∞



m→∞



m→∞



(12.13)



Then m,k,n m,k,n Ti fH m,k,n = Ti Hm fH m,k,n − Ti (I − Hm )fm+1



and from (12.10) m,k,n m,k,n 0 ≤ Ti (I − Hm )|fm+1 | ≤ (I − Hm ) sup Ti |fn | →m 0, n



m,k,n since Ti commutes with Hm . Here supn Ti |fn | exists in E as Corollaries 12.7 and 12.8 give that (|fn |, Tn ) is a bounded amart for case (i) and a T1 -bounded amart for case (ii). Now Lemma 12.9 is applicable to (|fn |, Tn ) giving that the required supremum exists in E.



Hence m,k,n lim inf Ti fH m,k,n ≥ lim inf Ti Hm fH m,k,n . m→∞



m→∞



(12.14)



Combining (12.12), (12.13) and (12.14) gives m,k,n fH m,k,n , lim T1 fS = lim T1 lim inf Ti fH m,k,n ≥ lim T1 lim inf Ti Hm S∈τ



n→∞



m→∞



n→∞



m→∞



(12.15)



which when combined with (12.11) yields   1 lim T1 fS ≥ T1 L − e . S∈τ k



(12.16)
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As E is Archimedian it now follows from (12.16) that lim T1 fS ≥ T1 L. S∈τ



Using a similar construction for the amart (−fj , Tj ) gives that lim T1 (−fS ) ≥ T1 (−l), S∈τ



which is equivalent to lim T1 fS ≤ T1 l. S∈τ



Thus T1 (L − l) = 0, and since T1 is strictly positive L = l. The above lemma enables us to uniquely construct the terms in the decomposition of an amart into a martingale plus an adapted sequence which is convergent to zero. Theorem 12.14 Let (Ti ) be a filtration on a Dedekind complete Riesz space E with a weak order unit, (fi , Ti ) be an amart and T1 be strictly positive. If (fi ) is bounded or if E is T1 -universally complete and (fi ) is T1 -bounded, then (fi , Ti ) is bounded and convergent, and has unique a decomposition fi = ti + gi , where (ti , Ti ) is a (bounded and convergent) martingale, and (gi ) is an adapted sequence with gi → 0. Proof: Let ti := lim Ti fn ∈ R(Ti ). n→∞



The existence of this limit is ensured by Lemma 12.13 and the order continuity of Tj gives that for each j ≤ i Tj ti = lim Tj Ti fn = lim Tj fn = tj . n→∞



n→∞



Thus (ti , Ti ) is a martingale. From Lemma 12.5, lim lim T1 |TP (fn ) − fP | = 0. P



n→∞



Since lim TP (fn ) = tP ,



n→∞



(12.17) can be rewritten as lim T1 |tP − fP | = 0. P



Corollary 12.12 applied to the above limit, gives that lim (tn − fn ) = 0.



n→∞



(12.17)
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Let gi = fi − ti , then (gn ) converges to 0 and is thus bounded, also (fn ) is bounded, thus making (tn ) bounded. Now at least one of the martingale convergence theorems [57, Theorem 3.3 and Theorem 3.4], applies to (ti , Ti ), giving that t := lim tn , n→∞



exists. It remains only to prove the uniqueness of this decomposition. Let fi = t˜i + g˜i , where (t˜i , Ti ) is a martingale and (˜ gi ) is an adapted sequence convergent to zero. Since (fi ) and (gi ) are bounded sequences, (ti , Ti ) is a bounded martingales, and by [57, Theorem 3.3], is convergent to say t˜. Hence t˜ ← t˜i + g˜i = ti + gi → t making t˜ = t. Since (ti , Ti ) is a martingale, ti = Ti tj for all j ≥ i. Taking the limit as j tends to infinity and using the order continuity of Ti , we thus obtain ti = lim Ti tj = Ti t. j→∞



Similar reasoning for (t˜i , Ti ) gives that t˜i = Ti t˜, and consequently that t˜i = Ti t˜ = Ti t = ti . Now since t˜i + g˜i = ti + gi where t˜i = ti it follows that g˜i = gi , thereby proving the uniqueness of the decomposition. It should be noted, from the above theorem that if E is T1 -universally complete, then every T1 -bounded amart is a bounded amart. Converse of the above theorem is a simple. In addition, we get a characterization of the space of bounded amarts on T1 -universally complete spaces E as the sum of the space of convergent martingales and the space sequences convergent to zero.
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Chapter 13 Discrete Stochastic Integration in Riesz Spaces 13.1



Introduction



The stochastic integral plays an important part in the theory and application of stochastic processes. In [53, 55, 57, 58, 59] discrete-time martingale theory was extended from the classical L1 setting to general vector lattices (Riesz spaces), including such aspects as martingale convergence, optional stopping, ergodic theory and the theory of amarts. We refer the reader to [86, 87, 90] for another, independent, generalization of stochastic processes to ordered spaces. In this work we continue the developments of [53, 55, 57] with the construction of the martingale transform or discrete stochastic integral in a Riesz space (measure-free) setting. As in our previous work, if the underlying Riesz space is taken to be L1 (P, A, Ω), where P is a probability measure, then our results yield the classical theory as a special case. For general background in Riesz spaces we refer the reader to [1] and [103]. First the martingale transform (discrete stochastic integral) is defined in terms of a weighted sum of differences, see [44, 81] for the classical version. Next the discrete stochastic integral (martingale transform) is considered via bilinear vector-valued forms, as in [37, 38, 44, 92]. This requires analogues of the spaces L2 and Mart2 for Riesz spaces. The construction of these spaces relies heavily on [53] and [55], where we considered a conditional expectation operator T on a Dedekind complete Riesz space E with a weak order unit e and its extension T to its natural domain dom(T ) in the universal completion E u of E. By using the fact that E u is an f -algebra, we consider the space dom2 (T ) of all x ∈ dom(T ) for which x2 ∈ dom(T ). This forms the foundation for the definition of the analogue of L2 in the Riesz space setting. It is then shown that, as in the classical case, the two approaches to defining the discrete stochastic integral or martingale transform are consistent. 151



152CHAPTER 13. DISCRETE STOCHASTIC INTEGRATION IN RIESZ SPACES This paper is organized as follows. In section 2 we continue our study of the natural domain of a conditional expectation operator started in [55]. This is needed for the definition of the analogues of spaces Lp , p = 1, 2, ∞ in terms of a Riesz space with conditional expectation operator in section 3. In section 4 the space of square martingales Mart2 is defined, along with the bilinear vector-valued form on it, needed for the Itˆo type integral. Finally, in section 5, the discrete stochastic integral is defined and its relationship to Mart2 considered.



13.2



Preliminaries



In the probability space setting each conditional expectation operator T can be extended to a conditional expectation T on the, so called, natural domain of T , denoted by dom(T ), see [40] and [72]. A Riesz space E is said to be universally complete if E is Dedekind complete and every subset of E which consists of mutually disjoint elements, has a supremum in E. A Riesz space E u is a universal completion of E, if E u is universally complete and E u contains E as an order dense Riesz subspace. Every Archimedean Riesz space has (up to a Riesz isomorphism) a unique universal completion and if e is a weak order unit for E then e is a weak order unit for E u , see [102]. In addition the multiplication on E e (the space of e bounded elements of E) can be uniquely extended to E u giving E u an f -algebra structure in which e is both multiplicative unit and weak order unit, see [3, 19, 31, 80], and, for a proof that does not rely on function spaces representations, [98] and [97]. Since the multiplication on an Archimedean f -algebra is order continuous [102, Theorems 139.4 and 141.1], E u has an order continuous multiplication. Let E be a Dedekind complete Riesz space with a weak order unit e and T be a conditional expectation on E with T (e) = e. Let D(τ ) := {x ∈ E+u | ∃ (xα ) ∈ E+ , 0 ≤ xα ↑ x, (T xα ) order bounded in E u }, and for x ∈ D(τ ) define τ (x) = sup T (xα ), α



where (xα ) ⊂ E+ with xα ↑ x and (T xα ) order bounded in E u . Then τ : D(τ ) → E+u is a well defined increasing additive order continuous map. Define dom(T ) := D(τ ) − D(τ ) and T : dom(T ) → E u by Tf := τ (f + ) − τ (f − ) for f ∈ dom(T ).
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Then dom(T ) is an order dense order ideal of E u containing E and e is a weak order unit for dom(T ). In addition T is a projection (with R(T) ⊂ dom(T )) and is the, unique, order continuous positive linear extension of T to dom(T ). These properties of T along with the following theorem were proved in [55]. Recall from Theorem 2.12 that if E is a Dedekind complete Riesz space with weak order unit and T a conditional expectation on E then the extension T : dom(T ) → dom(T ) is a conditional expectation and an averaging operator on dom(T ), i.e. T(gf ) = gT(f ) for g ∈ R(T), f, gf ∈ dom(T ). Define dom2 (T ) := {x ∈ dom(T )|x2 ∈ dom(T )}. Lemma 13.1 The set dom2 (T ) is an order ideal of dom(T ) (and is thus Dedekind complete) and pairwise products of elements of dom2 (T ) give elements of dom(T ). Proof: From the definition of dom2 (T ), it is clear that dom2 (T ) is homogeneous. Let x, y ∈ dom2 (T ) then 0 ≤ (x − y)2 = x2 + y 2 − 2xy. Hence 2xy ≤ x2 + y 2 and, similarly, −2xy ≤ (−x)2 + y 2 , which give 2|xy| ≤ x2 + y 2 ∈ dom(T ). Since dom(T ) is an order ideal in E u , it now follows that xy ∈ dom(T ). Now, since xy ∈ dom(T ), (x + y)2 = x2 + 2xy + y 2 ∈ dom(T ), from which the additivity of dom2 (T ) follows, making it a vector subspace of dom(T ). Also, from the f -algebra structure of E u , |x|2 = |x2 | ∈ dom(T ), giving |x| ∈ dom2 (T ). Hence dom2 (T ) is a Riesz subspace of dom(T ). It remains only to show that dom2 (T ) is solid. Let |g| ≤ |f | where g ∈ dom(T ) and f ∈ dom2 (T ). Then |g 2 | ∈ E u and |g 2 | = |g|2 ≤ |f |2 = |f 2 | ∈ dom(T ). Since dom(T ) is an ideal in E u , we have that |g 2 | ∈ dom(T ) and hence g ∈ dom2 (T ). 2 2 Note that if f ∈ dom(T √)+ then there exists a unique g ∈ dom (T )+ with g = f . This g will be denoted f .



The Dedekind completeness of dom2 (T ) follows from the following Lemma.



154CHAPTER 13. DISCRETE STOCHASTIC INTEGRATION IN RIESZ SPACES Lemma 13.2 If fα , f ∈ dom2 (T ) and 0 ≤ fα ↑ ≤ f ∈ dom2 (T ), then sup fα ∈ dom2 (T ); in fact, (sup fα )2 = sup fα2 . Proof: Since dom(T ) is Dedekind complete, sup fα ∈ dom(T ) and sup fα2 ∈ dom(T ). It follows from 0 ≤ fα ↑ sup fα ≤ f ∈ dom(T ), that 0 ≤ fα2 ↑ (sup fα )2 ≤ f 2 ∈ dom(T ). Hence sup fα2 ≤ (sup fα )2 and sup fα ∈ dom2 (T ). √ 2 2 2 for all α. Then . Let h ≥ f To show (sup f ) = sup f h ≥ fα for all α. Hence, α α α √ h ≥ sup fα , from which we get h ≥ (sup fα )2 . Since sup fα2 is the least upper bound of the set {fα2 | for all α}, it follows that (sup fα )2 ≤ sup fα2 . Infact this proof can be adapted to show that multiplication is jointly order-continuous. Definition 13.3 Let E be a Dedekind complete Riesz space and T an strictly positive conditional expectation on E. The space E is universally complete with respect to T (or T -universally complete), if for each increasing net (fα ) in E+ with (T fα ) order bounded in E u , we have that (fα ) is order convergent. In this case fα ↑ f and f ∈ dom(T ). If E is a Dedekind complete Riesz space with a weak order unit and T is a conditional expectation on E, then dom(T ) is the T -universal completion of E. Theorem 13.4 If T is a strictly positive conditional expectation on the Dedekind complete Riesz space E, then dom2 (T ) is T -universally complete. Proof: Let (fα ) be an increasing net in dom2 (T ) with (T fα ) order bounded in E u . Since dom(T ) is T -complete, there exists f ∈ dom(T ) such that (fα ) is order convergent to f. Hence, fα ↑ f, from which we get that fα2 ↑ f 2 in E u . Thus 0 ≤ fα2 ↑ and (T fα2 ) is order bounded in E u by T f 2 so, by the T -completeness of dom(T ), we have that (fα2 ) is order convergent in dom(T ). Since order limits are unique, f 2 ∈ dom(T ), giving f ∈ dom2 (T ). We prove a version of the “Conditional Variance Identity”. Theorem 13.5 [Conditional Variance Identity] If E is a Dedekind complete Riesz space with a weak order unit and T is a conditional expectation on E, then T (y − T y)2 = T y 2 − (T y)2 for all y, T y ∈ dom2 (T ) and (T y)2 ∈ R(T ).
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Proof: By Theorem 2.12 we get T (yT y) = (T y)(T y) = (T y)2 giving (T y)2 ∈ R(T ) and T (T y)2 = (T y)2 . Hence T (y − T y)2 = T [y 2 − 2yT (y) + (T y)2 ] = T y 2 − 2T (yT y) + T (T y)2 = T y 2 − (T y)2 .



13.3



Lp(Ti)



Let E be a Dedekind complete Riesz space with a weak order unit e and let (Ti ) be a filtration on E for which Ti (e) = e for all i ∈ N, and with T1 strictly positive. Consider the sequence (Ti ) of extensions of (Ti ) where Ti has domain in E u , dom(Ti ). We now show that dom(Ti ) ↑i since Ti Tj = Ti for all i ≤ j. Prior to proving this a couple of lemmas is proved. Lemma 13.6 Let E be a Dedekind complete Riesz space with a weak order unit e and let T be a strictly positive conditional expectation operator on E with T (e) = e. If xα is an increasing net in E+ and is not bounded in E+u , then there is a non-zero band projection P with kP e ∧ P xα ↑α kP e,



for all



k ∈ N.



Proof: Let xα be an increasing net in E+ which is not bounded in E+u . Suppose that there does not exist a band projection P 6= 0 such that kP e ∧ P xα ↑α kP e,



for all k ∈ N.



We now show that Pk ↓ 0 where Pk :=



_



P(xα −ke)+ .



α



Observe that otherwise Pk ↓ Q for some band projection Q 6= 0. Also Pk Q = Q, k ∈ N, and so _ _ 0 ≤ Q (xα − ke) = (Qxα − kQe). α



α



Hence _ α



(Qxα ∧ kQe) ≥ kQe



156CHAPTER 13. DISCRETE STOCHASTIC INTEGRATION IN RIESZ SPACES making Qxα ∧ kQe ↑α kQe contradicition the supposition. Hence Pk ↓ 0. Setting P0 := I it follows that, since Pk ↓ 0, ∞ X (Pk−1 − Pk ) = I. k=1



Let ek := k(Pk−1 − Pk )e then ek ∧ ej = 0 for all k 6= j and consequently γ :=



∞ X



∞ _



ek =



k=1



ek ∈ E+u .



k=1



But (Pk−1 − Pk )xα ≤ ek ,



for all α.



Hence xα ≤ γ,



for all α



u



making (xα ) bounded in E , a contradiction. Lemma 13.7 Let E be a Dedekind complete Riesz space with a weak order unit e and let T be a strictly positive conditional expectation operator on E with T (e) = e. If xα is an increasing net in E+ with (T xα ) order bounded in E u , then (xα ) is bounded in E u. Proof: Suppose that (xα ) is not bounded in E u , then by Lemma 13.6 there is a nonzero band projection P with P xα ∧ kP e ↑α kP e,



for all k ∈ N.



Let z ∈ E+u be a bound for (T xα ). Then z ≥ T xα ≥ T (P xα ∧ kP e) ↑α kT P e, giving z ≥ kT P e for all k ∈ N. Since E u is Archimedian, the above family of inequalities imply P e = 0, contradicting P 6= 0. We are now in a position to consider the relative sizes of the domains of the universal extension of conditional expectations from a filtration. Theorem 13.8 Let E be a Dedekind complete Riesz space with a weak order unit e, (Ti ) a filtration on E with T1 strictly positive and Ti (e) = e, for all i ∈ N, then dom(Ti ) ⊂ dom(Tj ),



for all



i ≤ j.
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Proof: Let x ∈ dom(Ti ) and (xα ) ⊂ E+ with xα ↑ x. Now Ti xα ↑ Ti x in E+u , hence Ti (Tj xα ) = Ti xα ≤ Ti x. Thus, by Lemma 13.7, (Tj xα ) is bounded in E u making x ∈ dom(Tj ). Set L1 (T1 ) = dom(T1 ) L2 (T1 ) = {x ∈ L1 (T1 ) | x2 ∈ L1 (T1 )} and L∞ (T1 ) = E e . It should be observed that L∞ (T1 ) is a ring and a vector space over R. The following lemmas are needed in the construction of the stochastic integral. Lemma 13.9 If a, b ≥ 0 with a ∈ R(Tn ), b, a2 Tn b ∈ L1 (T1 ), then a2 b ∈ L1 (T1 ). Proof: Let (aα ) be a net in E+e ∩ R(Tn ) with aα ↑ a. Then a2α ∈ E e and hence a2α ∈ R(Tn ) with Tn a2α = aα Tn aα = a2α . Also a2α b ∈ L1 (T1 ) so T1 (a2α b) = T1 Tn (a2α b) = T1 (a2α Tn b) ≤ T1 (a2 Tn b) giving a2 b ∈ L1 (T1 ). ˜ i ), of the extension (Ti ), of (Ti ), to L1 (T1 ) is a Theorem 13.10 The restriction, (T ˜ i ) ⊂ dom(T1 ) for all i ∈ N. filtration on L1 (T1 ), also R(T ˜ i ), then z = Ti x for some x ∈ dom(T1 ) ⊂ dom(Ti ). Now Proof: If i ≤ j and z ∈ R(T there exist xα , yβ ∈ E+ , xα ↑α x+ and yβ ↑β x− for which (Ti xα ) is order bounded in E u and (Ti yβ ) is order bounded in E u . Since Ti xα = Ti xα ∈ R(Ti ) ⊂ R(Tj ) and R(Tj ) is Dedekind complete, it follows that Ti x+ ∈ R(Tj ). Similarly Ti x− ∈ R(Tj ), making z ∈ R(Tj ). ˜ 1 Ti xα = T1 xα ≤ T1 x+ , making z1 ∈ dom(T1 ). Letting z1 = limα Ti xα we obtain T Similarly setting z2 = limα Ti yβ we get z2 ∈ dom(T1 ). Hence z = z1 − z2 ∈ dom(T1 ) ˜ j ) ⊂ dom(T1 ). proving that R(T
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The square of a martingale



We have already seen that if x ∈ Lp (T1 ), then Tj x ∈ Lp (T1 ), p = 1, ∞. If x ∈ L2 (T1 ) then x2 ∈ L1 (T1 ) ⊂ dom(Tj ) and x ∈ L1 (Tj ) ⊂ dom(Tj ). So by Theorem 13.10, Tj x ∈ L1 (T1 ) but by Theorem 13.5, 0 ≤ Tj x2 − (Tj x)2 making (Tj x)2 ≤ Tj x2 ∈ ˜ j will just be denoted L1 (T1 ). Now since L1 (T1 ) is solid, Tj x ∈ L2 (T1 ). Henceforth T as Tj .



158CHAPTER 13. DISCRETE STOCHASTIC INTEGRATION IN RIESZ SPACES Definition 13.11 We call (fi , Ti ) an Lp (T1 )-martingale (-sub-martingale), p = 1, 2, ∞ if (Ti ) is a filtration on L1 (T1 ) restricted to Lp (T1 ) and Ti fj = fi ∈ R(Ti ) ∩ Lp (T1 ) for all i ≤ j. Denote by Mart2 (Ti ) the vector space, and module over the ring L∞ (T1 ), of all the L2 (T1 )-martingales (fi , Ti ). The following theorem follows directly from the Doob-Meyer decomposition for submartingales in Dedekind complete Riesz spaces, see [53]. Theorem 13.12 Let E be a Dedekind complete Riesz space with a weak order unit e, (Ti ) a filtration on E with the property that e is T1 -invariant and (fi , Ti ) is a positive sub-martingale in E. Then there exist a unique martingale (mi , T1 ) and a unique increasing positive adapted sequence (Fi ) such that F1 = 0 and fi = mi + Fi . Theorem 13.13 Let E be a Dedekind complete Riesz space with a weak order unit e and (Ti ) a filtration on E with the property that e is T1 -invariant. If (fi , Ti ) is an L2 (T1 )-martingale, then (fi2 , Ti ) is an L1 (T1 )-sub-martingale. Proof: Since fi ∈ L2 (T1 ) it follows that fi ∈ L1 (T1 ) and, since Ti fi = fi it follows the averaging properties of Ti (see Theorem 2.12) that Ti fi2 = Ti (fi fi ) = fi Ti fi = fi2 . Hence fi2 ∈ R(Ti ). If i ≤ j, then it follows that 0 ≤ Ti (fj − fi )2 = Ti fj2 + Ti fi2 − 2Ti (fj fi ) = Ti fj2 + Ti (fi fi ) − 2Ti (fj fi ) = Ti fj2 + fi Ti (fi ) − 2fi Ti (fj ) = Ti fj2 + fi fi − 2fi fi = Ti fj2 − fi2 , which concludes the proof that (fi2 , Ti ) is a sub-martingale. We can now apply the Doob-Meyer decomposition of sub-martingales to (fi2 , Ti ). Theorem 13.14 Let E be a Dedekind complete Riesz space with a weak order unit e and (Ti ) a filtration on E with the property that e is T1 -invariant. If (fi , Ti ) is
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an L2 (T1 )-martingale, there exist a unique L1 (T1 )-martingale (mi , Ti ) and a unique increasing positive adapted sequence (Fi ) in L1 (T1 ) such that F1 = 0 and fi2 = mi + Fi . Moreover, Fn+1 − Fn = Tn ((fn+1 − fn )2 ) for all n ∈ N. Proof: Applying the Doob-Meyer decomposition, see [53], to the sub-martingale (fi2 , Ti ) in the Dedekind complete Riesz space L1 (T1 ) with weak order unit e, we obtain the decomposition fi2 = mi + Fi , where (mi , Ti ) is a martingale, (Fi ) is an increasing positive adapted sequence L1 (T1 ) with F1 = 0, and Fj = mj =



j−1 X



2 Ti (fi+1 − fi2 ),



i=1 fj2 −



Fj ,



for j ∈ N. By the Conditional Variance Identity, Theorem 13.5, we have that 2 Fn+1 − Fn = Tn (fn+1 − fn2 ) = Tn ((fn+1 )2 ) − fn2 = Tn ((fn+1 − fn )2 ).



We are now in a position to define a vector valued inner product and norm like structures on the sequence space Mart2 (Ti ). Definition 13.15 Let E be a Dedekind complete Riesz space with filtration (Ti ) and weak order unit e = Ti e for all i ∈ N. With each (fi , Ti ) ∈ Mart2 (Ti ) we associate the L1 (T1 )-martingale (mi , Ti ) and the increasing positive adapted sequence (Fi ) in L1 (T1 ) such that F1 = 0 and fi2 = mi + Fi . The vector valued quadratic form < > on Mart2 (Ti ) is defined by < (fi , Ti ) >= (Fi ). We define the vector-valued symmetric bilinear form  on Mart2 (Ti ) × Mart2 (Ti ) by 1 < (fi , Ti ), (gi , Ti ) >= [< (fi + gi , Ti ) > − < (fi − gi , Ti ) >]. 4 Let Jn :=< (fi , Ti ), (gi , Ti ) >n ,



n ∈ N,



160CHAPTER 13. DISCRETE STOCHASTIC INTEGRATION IN RIESZ SPACES then J1 = 0 and  1  Jn+1 − Jn = Tn [(fn+1 + gn+1 )2 − (fn + gn )2 ] − [(fn+1 − gn+1 )2 − (fn − gn )2 ] 4 giving Jn+1 − Jn = Tn [fn+1 gn+1 − fn gn ] ,



(13.1)



since |fn gn | ≤ 21 (fn2 + gn2 ) ∈ L1 (T1 ). It follows directly from the definition of < · > that < ·, · > is an adapted sequence (Fi ) in L1 (T1 ) and thus < (fi , Ti ), (gi , Ti ) >j ∈ L1 (Tj ), for all j ∈ N. Lemma 13.16 The bilinear form < ·, · > defined in Definition 13.15 is a vectorvalued semidefinite inner product in that it has the following properties: (a) < ·, · > is bilinear on Mart2 (Ti ) with respect to multiplication by elements of L∞ (T1 ) ∩ R(T1 ); (b) < ·, · > is symmetric; (c) < (fi , Ti ), (fi , Ti ) >=< (fi , Ti ) >≥ 0 for all (fi , Ti ) ∈ Mart2 (Ti ). Proof: A simple computation yields < (fi , Ti ), (gi , Ti ) >j =



j−1 X



Ti (fi+1 gi+1 − fi gi ).



(13.2)



i=1



Thus < ·, · > is additive with respect to each of its of its variables and since multiplication is commutative (13.2) gives that the form is symmetric. The homogeneity of the form with respect to multiplication by h ∈ L∞ (T1 ) ∩ R(T1 ) follows from the observation that Ti h(fi+1 gi+1 − fi gi ) = hTi (fi+1 gi+1 − fi gi ). It remains only to prove (c). From (13.2) with (fi ) = (gi ), we obtain < (fi , Ti ), (fi , Ti ) >j =



j−1 X



2 − fi2 ) =< (fi , Ti ) > . Ti (fi+1



i=1



Since (fi , Ti ) is a martingale, (fi2 , Ti ) is a sub-martingale making 2 2 Ti (fi+1 − fi2 ) = Ti fi+1 − fi2 ≥ 0,



thus < (fi , Ti ) >≥ 0.
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Lemma 13.17 The null space N = {(fi , Ti ) ∈ Mart2 (Ti )| < (fi , Ti ) >= 0} of the quadratic form < · >, is the set of constant sequence from L2 (T1 ), i.e. N = {(f, Ti )|f ∈ L2 (T1 ) ∩ R(T1 )}, which is a closed, Dedekind complete Riesz subspace of Mart2 (Ti ). Proof: The containment N ⊃ {(f, Ti )|f ∈ L2 (T1 ) ∩ R(T1 )} follows easily, so we progress to the reverse containment. 2 = fi2 for all i ∈ N. Since (fi , Ti ) If (fi , Ti ) ∈ N then (fi , Ti ) ∈ Mart2 (Ti ) with Ti fi+1 is a martingale we have Ti fi+1 = fi which, from Theorem 2.12, gives Ti (fi+1 fi ) = fi2 . Hence 2 2 0 = Ti (fi+1 − fi2 ) = Ti fi+1 − 2Ti (fi+1 fi ) + Ti fi2 = Ti (fi+1 − fi )2 .



Now (fi+1 − fi )2 ≥ 0 and Ti is strictly positive, so fi+1 = fi for all i ∈ N. Thus fi = f1 for all i ∈ N and \ L2 (Ti ) ∩ R(Ti ) = L2 (T1 ) ∩ R(T1 ) f1 ∈ i∈N



thus proving the remaining containment. The following theorem is a direct consequence of the above results, but the quotient here is only in the sense of vector spaces (not Riesz spaces) as, in general, N is not a band in Mart2 (Ti ). Theorem 13.18 Let {(fi , Ti ) ∈ Mart2 (Ti )|f1 = 0} =: M, then as vector spaces, Mart2 (Ti )/N ≡ M, and < ·, · > induces a vector valued inner product on M. Observe that < (fi , Ti ), (gi , Ti ) >0 = 0 and that (fj gj − < (fi , Ti ), (gi , Ti ) >j , Tj ) is a martingale.
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13.5



Discrete Stochastic Integrals



In order to define the discrete Itˆo integral on a Riesz space, we need the following sequence spaces. Definition 13.19 Let (Ai ) ⊂ L1 (T1 ) be an increasing sequence adapted to the filtration (Ti ) with A1 = 0. Define  L2loc ((An ), (Tn )) := (αi ) αn ∈ R(Tn ), αn2 (An+1 − An ), αn ∈ L1 (T1 ), n ∈ N . Definition 13.20 Let f ∈ Mart2 (Ti ) and α ∈ L2loc (< f >, (Ti )), then (Ii , Ti ) where In :=



n−1 X



αk (fk+1 − fk ),



n ∈ N,



k=1



is called the discrete Itˆo integral of α with respect to f , denoted Z α df = g.



Lemma 13.21 For f ∈R Mart2 (Ti ) and α ∈ L2loc (< f >, (Ti )), the discrete Itˆo integral of α with respect to f , α df = g is in M. Proof: Let Z (Ii , Ti )i = then In :=



n−1 X



α df,



αk (fk+1 − fk ),



n ∈ N.



k=1



Since αn ∈ R(Tn ) it follows that Tn In+1 := Tn



n X



αk (fk+1 − fk ) = In + αn Tn (fn+1 − fn ) = In



k=1



showing that (Ii , Ti ) is a martingale. From the definition of I it follows that I1 = 0. Let a = αn and b = (fn+1 − fn )2 then a ∈ R(Tn ) and since f ∈ Mart2 (Ti ) we have b ∈ L1 (T1 ). Finally, as α ∈ L2loc (< f >, (Ti )) it follows that a2 Tn b ∈ L1 (T1 ), making Lemma 13.9 applicable. Hence a2 b ∈ L1 (T1 ). Thus (In+1 − In )2 = α2 (fn+1 − fn )2 = a2 b ∈ L1 (T1 ),



n ∈ N.
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But I1 = 0 ∈ L2 (T1 ), so assuming In ∈ L2 (T1 ) we have by induction that In+1 = (In+1 − In ) + In ∈ L2 (T1 ). The following theorem shows the consistency of the martingale transform constructed in Definition 13.20 and the classical definition of the Itˆo integral. Theorem 13.22 Let f ∈ Mart2 (Ti ) and α ∈ L2loc (< f >, (Ti )), then I = the unique solution in M of < I, h >n+1 − < I, h >n = αn (< f, h >n+1 − < f, h >n ),



R



α df is (13.3)



for all n ∈ N and h ∈ Mart2 (Ti ). Proof: Uniqueness Suppose that g, q ∈ M and < g, h >n+1 − < g, h >n = αn (< f, h >n+1 − < f, h >n ) =< q, h >n+1 − < q, h >n , for all n ∈ N, h ∈ Mart2 (Ti ). Then < g − q, h >n+1 =< g − q, h >n



for all n ∈ N,



h ∈ Mart2 (Ti ).



In particular, setting h = g − q gives < g − q >n+1 =< g − q >n ,



for all n ∈ N.



But by definition < g − q >1 = 0, so inductively we have that n−1 X



Ti [(gi+1 − qi+1 )2 − (gi − qi )2 ] = 0,



for all n ∈ N,



i=1



which inductively yields Tn [(gn+1 − qn+1 )2 − (gn − qn )2 ] = 0,



for all n ∈ N.



Here (gn − qn )2 ∈ R(Tn ) and thus Tn (gn+1 − qn+1 )2 = (gn − qn )2 ,



for all n ∈ N.



(13.4)



Since g, q ∈ M it follows that g1 = 0 = q1 . If gn = qn then from (13.4) Tn (gn+1 − qn+1 )2 = 0, which, with the strict positivity of Tn , gives gn+1 = qn+1 . Hence, by induction g = q, proving the uniqueness of the solution to (13.3) from M. Solution It remains to verify that (In , Tn ) is a solution of (13.3). Note that (13.3) is equivalent to Tn (In+1 hn+1 − In hn ) = αn Tn (fn+1 hn+1 − fn hn ),



for all n ∈ N, h ∈ Mart2 (Ti ).



164CHAPTER 13. DISCRETE STOCHASTIC INTEGRATION IN RIESZ SPACES Now, In , In+1 , hn , hn+1 ∈ L2 (T1 ) and Tn In+1 = In and Tn hn+1 = hn so Tn In hn+1 = In hn = Tn In+1 hn . Thus Tn (In+1 hn+1 − In hn ) = Tn [(In+1 − In )hn+1 ] = Tn [αn (fn+1 − fn )hn+1 ] where, by Lemma 13.21, αn (fn+1 −fn )hn+1 ∈ L1 (T1 ). Setting a = αn ∈ R(Tn )∩L1 (T1 ) and b = (fn+1 − fn )hn+1 ∈ L1 (T1 ) we have that ab ∈ L1 (T1 ), and as L1 (T1 ) ⊂ L1 (Tn ) by Theorem 2.12 we get Tn [αn (fn+1 − fn )hn+1 ] = Tn (ab) = aTn (b) = αn Tn [(fn+1 − fn )hn+1 ]. Hence Tn (In+1 hn+1 − In hn ) = αn Tn [(fn+1 − fn )hn+1 ] = αn [Tn (fn+1 hn+1 ) − fn hn ] for all n ∈ N, h ∈ Mart2 (Ti ), thus showing that (In , Tn ) is the solution of (13.3) from M. Remark From the definition of the discrete stochastic integral and the above theR orem, it follows that the stochastic integral, f dα, is linear in both f and α. In addition it is order continuous with respect to both f and α as multiplication and addition are order continuous operations. Here, as in [57], by (fi , Ti ) ≤ (gi , Ti ),



we mean fi ≤ gi ,



for all i ∈ N.
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