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Abstract This paper considers a two-player game of strategic experimentation with competition. Each agent faces a two-armed bandit problem where she continually chooses between her private risky arm and a common, safe arm. Each agent has exclusive access to her private arm. However, the common arm can only be activated by one agent at a time. This congestion creates negative payoff externalities. Our main finding is that congestion gives rise to new strategic considerations: players perceive a strategic option value from occupying the common arm, making it more attractive than in the absence of competition or when switching is irreversible. JEL Classification: C72, C73, D83 Keywords: Strategic Experimentation, Multi-Armed Bandit, Bayesian Learning, Exponential Bandits, Congestion, Payoff Externalities
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Introduction



This paper considers a game of strategic experimentation when there is competition between two players. Each player faces an exponential two-armed bandit problem, where she has exclusive access to her private risky arm, but the safe arm is common and can only be activated by one of the players at any point in time. The common safe arm yields a known constant flow payoff to the player activating it. A risky arm yields a lump-sum payoff at exponentially distributed random times if it is good, and never yields a payoff if it is bad. The qualities of the risky arms are independently drawn by nature at the outset of the game and are initially unknown to the players. The players’ actions and payoffs are publicly observed. The arrival of the first lump-sum reveals to both players that the arm in question is good, without resolving the uncertainty about the other risky arm. Thus there are no information externalities. Her rival monopolising the common arm imposes a negative payoff externality on a player if her own risky arm does not produce a success. Consequently, a player’s prospects are improved if her rival’s risky arm is revealed to be good, since the rival then has no more interest in the common arm, leaving the first player with no competition. For this reason, a player stands to benefit from increasing the likelihood that her rival has a breakthrough. A player can help bring this outcome about by occupying the safe arm, leaving her rival no choice but to experiment on their own risky arm. In other words, a player has an incentive to use the common arm specifically because this diverts her rival’s efforts away from her own interests. The key questions are: What are the effects of competition for the safe arm on the players’ experimentation policies? How does the equilibrium behaviour differ from the optimal behaviour in a single-agent decision problem? In the game, what additional value does competition confer to a contested arm? How does this compare with a preemption game, where switching to the safe arm is irreversible? One agent’s ability to use the common option at the exclusion of others may come from legal constraints, as is the case with mineral exploration rights or patents. The constraints may also be purely physical: running an experiment may require the use of a scarce, highly specialised piece of equipment, for instance an fMRI scanner, a large radio telescope, or a particle collider. The hoarding of scarce resources that are not immediately put to use, such as “land-banking” or long-term capacity-booking of gas pipelines, is welldocumented.1 Our results provide an insight into the strategic motives for monopolising scarce resources. 1



See for instance Freeman et al. (2008) or Cardoso et al. (2010)
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In another, less literal interpretation of the model, effective exclusion from a common market can be the result of equilibrium behaviour.2 The safe arm can represent a small market where a restricted scope for profits causes a natural monopoly. For instance it could be the domestic market in a developing country. It is “safe” because it relies on an established technology. Anticipating that profits would be competed away, a second firm would not attempt to enter the safe market. The independent private risky arms model an agent’s ability to explore an enterprise whose success depends solely on the agent’s idiosyncratic abilities. For instance, local firms can attempt to design a new product or develop a new technology with demand or applications in a global market. The firms’ R&D projects are sufficiently differentiated that their ex-ante potential for success is independent, and a firm’s payoff from its innovation is not affected by the outcome of other firms’ R&D.3 The new economic force identified in this paper is that competition confers a strategic option value to occupying the contested arm, giving rise to equilibrium dynamics where preemption is reversed. In the unique Markov perfect equilibrium, when the prior beliefs are sufficiently close, if both players experiment and both fail to produce a success, it is the more optimistic player who occupies the safe arm first, leaving her rival no choice but to experiment. The more optimistic player switches to the safe arm at a point where her posterior belief about her risky arm is above the myopic threshold. She monopolises the safe arm temporarily, either until her rival has a success, or until the rival’s posterior belief reaches a pre-determined threshold that lies below the single agent threshold. She then returns to her risky arm. The equilibrium is inefficient, as neither player takes account of the externality imposed on her rival. For comparison, if switching to the safe arm is irrevocable, the pattern of preemption is reversed: it is the more pessimistic player who captures the safe arm. She does so when her rival’s posterior belief equals the myopic threshold and her own belief lies between the single-agent threshold and the myopic threshold. The behaviour in the unconstrained game is driven by the fact that a player’s ability to return to her risky arm provides an option value. Her payoff from occupying the safe arm consists of a flow payoff plus a term reflecting the option value from being able to resume her own experimentation. Once a player occupies the safe arm, two things might happen. On the up-side, her rival might achieve a breakthrough and both players learn that the rival’s risky arm is good. In this case the rival no longer competes for the safe 2



In Section 5.1 we show that our results extend to a model where both players can simultaneously use the common safe arm, but there is an incumbency advantage. 3 In Section 5.2 we show that the second assumption can be relaxed, and that the model can be extended to accommodate R&D races.
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arm and the first player, knowing that she has unhindered access to the common arm, can implement the single-agent optimal policy. On the down-side, if the rival does not achieve a breakthrough, both players become pessimistic about the rival’s risky arm. This has two consequences. The rival’s expected payoff from continued experimentation becomes so low that, if it were available, they would occupy the safe arm forever. Second, whereas her assessment of her own private arm has not changed, the player’s prospect of ending the competition by excluding her rival from the safe arm becomes so improbable that she prefers returning to her own risky arm, even at the price of having to henceforth forgo the safe arm forever. We call the expected value of this gamble a strategic option value to highlight that it does not result from informational free-riding. Because the private arms have independent qualities, occupying the safe arm does not allow a player to learn about her own risky arm through her rival’s experimentation. Instead the player only learns about – and can also affect – the likelihood that the payoff externality imposed by her rival will end. In short, in the presence of congestion, an agent’s behaviour is sometimes primarily aimed at redirecting her rival’s interests away from her own. This constitutes the central insight of this paper: a player perceives a strategic option value from monopolising a contested arm if she is able to return to her private arm. This option value arises from the competition for the arm subject to congestion. It is absent in the single decision-maker problem, or if a player is unable to return from the contested arm to her private arm. One implication is that preemption need not be irreversible: in equilibrium, the first agent occupying the safe arm does so temporarily. Related Literature The assumptions of our model differ from those in the existing literature. Economic models adapting the standard multi-armed bandit decision problem4 to multi-agent interaction have predominantly focused on the question of learning in a common value environment. They share the assumption that all agents are learning about the same underlying bandit, each possessing her own replica copy of that bandit. In these models, an agent can learn about her own prospective payoffs by observing the experimentation of other agents: an agent’s experimentation generates pure informational externalities. Our model adapts the standard multi-armed bandit decision problem to multi-agent interaction in a different way, as we assume that the quality of each risky arm is independent 4



See Gittins and Jones (1974), Whittle (1988), Gittins, Glazebrook, and Weber (2011). See also Presman and Sonin (1990), Cohen and Solan (2013).
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across agents. In our setting, there are no informational externalities.5 Our main departure is to assume that the common arm can be activated by at most one of the agents at any point, and refer to this feature as congestion. Thus, an agent can impede her rival’s experimentation, thereby negatively impacting their payoff: an agent’s behaviour generates direct payoff externalities. Specifically, this payoff externality arises on the safe arm – although we show in Section 5 that we can also accommodate payoff externalities on the risky arms, as might arise in innovation contests. This paper is among the first to consider a game6 of strategic experimentation with direct payoff externalities in the context of individual decision-making. Strulovici (2010) considers a game in which payoff externalities arise as a consequence of group decisionmaking.7 In that paper, an electorate votes on whether to jointly activate the risky or the safe arm of an exponential two-armed bandit. Over time players learn that they have different preferences over the two choices, as the risky arm is good for some, and bad for other members of the electorate. Chatterjee and Evans (2004) consider a winner-takes-all R&D race between two firms.8 There are two possible research avenues available, only one of which can succeed. Payoff externalities arise, as the first firm to make the discovery captures the entire market. In contrast, the effects of informational externalities in games of strategic experimentation have been widely studied in economics.9 Several models consider a setup in which N players operate replica versions of a two-armed-bandit. The resulting informational externalities cause players to free-ride off one-another’s experimentation. Bolton and Harris (1999, 2000) study the Bownian case where, besides providing free-riding motives, the informational externalities can also “encourage” agents to experiment at a belief where a single decision-maker would chose the safe arm. This second effect is absent10 in the 5



This assumption is not essential: allowing for informational free-riding increases the appeal of the common option, strengthening our results. 6 Dayanik et al. (2008) examine the performance of a generalised Gittins Index when a single decisionmaker must decide at each point in time which of N arms to activate, knowing that arms may exogenously break down, and thereby disappear from the choice set, temporarily or permanently. In contrast, this paper present the disappearance of an option from a player’s choice set as the endogenous consequence of strategic interaction. 7 See also Bonatti and H¨ orner (2011), who study moral hazard in teams with private information. 8 See also Hopenhayn and Squintani (2011), Bobtcheff and Mariotti (2012), Bobtcheff et al. (2016), Das (2014, 2018). Halac et al. (2017) and Bimpikis et al. (2017) study incentives provision in a contest. 9 See Bergemann and V¨ alim¨ aki (2006) for a broader survey of the use of multi-armed bandits in economics. 10 The encouragement effect is restored in the setup with “Poisson bandits”, where the Poisson process associated with the risky arm has a positive arrival rate, although it is unknown whether it is high or low. See Keller and Rady (2010).
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exponential bandit framework of Keller, Rady, and Cripps (2005). In that framework the authors study the less inefficient asymmetric equilibria of that game. Klein and Rady (2011) assume that the realised type of the risky arm is negatively correlated across two players. Murto and V¨alim¨aki (2011) assume that the qualities of different arms are correlated but their payoff realisations are private information11 for the players, who only observe each other’s decision to continue experimenting or stop. Although we borrow the exponential bandit from Keller, Rady, and Cripps (2005), the rest of our model is quite different. First, we assume that the quality of risky arms is independent across agents. Thus, an agent cannot learn about her risky arm from the outcome of her rival’s experimentation and there is no informational free-riding. Second, and this is our major departure from the literature, we assume that an agent can only experiment with an arm if no other agent currently uses it. An agent’s actions therefore determine which arms her rival may choose, and thus directly impact the rival’s payoff. Our notion of congestion bears some resemblance to exploding offers12 in the context of sequential consumer search. By letting offers expire or offering buy-now discounts, a seller artificially increases a potential buyer’s search cost. In our model, an offer may expire endogenously because someone else has taken it. In line with the literature on preemption games.13 , the resulting preemption incentives cause inefficiencies. Interestingly, allowing the preemption to be revoked causes an additional allocative inefficiency, as the most optimistic agent occupies the safe arm first while her less optimistic rival is forced to experiment on her risky arm. The paper is organised as follows. Section 2 describes the model. Section 3 analyses the two-player game and derives its unique equilibrium. We describe feasible strategies for the agent currently occupying the safe arm in Section 3.1 and describe the option values associated with these strategies in Section 3.2. Section 3.3 describes a partition of the space of posterior beliefs that is useful for describing the equilibrium in Section 3.4. Section 3.5 discusses these results. Section 4 considers a constrained version of the game where switching to the safe arm is irrevocable, and shows that in this case occupying the safe arm produces no option value. Section 5 considers a number of extensions. In particular, Section 5.1 shows that our results extend to a model without explicit exclusion from the safe arm, and Section 5.2 allows for an R&D-race component on the risky arms. The inefficiency of our equilibrium is established in Section 6. Section 7 concludes. All proofs are in the appendix. 11



On private monitoring of payoffs, see also Rosenberg, Solan, and Vieille (2007), Heidhues, Rady, and Strack (2015) or Thomas (2018). 12 See Armstrong and Zhou (2011). 13 See for instance Fudenberg and Tirole (1985).
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2 2.1



Model Setup



Time, t ∈ [0, ∞), is continuous and discounted at common rate r > 0. There are two players indexed by i ∈ {1, 2} and j := 3 − i. Each player faces an exponential two-armed bandit problem,14 where she continually decides whether to activate her private risky arm or the common safe arm. We let player i’s action at date t, ait , take values in {0, 1}, with ait = 1 indicating that player i activates her private risky arm, and ait = 0 indicating that she activates the safe arm over the infinitesimal time interval [t, t + dt). Risky arms: The persistent quality θi of player i’s private risky arm is a priori unknown to both players and can be either “good” (θi = G) or “bad” (θi = B). The qualities θ1 and θ2 are independently drawn by nature at the outset of the game according to the distribution Pr(θi = G) = pi0 , with (p10 , p20 ) ∈ (0, 1)2 . A good risky arm yields a lump-sum payoff of h at each jump (“success”) of a standard Poisson process {N i (t)}t≥0 with intensity λ > 0. We let g = λh. The processes {N 1 (t)} and {N 2 (t)} are independent. A bad risky arm never produces a success. Let t˜i > 0 denote the arrival time of the first success on player i’s risky arm.15 The first success resolves the uncertainty about the quality of player i’s risky arm and conclusively reveals that θi = G. Player i is said to experiment if she uses her risky arm while θi is still unknown. In some applications, there is an advantage to having the first breakthrough. Specifically, if t˜j < t˜i < ∞, with the interpretation that player j’s first success occurs before player i’s, then the payoff player i receives from any success on her risky arm is discounted by a factor β ∈ (0, 1]. We focus our analysis on the case β = 1. The case β < 1 is discussed in Section 5.2. Safe arm: The safe arm yields a flow payoff of s with certainty to the player activating it. Assume that s ∈ (0, g), with the interpretation that if a player is certain that her risky arm is good she strictly prefers it to the safe arm, and vice-versa if she is certain her risky arm is bad. 14



In Keller et al. (2005), N individuals each face an exponential two-armed bandit. The underlying state of the world determines the common quality of all the bandits: good or bad. In other words, the quality of player i’s and player j 6= i’s risky arms are perfectly correlated. In my model, player i and player j each face an exponential two-armed bandit, but the quality of their bandits are independent. Rt i 15 On a good risky arm, Pr(t˜i ≤ t|θi = G) = 1 − e−λ 0 at dt for every t ≥ 0. In particular if player i continually activates her risky arm over the time interval [0, t), then t˜i is exponentially distributed on [0, t) with parameter λ. On a bad risky arm (θi = B), a success never arrives and we write t˜i = ∞.
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We will assume that there is an incumbency advantage to activating the safe arm, to the extent that it is not worthwhile for an agent to join her rival on the safe arm. For most of the paper, we will model this advantage as congestion: the safe arm can only be activated by one agent at a time, so that the incumbent is effectively able to exclude her rival from using the safe arm. In Section 5.1 we show that our results are robust to a less stark modelling of the incumbency advantage, where we allow both players to activate the safe arm simultaneously, although the flow payoff of the incumbent exceeds that of the entrant. Applications: • Two firms have the choice between going “mainstream” or “niche”. Niche technologies are naturally risky and likely to be independent across firms. The mainstream market can accommodate only one firm, because Bertrand competition would otherwise drive their profits to zero. • In a developing country, the home market is small and served by an inefficient firm. Two young firms each have the capacity to oust the inefficient incumbent, although there is no room for two firms in the local market. Alternatively, the young firms can choose to develop distinct new products for different export markets. • Two firms are engaged in a patent race, and the first firm to secure a patent captures a large market share, so that its rival’s patent, if developed, can only serve a smaller market. Alternatively, each firm can work on an unrelated low-risk, low-reward project that discourages entry. Information and Beliefs: We assume that players observe each others’ actions and payoffs. Let p˜it denote the posterior belief commonly held by both players at date t ≥ 0 about the quality of player i’s risky arm. It is measurable with respect to the players’ information up to date t, which consists of the realised sequence of action profiles, and the realised number of successes on each player’s risky arm. Given the common prior (p10 , p20 ) ∈ (0, 1)2 and the sequence of action profiles {(a1t , a2t )}t≥0 , the players’ common posterior belief (˜ p1t , p˜2t ) ∈ (0, 1]2 at date t is defined as follows. The random variable p˜it takes the value 1 if t ≥ t˜i , and otherwise takes the value: (1)



pit



:=



pi0 e−λ pi0 e−λ



Rt 0



Rt 0



aix dx
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aix dx



+ 1 − pi0



.



2.2



Single-agent problem



In the benchmark single-agent problem, there is no congestion on the safe arm. The agent chooses actions {ait }t≥0 , with each ait measurable with respect to her information up to date t, so as to maximise  Z ∞   i i i i −rt (1 − at ) s + at g 1{θ = G} dt p0 , E re 0



where the expectation is taken over θi and {ait }t≥0 . The optimal policy is given in Keller et al. (2005). It is a cut-off policy and prescribes that ait = 1 if and only if p˜it > p∗ . The µs , where µ = r/λ. The myopic threshold, pM = s/g, single-agent cut-off belief is p∗ = µg+g−s is the belief at which a myopic agent is indifferent between her risky and the safe arm. It can also be interpreted as the belief at which an agent, myopic or not, is indifferent between her risky and the safe arm if she must commit to her choice once and for all. Let Ω(pi ) = (1−pi )/pi . The value function in the single-agent problem, V ∗ : [0, 1] → R, is given by  µ 1 − pi Ω(pi ) ∗ i i ∗ (2) V (p ) = p g + (s − p g) , 1 − p∗ Ω(p∗ ) when pi > p∗ , and V ∗ (pi ) = s otherwise. When pi > p∗ , the first term of V ∗ (pi ) is the agent’s payoff from using her risky arm forever. The second term is the option value she derives from being able to switch to the safe arm if her risky arm does not produce a success before her belief reaches the cut-off ∗ p∗ . At that point the agent obtains the continuation payoff s instead  ofi the µ p g she would Ω(p ) receive if she were unable to switch to the safe arm. The term Ω(p discounts this ∗) i



1−p increase in continuation payoff, and 1−p ∗ is the probability, given the agent’s current belief i p , that no success occurs before her belief reaches p∗ . This option value is decreasing in pi : the agent values the availability of the safe arm more highly the more pessimistic she is about the quality of her risky arm.



2.3



Two-player game



Observe that the strategic interaction effectively ends at t˜1 ∧ t˜2 , the first date at which a success arrives on either player’s risky arm. A player’s dominant strategy at each t ≥ t˜1 ∧ t˜2 is given by the analysis of the single-agent problem. Once player i learns that her risky arm is good, it is strictly dominant for her to keep using that arm indefinitely, and her continuation payoff is g. Player j then faces no further competition for the safe arm, and henceforth solves the problem of a single agent. It is then optimal for her to implement 9



the single-agent cut-off policy, and her continuation payoff at date t˜i is V ∗ (pjt˜i ). We will henceforth condition our analysis on the event that no success has arrived as yet, i.e. we assume throughout that t < t˜1 ∧ t˜2 . Incumbency state and precedence rule: In the two-player game, at any point in time, the common safe arm can be activated by at most one of the players. We must therefore be careful to specify under what circumstances a player choosing the safe arm results in her activating it. To this end, we make a distinction at each point in time between player i’s control variable kti ∈ {S, Ri } and her action ait ∈ {0, 1}. At each t ≥ 0, a control profile is a pair kt = (kt1 , kt2 ) ∈ K, where K = {S, R1 } × {S, R2 }, and an action profile a pair at = (a1t , a2t ) ∈ {(1, 1), (0, 1), (1, 0)}. A control sequence k i = {kti }t≥0 is admissible if each kti is measurable with respect to player i’s information up to date t, and if k i : [0, ∞) → {S, Ri } is piecewise constant, has at most finitely many discontinuities over any finite interval16 , and at every point of discontinuity is continuous either from i i i i = limε↓0 kt−ε } (where kt− 6= kt+ the left or from the right.17 Let Tki = {t ∈ [0, ∞) : kt− i i ) denote the set of control change times induced by k i , and let = limε↓0 kt+ε and kt+ Tk = Tk1 ∪ Tk2 . Each player is assumed to have exclusive and unconstrained access to her private risky arm. Therefore, choosing kti = Ri always induces ait = 1, i.e. player i activating her risky arm over an interval of time [t, t + dt). In contrast, at any point in time, the common safe arm can be activated by at most one of the players. Moreover, a player who occupies the safe arm gains absolute priority over its use: her rival can only use the safe arm if the incumbent leaves it and returns to her private risky arm. Consequently kti = S does not always induce ait = 0. To deal with this issue, we model the game as a multistagegame as in Murto and V¨alim¨aki (2013), and borrowing elements from Stinchcombe (1992) and Khan and Stinchcombe (2015), we let each stage be characterised by one of three incumbency states which determine the precedence rule for access to the safe arm. Formally, let Y = {0, 1, 2} be the set of possible incumbency states with the interpretation that player i occupies the safe arm if and only if the state is i. The state 0 indicates that the safe arm is unoccupied and both players are activating their risky arms. Consider the nth stage, n ≥ 0, starting at date tn ∈ Tk . It is characterised by the prevailing incumbency state yn ∈ Y, and by the prevailing control profile kn ∈ K chosen by the players during the nth stage, where kni is defined to be kti+ if ktin 6= kti+ , and is otherwise defined n



16



n



This rules out the infinite-switching strategies used in Section 6.2 of Keller et al. (2005). This allows a clean description of the equilibrium strategies. Alternatively we could define k i to be continuous from the left at every point of discontinuity. In this case, describing the equilibrium would require endogenising the tie-break rule as in Simon and Zame (1990). 17
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to be ktin . Let us describe how, together, the incumbency state and the players’ controls determine the action profile played in stage n, the time tn+1 ∈ Tk of the transition from stage n to stage n + 1, and the new incumbency state yn+1 .  i i For any admissible sequence of control profiles {kt }t≥tn let τni = min t ≥ tn : kt− 6= kt+ be the first date at which player i’s control takes a value different from kni .18 For every yn ∈ Y, stage n ends and stage n + 1 begins at date tn+1 := τn1 ∧ τn2 . Suppose first that yn = 0. In this case, we necessarily have kn = (R1 , R2 ). At each t ∈ [tn , tn+1 ), the action profile is at = (1, 1). The state yn+1 is determined as follows. If tn+1 < τnj then yn+1 = i. If τn1 = τn2 and kt1n+1 6= kt2n+1 then yn+1 = 1 + 1{kt2n+1 = S}. If τn1 = τn2 and kt1n+1 = kt2n+1 , the state yn+1 is drawn from {1, 2} with Pr(yn+1 = i) = αi , where (α1 , α2 ) is a commonly known point in the interior of the one-dimensional simplex. In words: if the safe arm is unoccupied, the first player to change her control to S secures the safe arm. The parameter αi can be interpreted as the probability that a tie is broken in favour of player i if both players simultaneously change their controls to S. Suppose now that yn = i. In this case we necessarily have kni = S, while knj ∈ {S, Rj }. At each t ∈ [tn , tn+1 ), the action profile has ait = 0 and ajt = 1. The state yn+1 is determined j as follows. If tn+1 < τni then yn+1 = i. If tn+1 = τni then yn+1 = j 1{kn+1 = S}. In words: if player i occupies the safe arm, the incumbency state only changes once player i changes her control to Ri . Until then, player j’s choice of control cannot alter the incumbency state. In the event that player i chooses to leave the safe arm, player j controls whether the new incumbency state is j or 0. Let n ¯ t ≥ 0 be the largest integer such that tn¯ t ≤ t. A history up to date t specifies the n ¯ t ≥ 0 control change times that occurred up to date t together with the corresponding control profiles and resulting incumbency states in each of the n ¯ t + 1 stages induced. It is n ¯ t +1 a vector ht ∈ ([0, ∞), K, Y) of the form ¯t ht = ((tn , kn , yn ))nn=0 .



Without loss of generality we assume that t0 = 0, k0 = (R1 , R2 ) and y0 = 0. At any history ht with t < t˜1 ∧ t˜2 , the vector of posterior beliefs pt = (p1t , p2t ) ∈ (0, 1)2 is such that pit is defined by (1) for each i ∈ {1, 2}. 18



Observe that for any admissible sequence of control profiles {kt }t≥tn and associated Tk , for every n ≥ 0 if tn ∈ Tki then τni > tn . In words: admissible control sequences do not allow a player to change her control more than once at any given point in time. However, subject to this restriction, a player may instantly react to her rival’s control change.
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Payoffs: Fix an admissible control sequence k j for player j. Player i’s problem is to find an admissible control sequence k i that maximises her payoff  Z ∞ 1 2   −rt i i i re (1 − at ) s + at g 1{θ = G} dt k , k ; p0 , y0 , (3) E 0



where the expectation is taken over (θ1 , θ2 ) and the sequences of actions for player i induced by the sequence of control profiles (k 1 , k 2 ) subject to the precedence rule. Strategies and equilibrium: For notational convenience we define X := (0, 1)2 × Y. We restrict attention to Markov strategies π i : X → {S, Ri } that are piecewise constant functions of the vector of posterior beliefs19 (p1t , p2t ) and the incumbency state yt prevailing at date t < t˜1 ∧ t˜2 .20 That is, a strategy only prescribes the agents’ behaviour prior to the first breakthrough. The control sequences induced by the strategy profile (π 1 , π 2 ) are given by kti = π i (pt , yt ). A strategy is admissible if and only if the induced control sequence is admissible. A pair of admissible Markov strategies (π ∗1 , π ∗2 ) is a Markov perfect equilibrium if for every i, π ∗i maximises player i’s payoff given π ∗j . We focus on equilibria in which no player uses a weakly dominated strategy.21 Appendix A describes players i’s optimisation problem at each stage n ≥ 0, and shows that it amounts to optimally choosing her next control-change date τni ∈ [tn , ∞) ∪ {∞}.22 Thus, if yn = 0, each player chooses the date when she switches to the safe arm. If yn = i, player i chooses the date when she releases the safe arm and player j can only determine whether the state then transitions to yn+1 = 0 or yn+1 = j. The appendix A also describes the recursion satisfied by the players’ value functions
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Strategic Experimentation with Congestion



This section contains the central result of this paper. Theorem 1 describes an equilibrium of the two-player game. To state this result, we begin by defining two payoff functions, Ri (p) and Si (p), associated with strategies that are feasible for a player occupying the safe arm. We then define the boundary Bi (pj ), which partitions the space of posterior beliefs into two regions, according to which payoff is greater. The boundaries B1 and B2 serve to define the players’ equilibrium strategies. 19



Formally, the limit as ε ↓ 0 of (p1t−ε , p2t−ε ). We will sometimes use yt := yn to denote the incumbency state prevailing at date t ∈ [tn , tn+1 ). 21 Henceforth, “equilibrium” means Markov perfect equilibrium in undominated strategies. 22 The choice τni = ∞ indicates that player i chooses the constant control sequence that has kti = kni for every t ≥ tn . 20
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3.1



Feasible Strategies for the Incumbent, and Payoffs



Consider stage n with initial state (ptn , i). Player i occupies the safe arm. According to the precedence rule, she can choose when, if ever, to return to her risky arm. As long as player i retains the safe arm, player j has no choice but to activate her risky arm. Assume that π j (p, y) = S for every (p, y) ∈ X , with the interpretation that player j (attempts to) activate the safe arm at every posterior belief p and in every incumbency state y. Consequently, returning to her risky arm causes i to permanently lose access to the safe arm. Player i’s feasible responses fall into three categories corresponding to the choices τni = 0, τni = ∞ and τni ∈ (0, ∞). Ceding the safe arm: A feasible response for player i is to immediately switch to her risky arm, thereby ceding the safe arm to j. Player i’s payoff from that strategy is pitn g. Indefinitely monopolising the safe arm: Another feasible response for player i is to activate the safe arm until player j’s risky arm produces a success. In this event the strategic interaction ends, and player i adopts the single-agent policy. If j’s risky arm never produces a success, then player i activates the safe arm forever. Let us refer to this strategy as player i “indefinitely monopolising the safe arm.” Her payoff is described in the next lemma. Lemma 1. Consider the stage n with initial state (ptn , i) ∈ X . Player i’s payoff from τni = ∞ is s + Gi (ptn ), where the function Gi : (0, 1)2 → R is defined by (4)



Gi (p1 , p2 ) = pj



 1 V ∗ (pi ) − s . 1+µ



The first term, s, is player i’s payoff from activating the safe arm forever. The second term, Gi (ptn ), reflects the increase in player i’s continuation payoff if her rival produces a success: she gets her single-agent payoff instead of s. The expected discount factor applied j to this increase is E[e−r t˜ |pjtn ] = pjtn (1+µ)−1 , where t˜j is the date of player j’s first success. Observe that player i’s payoff from indefinitely monopolising the safe arm increases linearly with pjtn , the belief that player j’s risky arm is good. Finally, observe that the strategy π j (p, y) = S for every (p, y) ∈ X , which we assume player j employs, corresponds to player j indefinitely monopolising the safe arm. Temporarily monopolising the safe arm: A third feasible response for player i is to activate the safe arm until the first of the following two events. Either j’s risky arm produces a success. (Then player i adopts the single-agent policy). Or the posterior 13



belief about player j’s risky arm reaches a pre-determined threshold, b ∈ (0, pjtn ). In this event player i switches to her risky arm, and we assume that j indefinitely monopolises the safe arm. Let us refer to this strategy, parameterised by b, as player i “temporarily monopolising the safe arm until the posterior belief about player j’s risky arm reaches b.” The next lemma describes both players’ payoffs for i = 1. Lemma 2. Suppose that player 2 chooses π j (p, y) = S for every (p, y) ∈ X . Consider the stage n with initial state (ptn , 1) ∈ X , and fix b ∈ (0, p2tn ). Player 1’s payoff from τn1 = σb , where σb := inf{t | p2tn +t ≤ b}, is s + G1 (ptn ) + H1 (ptn , b),



(5)



where the function H1 : [0, 1]3 → R is defined by (6)



  1 − p2 H (p, b) = p1 g − s − G1 (p1 , b) 1−b 1







Ω(p2 ) Ω(b)



µ .



Player 2’s payoff is (7)



p2tn g



2



+ s+G



(p1tn , b)



 1 − p2tn − bg 1−b







Ω(p2tn ) Ω(b)



µ .



The first term in (5), s + G1 (ptn ), is player 1’s payoff from indefinitely monopolising the safe arm. The second term, H1 (ptn , b), reflects the change in player 1’s continuation payoff if player 2 does not produce a success before the posterior belief p2 reaches the value b 1−p2 (probability 1−btn ). In this case, player 1 receives the payoff p1tn g from ceding the safe arm,  2 µ Ω(ptn ) instead of s + G1 (ptn ), and this change in continuation payoff is discounted by Ω(b) . Observe that H1 (ptn , b) is not positive on its entire domain. This raises the question: what is the value of b that maximises player i’s payoff from temporarily monopolising the safe arm when player j responds by monopolising the safe arm indefinitely? Let the function b : (0, 1) → R be defined by (8)



b(pi ) = µ



pi g − s . V ∗ (pi ) − pi g



It is easy to see that b is a continuous, strictly increasing function on [0, 1). Moreover, b(pM ) = 0 while limpi →1 b(pi ) = +∞. When pitn ≤ pM , Hi (ptn , b) is negative for every b > 0, and the optimal strategy for the incumbent is to monopolise the safe arm indefinitely. The next lemma shows that when player j’s belief lies above b(pitn ), player i’s payoff in state (ptn , i) from temporarily monopolising the safe arm is maximised when b = b(pitn ), and that the resulting payoff exceeds, in particular, the payoff from monopolising the safe arm indefinitely. 14



Lemma 3. For every pi ∈ (pM , b−1 (1)) and every pj ∈ (b(pi ), 1), (i) b(pi ) = arg max{s + Gi (p) + Hi (p, b)}; (ii) Hi (p, b(pi )) > 0. Summary: Using the and Ri : (0, 1)2 → R as       i (9) S (p) =     



notation introduced above, define the functions Si : (0, 1)2 → R



s + Gi (p)



if pi < pM ,



s + Gi (p) + Hi (p, b(pi ))



if pM ≤ pi ≤ b−1 (pj ),



pi g



if b−1 (pj ) < pi ,



and



(10)



   pi g    Ri (p) = v(pi , b(pj ))      V ∗ (pi )



if pj < pM , if pM ≤ pj ≤ b−1 (p∗ ), if b−1 (p∗ ) < pj ,



where v : [0, 1]2 → R is defined by23  i µ ( Ω(p ) 1−pi i if pi ≥ b, p g + (s − b g) i 1−b Ω(b) (11) v(p , b) = s if pi < b. The expressions on the right of (9) are the respective payoffs to player i if she indefinitely monopolises the safe arm; monopolises the safe arm until the belief about j’s risky arm reaches b(pi ); or she immediately cedes the safe arm. In each case we assume that player j responds by indefinitely monopolising the safe arm. The three expressions on the right of (10) are the respective payoffs to player i if player j indefinitely monopolises the safe arm; if player j monopolises the safe arm until the belief about i’s risky arm reaches b(pj ) and player i responds by monopolising the safe arm indefinitely; or if player j chooses her risky arm indefinitely and player i adopts the single-agent policy.24 Observe that v(pi , p∗ ) = V ∗ (pi ). For every b ∈ (0, 1), v(pi , b) is continuous at b. It is not differentiable at b unless b = p∗ . For every b ∈ (0, 1) \ p∗ and pi > b ∨ p∗ , v(pi , b) < V ∗ (pi ). 24 Observe that the first two cases on the right of (10) give the payoffs to player i, in state (p, j), if she plays according to π i (p, y) = S for every (p, y) ∈ X , and player j indefinitely (resp. temporarily) monopolises the safe arm. However, the third case makes different assumptions about the players’ behaviour, namely that player j immediately cedes the safe arm, and chooses her risky arm indefinitely, so that player i can implement the single-agent policy. 23
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It will be useful to think of Si as player i’s payoff from monopolising the safe arm for a duration she deems optimal, and Rj as her rival’s resultant payoff, when the players’ beliefs are sufficiently low. These functions will serve to define the continuation payoffs in the unique equilibrium of this game described in Theorem 1. They are illustrated in Appendix F. Observe that both Si and Ri are continuous in both arguments.



3.2



Option Values



In the single-agent problem, the agent perceives an option value equal to V ∗ (p) − p g from being able to switch to the safe arm at any point in time. As long as the agent’s experimentation is unsuccessful, her posterior belief decreases — and with it the expected payoff from activating the risky arm — while the expected payoff from activating the safe arm remains constant at s. However, the ability to return to her risky arm carries no option value. Once the agent chooses the safe arm, the posterior belief about her risky arm remains constant. Consequently, once choosing the safe arm is optimal, it remains optimal at every subsequent date. In contrast, in the two-player game, when player i monopolises the safe arm temporarily, the term Gi (p) + Hi (p, b(pi )) captures the option value she perceives from being able to return to her risky arm. While it is still the case that the posterior belief about her own risky arm remains constant when i activates the safe arm, the posterior belief about j’s risky arm keeps evolving. The term Gi (p) measures player i’s option value from being able to resume the single-agent policy in the event that player j’s experimentation produces a success. The term Hi (p, b(pi )) measures the option value in case j’s experimentation fails to produce a success: If pj , and therefore Gi (p), become sufficiently low, and if pi exceeds the myopic threshold pM , then player i is still optimistic enough that returning to her risky arm is worthwhile, even though this entails losing access to the safe arm forever. This option value is strategic in nature, as it arises because the players are competing for access to the safe arm. It makes the safe arm more attractive than in the singleagent problem.25 By monopolising the safe arm, player i leaves player j no choice but to experiment. If j succeeds, i obtains the single-agent payoff — the most desirable outcomes in this game. Player i is therefore willing to monopolise the safe arm for potentially long stretches of time, forgoing her own experimentation, so as to maximise the chance of j producing a success if her risky arm is good, or, equivalently, minimise the chance of j monopolising the safe arm indefinitely even though her risky arm is in fact good.  Lemma 3 implies that Gi (p) + Hi (p, b(pi )) ∨ 0 > 0 for every pi > p∗ . However, when pi < p∗ , the inequality is reversed, and choosing the control S is the dominant action for player i, both in the single-agent problem and the two-player game. 25
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In summary, it is player i’s ability to force player j’s experimentation that lends additional value to the safe arm when j has not yet produced a success. As soon as j produces a success, this strategic option value disappears, and the safe option is as valuable as in the single-agent problem.



3.3



Boundaries



Using the payoffs Si and Ri defined in (9) and (10), we can now define a boundary that we will use in the next section to describe the equilibrium strategies. The boundary partitions the set of posterior beliefs according to which payoff is greater, Si (p) or Ri (p). For every pi ∈ [p∗ , b−1 (pM )] and pj ∈ (0, 1), let the function Bi : (0, 1) → [p∗ , b−1 (pM )] be defined by (12)



 Bi (pj ) = inf pi ∈ [p∗ , b−1 (pM )] | Si (p) ≤ Ri (p) .



Figure 1 gives a sketch26 of the boundary p1 = B1 (p2 ). It is continuous, and has B1 (p2 ) = b−1 (p2 ) for every p2 ≤ pM , and B1 (p2 ) = p∗ for every p2 ≥ b−1 (p∗ ). By construction, we have that if p1 ∈ [p∗ , B1 (p2 )), then R1 (p) < S1 (p).27 In addition, if p1 = B1 (p2 ), then R1 (p) = S1 (p). These properties will be central to the equilibrium analysis.



Figure 1: Qualitative illustration of the boundary p1 = B1 (p2 ). In all figures we choose (s, h, λ, r) = (1, 1, 2, 1) so that p∗ = 1/4 and pM = 1/2. All illustrations of the boundary are qualitative and not exact. 27 It is easy to see from (9) and (10) that if p1 ∈ (0, p∗ ), then R1 (p) ≤ S1 (p). 26
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3.4



Equilibrium and Dynamics



Theorem 1 describes an equilibrium of this game. The players’ strategies are illustrated in Figure 2. The equilibrium is unique within the class of Markov perfect equilibria in undominated strategies, up to changes in the players’ strategies that do not affect the outcome of the game or the players’ payoffs. Theorem 1. The strategy profile π ∗ is the unique equilibrium of the two-player game, where for every i ∈ {1, 2} and y ∈ Y    pi ≤ p∗ ;     S pi > p∗ , pi < Bi (pj ), pj ≤ Bj (pi ); if  ∗i π (p, y) = pi = pj = pU ;     Ri otherwise, and where pU satisfies pU = Bi (pU ).



Figure 2: Equilibrium strategies of player 1 (left) and player 2 (right). At beliefs (p1 , p2 ) in the green (dark) area the player chooses the control S. At beliefs in the orange (light) area the player chooses the control Ri .



Observe that π ∗i (p, y) does not vary with y. The proof for this result can be summarised as follows. First, observe that when pi ≤ p∗ , player i’s weakly dominant strategy is to perpetually choose the safe arm. The next step is to consider beliefs at which π ∗j (p, y) = S, and show that π ∗i (p, y) constitutes player i’s unique best-response. The boundary Bi (pjσ ) now stands us in good stead, as it compares player i’s payoffs, Si and Ri , defined assuming that player j responds by monopolising the safe arm for a duration she deems optimal – which corresponds to the strategy π ∗j . Suppose that player j switches to the safe arm at some date σ > 0 18



and then proceeds with π ∗j . We show that player i has a strict incentive to preempt player j’s switch whenever piσ < Bi (pjσ ). We distinguish two cases, depending on whether pjσ ≤ pM , in which case player j goes on to monopolise the safe arm indefinitely, or pM < pjσ < b−1 (p∗ ), in which case player j monopolises the safe arm temporarily until the posterior belief about player i’s risky arm reaches b(pjσ ). It follows that players have a strict incentive to preempt one another’s switch to the safe arm at every posterior belief in {p | p1 < B1 (p2 )} ∩ {p | p2 < B2 (p1 )} and the equilibrium profile must have both players choose the safe arm for all beliefs in that set. When piσ = Bi (pjσ ), we pay particular attention to the left- and right-continuity of the equilibrium strategies. At the remaining beliefs, when π ∗j (p, y) = Rj , and player i’s belief is above the singleagent threshold, intuition suggests that activating her risky arm should be player i’s bestresponse. Still, we need to verify that she does not benefit from briefly activating the safe arm, as this would affect the discrepancy between pi and pj , and might potentially be of benefit at a later stage in the game when the players start preempting each other. To illustrate, consider the case of a symmetric prior. By briefly occupying the safe arm, player i can increase her posterior belief relative to her opponent’s. Then, rather than entering a tie-break for the safe arm, player i is certain to be the one who will temporarily monopolise it. (That is, the equilibrium would follow the dynamics depicted in the second panel of Figure 3 instead of the first panel.) We show that such a deviation is never profitable.



Figure 3: Equilibrium sample paths of the posterior belief.



Equilibrium Dynamics: We now illustrate the resulting equilibrium behaviour and the path in (0, 1)2 of the posterior belief given a prior p0 . Assume that the realised qualities of both arms are bad (so that t < t˜1 ∧ t˜2 for every t ≥ 0), and that the priors are sufficiently high that both players start by activating their risky arm. Without loss of generality, suppose that p10 ≥ p20 . The equilibrium behaviour differs qualitatively, depending on how
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close the priors are. We will see that the competition between the two players is more intense, the closer the priors. Suppose first that the priors are sufficiently disparate that if both players implement the single-agent policy then, at the date t∗2 at which player 2’s posterior belief reaches the single-agent threshold p∗ , player 1’s posterior beliefs p1t∗2 is no less than B1 (p∗ ). This corresponds to the prior illustrated in the rightmost panel of Figure 3. Then, player 1 has no incentive to preempt player 2’s switch to the safe arm. In equilibrium, therefore, player 2 plays the single-agent policy without interference from player 1, who is so optimistic about her own risky arm that she considers it too costly to interrupt her experimentation, even temporarily, and despite the strategic option value. Suppose instead that the priors are sufficiently close that p1t∗2 < B1 (p∗ ), so that player 1 has a strict incentive to preempt player 2’s switch to the safe arm at t∗2 . This corresponds to the priors illustrated in the first two panels of Figure 3. In equilibrium, the players’ behaviour is as follows. Consider first the case of symmetric priors, illustrated in the leftmost panel of Figure 3. In equilibrium both players switch to the safe arm when the posterior (pU , pU ) is reached. Observe that pU > pM . At that point, both players are indifferent between monopolising the safe arm until their rival’s posterior belief reaches b(pU ) or being forced to experiment for the same finite duration. A tie-break determines which player is allocated the safe arm. (In Figure 3 the safe arm is allocated to player 1.) While player 1 monopolises the safe arm, player 2 has no choice but to experiment. As the likelihood of her success decreases, so does the option value G1 (pU , p2 )+H1 (pU , p2 , b(pU )), and player 1 becomes increasingly pessimistic about the prospect of player 2 ceasing to compete for the safe arm. Conversely, player 1 remains optimistic about her private arm. Indeed, since pU > pM , she would choose her risky arm if she had to commit to one arm once and for all. She therefore returns to her risky arm once p2 reaches b(pU ) even though this entails forgoing the safe arm forever, as b(pU ) < p∗ so that S is the dominant action for player 2 henceforth. Observe that with symmetric priors the player who is not allocated the safe arm in the tie-break is forced to experiment for longer, and her posterior belief driven further below p∗ , than for any asymmetric priors. Now suppose that p10 > p20 , as illustrated in the middle panel of Figure 3. Let t denote the time at which p2t = B2 (p1t ). Observe that at that time, p1t < B1 (p2t ). In equilibrium, player 1 experiments on [0, t) and occupies the safe arm at t. This is the last date at which player 1 can do so without player 2 wanting to preempt her. At that point, player 2 is indifferent between letting player 1 temporarily monopolise the safe arm and facing her 20



in a tie-break. In equilibrium player 2 chooses the former. Thus, player 1 monopolises the safe arm until player 2’s belief reaches the threshold b(p1t ) and the game proceeds as previously described. Observe that at date t the posterior satisfies p1t > p2t , and both players agree that player 1’s arm is more likely to be good. Yet in equilibrium it is player 1 who is the first to occupy the safe arm, while player 2 continues to experiment. This misallocation of the safe arm is clearly inefficient.28 It occurs because at all posteriors pt such that p1t < B1 (p2t ) and p2t ≥ B2 (p1t ) is it player 1 who has the strongest incentive to preempt her rival’s switch to the safe arm, as she would be excluded from the safe arm the longest.29 Indeed, for p1t > p2t , player 2 monopolises the safe arm for longer: player 1’s risky arm is more likely to have a success, so that monopolising the safe arm is more likely to pay off for player 2; Additionally, player 2 is less eager than player 1 to resume her own experimentation.



3.5



Discussion



There is something seemingly counterintuitive about the equilibrium dynamics. First, in a state where even a myopic single agent would prefer the risky arm, player i takes the safe arm so as to prevent player j from taking it, even only temporarily. Later, i leaves the safe arm at a point when she is certain that player j will occupy the safe arm forever. The driver of these equilibrium dynamics is the strategic option value. By monopolising the safe arm and forcing j to experiment beyond the single-agent threshold, player i increases the likelihood that player j has a success, conditional on her risky arm being good. If that gamble becomes too unlikely to pay off, player i prefers resuming her own experimentation. The allocation of the safe arm in equilibrium is also surprising. It is the player most optimistic about her risky arm who occupies the safe arm first. Thus, we have a setup where preemption need not be irreversible: in equilibrium, the agent occupying the safe arm first does so temporarily. In addition, the agent seemingly facing less urgency preempts more aggressively. We emphasise that whenever she monopolises the safe arm, a player entirely stops learning about her risky arm. The information that accrues about j’s risky arm is uninformative, since the arms’ qualities are independently drawn. Thus, a player has no learning motives for monopolising the safe arm for beliefs above p∗ , but only strategic ones. If the qualities of the risky arms were correlated, the opportunity for informational 28



The social planner problem is analysed in Section 6. Player 1 would only monopolise the safe arm temporarily, until the date t0 satisfying p2t0 = b(p1t ). In contrast, player 2 would monopolise the safe arm indefinitely if p2t ≤ pM ; or, if p2 > pM , temporarily, until t00 > t0 satisfying p1t = b(p2t00 ). 1. In both cases player 2 monopolises the safe arm for longer than player 1. 29
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free-riding familiar from Keller et al. (2005) and Klein and Rady (2011) would provide additional incentives to occupy the safe arm. A player could obtain information about her own risky arm by observing her rival’s experimentation and simultaneously collect the certain flow payoff s. If the arms were positively correlated then player i would monopolise the safe arm for longer than if the arms’ qualities were independent. In fact if the arms were perfectly positively correlated, player i would have no incentive at all to switch back to her private arm if j does not produce a success, and the players would effectively play a preemption game. If the arms were negatively correlated, then player i would monopolise the safe arm for a shorter duration of time than with independent private arms. Comparative statics: In the single-agent problem, the option value from activating the risky arm beyond the myopic threshold decreases with r. The threshold p∗ increases as a result, tends to the myopic threshold pM when r → ∞, and tends to zero when r → 0. In the two-player game, the strategic option value from temporarily monopolising the safe arm also decreases with r. As a result, b(pi ) increases at every pi ≥ pM , with the interpretation that the optimal duration for which a player monopolises the safe arm shortens. In the limit, as r → ∞, the strategic option value vanishes, and the boundary pi = Bi (pj ) illustrated in Figure 1 converges to the vertical line pi = pM , so that the equilibrium strategy π ∗i corresponds to the myopic threshold policy, where player i activates her risky arm if and only if her posterior belief strictly exceeds the myopic threshold. When r → 0, the threshold p∗ tends to zero and a single agent eventually learns whether her risky arm is good, so that V ∗ (pi ) → pi g + (1 − pi ) s. In the two-player game, b(pi ) approaches zero for every pi ∈ (pM , 1). Thus, the optimal duration for which player i monopolises the safe arm becomes so long that player i eventually learns the quality of her opponent’s risky, and obtains the payoff s + Gi (p) + Hi (p, b(pi )) → pj V ∗ (pi ) + (1 − pj ) pi g. Thus, the strategic option value increases as r decreases. Observe that payoff to player j from being forced to experiment temporarily approaches pi g + (1 − pi ) s, the limit of the single-agent payoff. Indeed, as r → 0, the equilibrium outcome approaches the efficient outcome insofar as the safe arm is eventually allocated to a player whose risky arm is almost certainly bad. This can be seen by summing the two players’ limit payoffs, which gives p1 p2 2g + [p1 (1 − p2 ) + p2 (1 − p1 )](s + g) + (1 − p1 )(1 − p2 )s. Finally, a higher λ increases the value of the risky arm relative to the safe arm. In the single-agent problem, both the single-agent threshold p∗ and the myopic threshold pM decrease as a result. In the two-player game, the set of beliefs at which π i∗ (p, y) = S shrinks, although the qualitative features of the equilibrium are preserved.
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4



Game with Irrevocable Stopping



For comparison, we consider a constrained version of the two-player game where switching to the safe arm is irrevocable. That is, we restrict attention to admissible control sequences i i i i i {kti }∞ t=0 such that kt = R for every t ∈ [0, τ0 ) and kt = S for every t ∈ (τ0 , ∞) for some τ0i ∈ [0, ∞) ∪ {∞}.30 The precedence rule is as defined in Section 2. Thus, once a player occupies the safe arm, her rival loses access to it forever, and the game is effectively over. We therefore restrict the analysis of the game to the case where the initial incumbency state is y0 = 0. Moreover, it remains true that as soon as player i’s risky arm produces a success, it is optimal for both players to adopt the single-agent policy. We therefore condition on the event t < t˜1 ∧ t˜2 . A Markov strategy for player i, π i : (0, 1)2 → {S, Ri }, is a piecewise constant function of the vector of posterior beliefs (p1t , p2t ).31 The control sequences induced by the strategy profile (π 1 , π 2 ) are given by kti = π i (pt ). A strategy is admissible if and only if the induced control sequence is admissible. A Markov perfect equilibrium is a strategy profile (π ]1 , π ]2 ) such that for every i, π ]i maximises player i’s payoff given π ]j .32 Theorem 2 describes the unique equilibrium in the constrained game, up to changes in the players’ strategies that do not affect the outcome of the game or the players’ payoffs. The players’ equilibrium strategies are illustrated in Figure 4. Theorem 2. The strategy profile (π ]1 , π ]2 ) constitutes the unique equilibrium of the game with irrevocable stopping, where    pj < pM , pi < pM ,     S pj = pM , pi ≤ pM , if  ]i 1 2 π (p , p ) = pj > pM , pi ≤ p∗ ,     Ri otherwise. The intuition for Theorem 2 is simple. The myopic threshold pM plays a central role, as each player i effectively trades off the payoff s from irrevocably switching to the safe arm, with the payoff pi g from activating her risky arm indefinitely. If pi = pM , these payoffs are 30



The function k i : [0, ∞) → {S, Ri } may be continuous from the left or from the right at τ0i . 31 In this section we drop the (redundant) dependence on the incumbency state y0 , so as to lighten notation. 32 Observe that with irrevocable switching, the assumption that the common arm is safe is not essential. Our analysis would be exactly correct if the common arm were risky and had an expected arrival rate of s/h for both players.
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Figure 4: Equilibrium strategies of player 1 (left) and player 2 (right). At beliefs (p1 , p2 ) in the green (dark) area the player chooses the control S. At beliefs in the orange (light) area the player chooses the control Ri .



equal and player i is indifferent between the two outcomes. She strictly prefers her risky arm when pi > pM and the safe arm when pi < pM . To prove Theorem 2 we first note that once a player’s belief falls below the single-agent threshold, the control S is the dominant action. We then proceed recursively and show that at all beliefs (p1 , p2 ) such that p1 < pM and p2 < pM , both players have a strict incentive to preempt their rival’s switch to the safe arm. The preemption motives only disappear if one of the players is indifferent between activating her risky arm and preempting her rival. In equilibrium this is the player whose risky arm is most likely to be good. That player’s equilibrium strategy prescribes that she choose her risky arm when indifferent and let her rival, who would otherwise have strict incentives to preempt her, capture the safe arm.



Figure 5: Equilibrium path of the posterior belief for cases 1 − 3.



24



Equilibrium Dynamics: We now illustrate the resulting equilibrium behaviour and the path in (0, 1)2 of the posterior belief given a prior p0 ∈ (pM , 1)2 , and under the assumption that the realised qualities of both arms are bad (so that t < t˜1 ∧ t˜2 for every t ≥ 0). Consider first the case of symmetric priors, as illustrated in the leftmost panel of Figure 5. In equilibrium both players switch to the safe arm when the posterior (pM , pM ) is reached. At that point, both players are indifferent between activating the safe arm or their risky arm indefinitely. A tie-break determines which player is allocated the safe arm. (In Figure 5 the safe arm is allocated to player 2.) Without loss of generality, suppose now that p10 > p20 . We distinguish two cases depending on how close the priors are. Suppose first that the priors are sufficiently close that if both players implement the single-agent policy then, at the date t∗2 at which player 2’s posterior belief reaches the single-agent threshold p∗ , player 1’s posterior beliefs p1t∗2 is strictly less than pM . Then, player 1 has an incentive to preempt player 2’s switch to the safe arm. This corresponds to the prior illustrated in the second panel of Figure 5. Let t denote the time at which p1t = pM . Observe that at that time, p2t ∈ (p∗ , pM ). In equilibrium, player 2 experiments on [0, t) and switches to the safe arm at t. This is the last date at which player 2 can do so without player 1 wanting to preempt. Thus, player 2 captures the safe arm at t. Finally, suppose that the priors are sufficiently disparate that p1t∗2 ≥ pM . This corresponds to the prior illustrated in the rightmost panel of Figure 5. Then, player 1 has no incentive to preempt player 2’s switch to the safe arm. In equilibrium, therefore, player 2 captures the safe arm at t∗2 . Discussion: Observe that when p10 6= p20 it is the player whose risky arm is least likely to be good who occupies the safe arm in equilibrium. Thus, with irrevocable switching, there is no inefficient misallocation of the safe arm, contrary to the unconstrained game. Moreover, as the discrepancy in priors increases, the belief at which the more pessimistic player switches to the safe arm in equilibrium gets closer to the single-agent threshold. Nevertheless the equilibrium behaviour is inefficient, whether it involves preemption or not. This is because the players fail to internalise the negative payoff externality they impose on each other. For any prior p0 ∈ (0, 1)2 , a social planner would require experimentation beyond the single-agent threshold.33 Note that the player who captures the safe arm would benefit from being able to return to her risky arm. Suppose that in equilibrium, player 2 switches to the safe arm when her posterior belief is still above the single-agent threshold (as illustrated in the first two panels 33



The social planner solution is derived in Section 5 of Thomas (2018).
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of Figure 5). Suppose that, subsequently, player 1 produces a success. Ideally, player 2 would like to resume play with the single-agent policy, as her access to the safe arm at a later date is now guaranteed. However, she is not able to do so, since we are assuming that a switch to the safe arm cannot be revoked. This observation underlines once more that, contrary to the single-agent problem, in a two-player game a player values the ability to return to her risky arm after having switched to the safe arm. This also confirms that when switching to the safe arm is revocable, players will not use stopping strategies in equilibrium. Another notable difference is that the strategic option value from being able to return to her risky arm makes the safe arm more attractive to a player in the unconstrained game than in the stopping game. This is why in the equilibrium of Theorem 1 a player has an incentive to capture the safe arm even when the posterior belief about her risky arm exceeds the myopic threshold. Comparing figures 2 and 4 it is easy to see that the set of beliefs at which the players choose the control S in equilibrium is strictly larger in the unconstrained game.



5 5.1



Extensions Game without Involuntary Exclusion



We show that our results generalise to games where the incumbency advantage is less stark, and it is not possible to exclude a player from the safe arm. Specifically, we assume that both players can activate the safe arm simultaneously, although the flow payoff of the incumbent exceeds that of the entrant. The safe arm can then represent a market where firms compete for profits, and there is a first-mover advantage We generalise the model of Section 2.1 as follows. At every point in time, the action profile can take values in {0, 1}2 . Formally, it is no longer necessary to distinguish controls and actions, and we let ait := 1{kti = Ri }. The incumbency state transitions are still as defined in Section 2.3. In particular, if in stage n only player i activates the safe arm (i.e. the control profile has kni = S and knj = Rj ), then the incumbency state is yn = i and player i’s flow payoff from the safe arm is s. If in stage n + 1 the control profile has j i kn+1 = kn+1 = S, with the interpretation that player j joins player i on the safe arm, then the incumbency state is still yn+1 = i, player i’s flow payoff is s¯ and player j’s is s, where s¯ ∈ (0, s] and s ≤ 0 are parameters of the model. The fact that s < s¯ reflects the incumbency advantage. Player i’s flow payoff at date t ≥ 0 is determined by the occupancy state and the action profile:   ait g 1{θi = G} + (1 − ait ) ajt s + (1 − ajt ) s¯ 1{yt = i} + s 1{yt = j} , 26



and her expected discounted payoff is obtained by replacing the above in (3). In this extension, the safe arm models a market in which firms compete a` la Bertrand, and there is an incumbency advantage. Suppose firm i activates the safe arm alone. Then, its marginal cost of production is c, and it supplies the entire market at the monopoly price. We let s denote the resulting flow profits. Suppose now that firm j also enters the safe market. It then operates at marginal cost c¯ > c. This captures the incumbency advantage: firm i bought the most efficient plant or geographically well-located outlet, or hired the most productive team. Under the ensuing Bertrand competition, firm i supplies the entire market at a price c¯, and earns flow profits of s¯. Firm j earns no profits. The safe arm can also model a market in which firms compete a` la Cournot in the presence of fixed costs, and there is an incumbency advantage. The incumbent produces at marginal cost c while the entrant produces at marginal costs c¯. The fixed costs of production are such that, when both firms operate in the safe market, the incumbent’s profits are s¯ and the entrant’s profits are non-positive. The following strategy profile corresponds to the equilibrium profile in Theorem 1, insofar as it induces the same outcomes. For every i ∈ {1, 2}, and every p ∈ (0, 1)2 ,    π ∗i (p, y) if y ∈ {0, i}, †i π (p, y) =   Ri if y = j.



Theorem 3. The strategy profile π † is an equilibrium of the amended two-player game. The proof of Theorem 3 is in Appendix D.1. The following argument provides an intuition for this result. The main difference with π ∗ is that, under the profile π † , player i chooses to activate her risky arm whenever player j is the incumbent on the safe arm. (The profile π ∗ is the equilibrium in a game where, by assumption, player j being the incumbent automatically excludes player i from the safe arm.) Thus, it is sufficient to show that activating the safe arm when player j is the incumbent is not a profitable deviation for player i, as Theorem 1 implies that all other deviations are unprofitable. If player i deviates from π †i in state (p, j) by activating the safe arm for a short duration ∆ > 0, then she receives a non-positive flow payoff for the duration ∆ and does not affect continuation play. Letting U†i (p, y) denote player i’s equilibrium payoff in state (p, y), the payoff from this deviation is (1 − e−r ∆ ) s + e−r ∆ U†i (p, j) < U†i (p, j), where the inequality follows from s ≤ 0. Thus, the deviation is not profitable.
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Figure 6: Qualitative illustration of the boundaries p2 = b(p1 ) and p2 = bβ (p1 ) for β ∈ (βM , 1).



5.2



R&D Race on the Risky Arms



Now consider the baseline model when there is an advantage to having the first success on a risky arm: if player j’s first breakthrough occurs before player i’s, then the payoff player i receives from any success on her risky arm is discounted by a factor β ∈ (0, 1). The case where β g ≤ s models a winner-takes all R&D race: once her opponent has a success, player i’s risky arm is worthless relative to the safe, and it becomes optimal for her to activate the safe arm indefinitely. It is straightforward to see that in this case the pure preemption equilibrium of Theorem 2 is an equilibrium. The intuition comes from the fact that there is no strategic option value to monopolising the safe arm, because a success by the opponent makes one’s risky arm worthless. When β ∈ (s/g, 1), the intensity of the R&D race is more moderate, and the market for a new technology can accommodate two firms. Thus, once her opponent has a success, it might still be worthwhile for player i to experiment, provided she is sufficiently optimistic about her own risky arm. In Appendix D.2, we show that the strategic option value from temporarily monopolising the safe arm decreases with the intensity of the R&D race, so that a player’s strategic motives for occupying the safe arm are dampened. As a result, the set of beliefs at which a player’s equilibrium strategy prescribes activating the safe arm shrinks with β, and it is identical to that in the pure preemption game (Theorem 2) for values of β sufficiently close to s/g. To be more precise, let bβ denote the analog of b, as illustrated in Figure 6. For player i, it is optimal to monopolise the safe arm until player j’s posterior belief reaches the threshold bβ (pi ). The behaviour of bβ qualitatively varies, depending on how β compares with βM ∈ (s/g, 1), a threshold defined with reference to the single-agent problem faced by an agent whose opponent had the first breakthrough. For every β ∈ (βM , 1), bβ (pi ) strictly decreases with β ∈ (βM , 1), pivoting about the 28



point bβ (pM ) = 0. This is because the strategic option value to player i from monopolising the safe arm in the hope of player j achieving a success is diminished when the R&D race on the risky arms is more acute. The intuition is straightforward: in the event of a breakthrough on j’s risky arm, although player i benefits from j no longer contesting the safe arm, her expected payoff from her own risky arm in depleted. The more pronounced the second effect, the lesser player i’s strategic motives for occupying the safe arm. As β ↓ βM the boundary pj = bβ (pi ) approaches the vertical line pi = pM . As the intensity of the R&D race approaches the winner-takes-all case where there is no value to being the second player to achieve a breakthrough, the strategic option value dissipates entirely, and the equilibrium becomes more similar to the pure preemption equilibrium (Theorem 2). Interestingly, the case β ∈ (s/g, βM ] also models a winner-takes-all race. In this case, a success by player j implies that the safe arm strictly dominates player i’s risky arm for every pi ∈ (p∗ , pM ). As a result, player i never benefits from temporarily monopolising the safe arm in order to force her opponent to experiment. Although, in the event of a breakthrough on j’s risky arm, player i benefits from j no longer contesting the safe arm, the negative effect on the payoffs from player i’s risky arm are so severe that player i has no incentive to interrupt her experimentation. That is, the incentive to achieve the first breakthrough in the R&D race outweigh the strategic motives for occupying the safe arm. Thus, the pure preemption outcome prevails also when β ∈ (s/g, βM ].



5.3



Three or more Players



Back in our setup, if there are N > 2 players competing for access to one single safe arm, the strategic option value is discounted, since strategically forcing the rivals to experiment only pays off if N − 1 rivals have a success. To illustrate, consider the case of three players with a symmetric prior. The equilibrium is characterised by two threshold beliefs, ˆ p) ∈ (b(ˆ pˆ ∈ (pM , pU ) and b(ˆ p), pM ). Once their posterior beliefs reach pˆ, all players switch to the safe arm, which is allocated in a tie-beak. The agent who is allocated the safe arm then temporarily monopolises it. Specifically, her strategy is as follows: if one of her ˆ p), the opponents produces a success before their posterior beliefs reach the threshold b(ˆ remaining players continue play under π ∗ , i.e. the incumbent continues to monopolise the safe arm until her remaining opponent’s posterior belief reaches b(ˆ p). If neither opponent ˆ p), then the player produces a success before their posterior beliefs reach the threshold b(ˆ returns to her risky arm. The remaining two players then enter a tie-break for the safe arm, and the one allocated the safe arm monopolises it indefinitely, i.e. until all other players have a success. 29



In addition, when the players’ beliefs differ, a free-riding problem emerges: a more optimistic player might benefit from letting a less optimistic player temporarily monopolise the safe arm, forcing the least optimistic player(s) to experiment. These two effects go in the same direction, and imply that as the number of players increases, their preemption motives will dominate their strategic motives. In the limit, as N grows large, the equilibrium of the game with revocable switching will tend to the pure preemption equilibrium of the game where switching is irrevocable.



5.4



Safe Private Arm and Risky Common Arm



The case where the common arm is risky and the private arms are safe is straightforward: for sufficiently high priors, both players immediately switch the common arm which is then allocated in a tie-break. A player occupying the common arm implements the singleagent policy. If the first player has a success, she remains on the common arm forever and her opponents never gets a chance to experiment. If she does not have a success, she leaves when her belief reaches the single-agent threshold, and it is her opponent’s turn to implement the single-agent policy. This is inefficient, as the planner would optimally alternate the players on the common risky arm.



5.5



A Teamwork Game



Consider a game where the safe arm only produces a payoff if the other player is also pulling it. If both players pull the safe arm, each gets the safe payoff s. In this setup, a player’s continued experimentation imposes a negative payoff externality on her opponent, as a success means that the opponent will never be able to access the safe arm. However, there are no strategic option values. In the symmetric case, where the priors regarding the agents’ risky arms are equal, there exists an equilibrium characterised by a threshold belief p¯ where a player experiments as long as her belief is above the threshold, and otherwise plays the safe arm. In an equilibrium with threshold strategies, p¯ cannot be greater than the single agent threshold, as a player could profitably deviate to the single agent policy: Suppose player i switches to the safe arm once her posterior belief reaches p¯ > p∗ . Player j is henceforth assured access to the safe arm, and can therefore continue to experiment instead of also switching to the safe arm. This deviation is profitable whenever player j’s belief is above the single-agent threshold. In the asymmetric case, if player i is more optimistic about her risky arm, then there exist an equilibrium is characterised by a threshold p¯ ∈ [0, p∗ ] such that both players
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experiment as long as player i’s belief is above the threshold. Both in the symmetric and the asymmetric case, there are multiple equilibria, with p¯ ∈ [0, p∗ ] (¯ p = 0 represents the equilibrium where players never stop experimenting), and the equilibrium with p¯ = p∗ is most efficient. Suppose that g < 2s. Then the socially optimal policy can prescribe that an agent switches to the safe arm even though her risky arm has already produced a success. To see why, suppose that her rival has experimented unsuccessfully and that her posterior belief is close to zero. The social payoff from activating both risky arms approaches g, but is 2s if both agents switch to the safe arm. In the symmetric case, the planner policy is therefore characterised by two thresholds, q¯ and q¯, where q¯ < p∗ < q¯. Conditional on no success, both players switch to the safe arm once their posterior belief reaches q¯. If one player has produced a success before that, both players continue activating their risky arms until the second player’s belief reaches the threshold q¯, and then both switch to the safe arm. If g > 2s, then q¯ = 0, so that a player who had a success never switches to the safe arm. To summarise, with team incentives, there is an inefficient tendency for over-experimentation. This is different from our main model.



6



Social Planner Solution



A social planner seeking to maximise the sum of the players’ payoffs effectively faces the following three-armed bandit problem. At each date the planner must activate, over a short time interval34 of length ∆, two arms of a three-armed exponential bandit with two independent risky arms and one safe arm. For any belief pt ∈ [0, 1]2 , over the short time interval [t, t + ∆), it is possible to either activate both risky arms (regime RR), or to activate one risky arm and the safe arm (regime RS). Under either regime, in the event of a success, that arm is henceforth activated indefinitely and the remaining player implements the single-agent policy. Observe that under the regime RS the sum of payoffs is maximised by activating the risky arm most likely to produce a success. More precisely, we call RS the following policy: while pi0 > pj0 , the safe arm and player i’s risky arm are activated. In the absence of a success, the belief regarding player i’s risky arm falls, approaching the belief regarding j’s risky arm, which remains constant. Now consider a time t, normalised to zero, where the beliefs are equal. On [0, ∆) player i’s risky 34



We present the solution to the planner problem as ∆ → 0. Following Bellman (1957) Chapter 8, this is a valid approximation to the continuous-time problem. In Appendix E we discuss how our solution coincides with the solution to a planner problem with divisible resources in continuous time (Presman and Sonin (1990)).
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arm and the safe arm are activated. In the absence of a success on [0, ∆), the roles are inverted on the next interval [∆, 2∆), so that player j’s risky arm and the safe arm are activated. In the event of a success on [∆, 2∆), the posterior beliefs at 2∆ are again equal. This process is then repeated on [2∆, 4∆), and so on. At each date t ≥ 0, the planner’s policy κ maps the (limit of the) belief (˜ p1t , p˜2t ) ∈ [0, 1]2 into {0, 1}, where κt := κ(˜ pt ) takes the value 1 if and only if policy RR is chosen at belief p˜t . Given a prior p0 ∈ [0, 1]2 , the planner’s objective is to choose a path {κt }t≥0 so as to maximise the expected discounted joint payoff:  Z ∞   1 2 2 1 −rt pt , p˜t ) g + s dt | p0 , κt (˜ pt + p˜t ) g + (1 − κt ) max(˜ re E 0



where the expectation is taken with respect to the processes {˜ pt }t≥0 and {κt }t≥0 . Let 2 U : [0, 1] → R denote the joint value function associated with the planner’s problem. For p1 ≥ p2 , it solves the Bellman equation  p1 λ  g + V ∗ (p2 ) − u(p1 , p2 ) − (1 − p1 ) u1 (p1 , p2 ) r    p2 λ  2 ∗ 1 1 2 2 1 2 + max s , p g + g + V (p ) − u(p , p ) − (1 − p ) u2 (p , p ) , r



(13) u(p1 , p2 ) = p1 g +



derived in Appendix E.1. Under both regimes, RR and RS, the planner activates players 1’s risky arm. The resultant payoff is given at the first line, where the first term gives the immediate benefit, and the second term is the expected discounted long-term benefit: the expected jump in the joint payoff, g + V ∗ (p2 ) − u(p1 , p2 ), should player 1’s risky arm produce a success, and the negative effect on joint payoffs in the absence of a success, −(1 − p1 ) u1 (p1 , p2 ). The second line sheds light on the trade-off faced by the planner. Player 2’s risky arm should be activated if and only if the resultant payoff exceeds the safe payoff. The planner solution can be described in terms of the boundary p2 = BU (p1 ), defined for p1 ≥ p2 by setting equal the two terms in the curly brackets of (13), and depicted in Figure 7. This boundary partitions the set of beliefs into two subsets, according to whether RR or RS is socially optimal. Theorem 4. The policy κ∗ maximises the players’ joint payoff, where   0 if pi ≥ pj , pj ≤ BU (pi ), ∗ 1 2 κ (p , p ) =  1 otherwise. We now describe a typical path in (0, 1)2 of the posterior belief under the planner policy, assuming that both arms are bad (so that t < t˜1 ∧ t˜2 for every t ≥ 0). Consider 32



Figure 7: The planner policy. At beliefs (p1 , p2 ) in the shaded region, the regime RS is optimal. At all other beliefs RR is optimal.



the prior belief (p10 , p20 ) depicted in Figure 7. Since p10 > p20 > BU (p10 ), the planner starts by activating both risky arms. The posterior beliefs about both arms fall according to (1) until the date t0 at which the posterior belief reaches the boundary, i.e. p2t0 = BU (p1t0 ). The planner then adopts the regime RS. She activates the safe arm instead of player 2’s risky arm while continuing to activate player 1’s risky arm. The belief about player 2’s risky arm remains constant at p2t0 while the belief about 1’s risky arm continues to evolve according to (1). At date t00 at which p1t00 = p2t0 , the regime RS prescribes that the planner continually activates the safe arm, while alternating between the two risky arms. The posterior belief then evolves along the line p1 = p2 . From Figure 7, it is easy to see that the boundary lies above p∗ , so that the regime change from RR to RS optimally occurs while the beliefs about both players’ risky arms are still above the single-agent threshold.35 At these beliefs, continued experimentation on both arms would be better only if there were no congestion on the safe arm. With congestion, it is socially advantageous to temporarily stop experimenting on the least promising risky arm and start collecting payoffs from the safe arm, knowing that if the other risky arm produces a success, experimentation can be resumed. If both arms are equally promising, alternately activating them while continually activating the safe arm strikes a balance between finding which risky arm, if any, is good, and collecting payoffs from the safe arm. To illustrate this point, suppose that p1 = p2 = q, and let us adapt the Bellman It is also easy to see that BU (1) = p∗ , so that, if one player’s risky arm is known to be good, it is socially optimal for the planner to implement the single-agent policy for the remaining player. 35
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equation (67) to the symmetric case.36 The regime RS is optimal whenever the expected payoff from activating the second risky arm is less than the safe payoff: (14)



qg+



qλ [g + V ∗ (q) − w(q) − (1 − q) w(q 0 )] ≤ s, r



where w(q) denotes the payoff under the regime RS when the beliefs equal q. We argue that the inequality is strict when evaluated at p∗ . By continuity, this implies that the regime RS should be implemented before the players’ beliefs reach p∗ . Consider for comparison the hypothetical case where there is no congestion on the safe arm, i.e. where it could be activated by both players simultaneously, yielding the total payoff w(q) = 2s, so that w0 (q) = 0. In this case, the left-hand side evaluated µs equals s, so that the optimal planner policy corresponds to each player at p∗ = µg+g−s adhering to the single-agent policy. However, with congestion on the safe arm, the payoff from the regime RS is A(q), defined in (66) in the appendix. It is easy to verify that A(p∗ ) < 2s, and A0 (p∗ ) > 0. It follows that the left of (14) evaluated at p∗ is strictly less than s, establishing the claim. Finally, observe that a balanced-budget transfer scheme can implement the efficient allocation of the safe arm.37 Suppose p10 = p20 = q with q ≤ BU (q), so that the regime RS is optimal. Over the time interval [0, 2∆), the planner could either make player 1 activate first her risky arm and then the safe arm (so that player 2 activates first the safe arm and then her risky arm). Or the planner could reverse the players’ order, and make player 1 activate the safe arm first. Under the optimal transfer scheme, player 1 is indifferent between activating her risky arm first while receiving a transfer z(q) from player 2, and activating the safe arm first while making a transfer z(q) to player 2. In Appendix E.6, we show that the optimal transfer is strictly positive if q < p∗ and strictly negative if q > p∗ . This means that when q is above the single-agent threshold, player 1 prefers the outcome where she first activates her risky arm followed by the safe arm, and she prefers the reverse order when q is below the single-agent threshold. Conditional on no success, the equilibrium derived in Theorem 1 is clearly inefficient. First, for priors such that the equilibrium has players preempting each other, the safe arm is misallocated, as the players whose risky arm is least likely to be good continues experimenting while the other player temporarily monopolises the safe arm. Second, players alternate on the safe arm at most once, whereas the planner solution requires alternating infinitely often. 36



See Appendix (E.2.1) for a detailed derivation. Bergemann and V¨ alim¨ aki (2010) consider the more general question of how to implement the efficient allocation in a dynamic setting with private information. 37
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7



Concluding Remarks



We have analysed a game of strategic experimentation in which two players compete over the use of a common safe arm. In an effort to mitigate the payoff externality imposed by her rival, a player has an incentive to interrupt her own experimentation and monopolise the safe arm, leaving her rival no choice but to experiment. She benefits if the rival’s experimentation is successful. If the rival does not succeed, the first player eventually resumes her own experimentation, letting her rival monopolise the safe arm indefinitely. The main insight of this paper is that options may be more attractive to players when they are contested and subject to congestion. Thus, with congestion, a player’s behaviour is not only motivated by the exploration/exploitation tradeoff of the standard multi-armed bandit decision problem, it is sometimes primarily aimed at deflecting her rival’s interests away from her own. The model we propose allows various extensions. We have considered an extreme form of congestion whereby an agent can monopolise an option and entirely exclude her competitor. We could instead envisage milder forms of competition, where the safe arm can be used by both players simultaneously, but where the first player has an incumbency advantage. The safe arm then represents a “safe” market where firms compete for profits. We can also accommodate a negative payoff externality on the risky arms, by assuming that the payoff of the player having the second breakthrough is only a fraction of the payoff of the player having the first breakthrough. The model can then be used to study R&D races. Another interesting extension would be to assume that a bad risky arm also produces payoffs, albeit at a lower rate. This significantly complicates the analysis. Because the first success does not conclusively reveal the quality or a risky arm, even after she has had a success a rival may soon be back in contention for the safe arm. Therefore, although a player becomes more likely to obtain the single player payoff if her rival has a success, she is not guaranteed the single-player payoff, as the posterior belief about her rival’s risky arm decreases until the next success. Finally, in this paper, we assume that players observe one another’s actions and payoffs. The players therefore have common beliefs about their respective likelihood of success. In a related paper (Thomas (2018)) we investigate how players behave if only actions are publicly observed, while payoffs are private information.
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A



Players’ Optimisation Problems



 Fix an admissible strategy π j for player j. Let V i p1 , p2 , y ; π j denote player i’s value function if the current state is (p1 , p2 , y) ∈ X , and given player j’s strategy.38 This section analyses the players’ optimisation problem at every stage and describes the recursion satisfied by their value functions. To economise on notation, in this section we restrict attention to strategy profiles inducing control sequences that are right-continuous functions of time. Our results straightforwardly extend to all admissible strategy profiles. Finally39 we introduce the function φ : [0, 1] × [0, ∞)2 → [0, 1] where  µ   1 − pit Ω(pit ) i i −λ(s−t) i −r(s−t) . φ(pt , t, s) := pt e + 1 − pt e = 1 − pis Ω(pis )



A.0.1



State yn = 0:



Fix a stage n ≥ 0 and the common posterior belief ptn ∈ (0, 1)2 at date tn , and suppose that the incumbency state is yn = 0. In this case kn = (R1 , R2 ). For every t ∈ [tn , tn+1 ) and i ∈ {1, 2}, the posterior belief about player i’s risky arm evolves deterministically and is given by pit =



(15)



pitn e−λ(t−tn ) . pitn e−λ(t−tn ) + 1 − pitn



(Recall that we condition throughout on the event t < t˜1 ∧ t˜2 .) Thus, the evolution of the Markov state is deterministic on [tn , tn+1 ). Lemma 4. Fix n ≥ 0, tn ≥ 0 and ptn ∈ (0, 1)2 , and suppose that yn = 0. For any state change date tn+1 ≥ tn and new incumbency state yn+1 ∈ {1, 2}, supposing that player i best-responds against π j at each t ≥ tn+1 , the expected payoff to player i at date tn is (16)



pjtn − pjtn+1 1 − pjtn+1



V



∗



(pitn )



+



1 − pjtn  1 − pjtn+1



  pitn g + φ(pitn , tn , tn+1 ) V i (ptn+1 , yn+1 ) − pitn+1 g .



Proof. Fix tn+1 ≥ tn . If the first success before tn+1 occurs on player j’s arm then player i proceeds with the single-agent policy. If the first success before tn+1 occurs on player i’s arm 38



Henceforth, so as to lighten notation, we omit the dependence on π j . The following observations might help the reader interpret the mathematical expressions in this paper. Fix two dates, 0 < t < s, and the belief pt ∈ (0, 1)2 held at date t, and suppose that aix = 1 for every x ∈ [t, s) and i ∈ {1, 2}. Then, from (1), we have  µ   pi − pi 1 − pit Ω(pit ) s i −λ(s−t) i −r(s−t) pit 1 − e−λ(s−t) = t , p e + 1 − p = , e = . t t 1 − pis 1 − pis Ω(pis ) 39



The first (second) expression gives the probability, evaluated at date t, that player i’s risky arm produces a success (does not produce a success) on the interval [t, s). The third expression represents the factor discounting date s payoffs back to date t.
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then i will keep activating her risky arm forever. If no success occurs before tn+1 then no payoff accrues to player i on the interval [tn , tn+1 ). Since i best-responds against π j at each t ≥ tn+1 , her continuation payoff at tn+1 is V i (ptn+1 , yn+1 ). Therefore, player i’s expected payoff at date tn is Z tn+1 −tn    pjtn e−λτ λ pitn e−λτ + 1 − pitn e−rτ V ∗ (pitn ) 0    j j i −λτ −λτ −rτ + ptn e λ ptn e + 1 − ptn e (rh + g) dτ    + pitn e−λ(tn+1 −tn ) + 1 − pitn pjtn e−λ(tn+1 −tn ) + 1 − pjtn e−r(tn+1 −tn ) V i (ptn+1 , yn+1 ). Simplifying the expression above gives (16). The state-change date tn+1 and the new state yn+1 are determined by the players’ strategies in conjunction with the precedence rule prevailing in state yn = 0. Specifically, tn+1 = τn1 ∧ τn2 . If τni < τnj then yn+1 = i. If τni = τnj then yn+1 ∈ {1, 2} is determined in a tie break. Thus, τn1 and τn2 are sufficient summary statistics for the strategy profile (π 1 , π 2 ) on [tn , tn+1 ]. Bellman’s Principle of Optimality then gives the following expression for player 1’s value function. (The expression for player 2’s value function is obtained by symmetry.) Fix π 2 and the induced τn2 . Then (17)   p2tn −p2 i     τ ∗ (p1 ) n   V   2 t n   1−p i  j  τn i   if τ < τ     n n     2   1−p   tn 1 1 2 1 i 1 1   ) V (p , p , i) − p g , t , τ g + φ(p p +   n i i i 2 n tn tn τ τ τ 1−p   n n n i   τ n             1 V (ptn , 0) = sup . 2 2 ptn −p 2  τn ∗ (p1 ) τn1    V   tn   1−p2 2   τn         2   1−ptn   1 2 1 1 2 1 1 2   if τ = τ + p g + φ(p , t , τ ) α V (p , p , 1)   n n n 1 2 2 2 t t n n n   τ τ 1−p 2 n n   τn             2 1 1 1   + α2 V (pτ 2 , pτ 2 , 2) − pτ 2 g   n



A.0.2



n



n



State yn = i ∈ {1, 2}



Fix a stage n ≥ 0 and the common posterior belief ptn ∈ (0, 1)2 at date tn , and suppose that the incumbency state is yn = 1. (The description for state yn = 2 is obtained by symmetry.) In this case, kn1 = S while kn2 ∈ {S, R2 }. For every t ∈ [tn , tn+1 ), the posterior belief about player 1’s risky arm remains constant and equal to p1tn , while the posterior belief about player 2’s risky arm evolves deterministically and is given by (15) evaluated at i = 2. Thus the evolution of the Markov state is deterministic on [tn , tn+1 ).
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Lemma 5. Fix n ≥ 0, tn ≥ 0 and ptn ∈ (0, 1)2 , and suppose that yn = 1. For any state change date tn+1 ≥ tn and new incumbency state yn+1 ∈ {0, 2}, supposing that player 1 best-responds against π 2 at each t ≥ tn+1 , the expected payoff to player 1 at tn is h i (18) s + G1 (ptn ) + φ(p2tn , tn , tn+1 ) V 1 (p1tn , p2tn+1 , yn+1 ) − s − G1 (p1tn , p2tn+1 ) , where Gi is defined in (4). Conversely, the expected payoff to player 2 at tn is h i (19) p2tn g + φ(p2tn , tn , tn+1 ) V 2 (p1tn , p2tn+1 , yn+1 ) − p2tn+1 g . Proof. Fix tn+1 ≥ tn . If player 2’s experimentation results in a success on [tn , tn+1 ), then player 1 proceeds with the single-agent policy. If player 2’s experimentation does not result in a success on [tn , tn+1 ), then player 1 activates the safe arm until the state change at tn+1 , at which point her continuation payoff is V 1 (p1tn , p2tn+1 , yn+1 ). Therefore, player 1’s expected payoff at date tn is Z tn+1 −tn    p2tn e−λτ λ 1 − e−rτ s + e−rτ V ∗ (p1tn ) dτ 0 h  i  2 −λ(tn+1 −tn ) 2 −r(tn+1 −tn ) −r(tn+1 −tn ) 1 1 2 + ptn e + 1 − ptn 1−e s+e V (ptn , ptn+1 , yn+1 ) . Simplifying the expression above gives (18). If player 2’s experimentation results in a success at τ ∈ [tn , tn+1 ), then player 2 proceeds with the single-agent policy and activates her risky arm forever. Otherwise no payoff accrues until the state-change at tn+1 . Therefore, player 2’s expected payoff at date tn is Z tn+1 −tn   p2tn e−λτ λ e−rτ (rh + g) dτ + p2tn e−λ(tn+1 −tn ) + 1 − p2tn e−r(tn+1 −tn ) V 2 (p1tn , p2tn+1 , yn+1 ). 0



Simplifying the expression above gives (19). The date tn+1 and the state yn+1 are determined by the players’ strategies in conjunction with the precedence rule prevailing in state yn = 1. Specifically, tn+1 = τn1 ∧ τn2 while yn+1 = 1 if 2 τn2 < τn1 and yn+1 = 2 1{kn+1 = S} if τn2 ≥ τn1 . Thus, the control change dates τn1 and τn2 together with player 2’s control in stage n are sufficient summary statistics for the strategy profile (π 1 , π 2 ) on [tn , tn+1 ]. Bellman’s Principle of Optimality together with Lemma 5 then gives the following expressions for the players’ value functions in states (ptn , yn ) ∈ (0, 1)2 × {1}. Fix π 2 and the induced kn2 and τn2 . Then, (20) V 1 (ptn , 1) =   h    1 (p1 , p2 ) + φ(p2 , t , τ 1 ) V 1 (p1 , p2 , 2 1{k 2  s + G n  t t t n tn τn1 n+1 = S}) n n n  1 2   i if τn ≤ τn   −s − G1 (p1tn , p2τ 1 ) n sup τn1      i h    1 (p1 , p2 ) + φ(p2 , t , τ 2 ) V 1 (p1 , p2 , 1) − s − G1 (p1 , p2 )  s + G if τn1 > τn2  tn tn tn n n tn τn2 tn τn2 
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.



Fix π 1 and the induced τn1 . Then, for any kn2 ∈ {S, R2 }, (21)   h i     p2tn g + φ(p2tn , tn , τn2 ) V 2 (p1tn , p2τ 2 , 1) − p2τ 2 g if τn2 < τn1 n n 2 V (ptn , 1) = sup h i τn2    2  = S}) − p2τ 1 g if τn2 ≥ τn1  p2tn g + φ(p2tn , tn , τn1 ) V 2 (p1tn , p2τ 1 , 2 1{kn+1 n



n



     



.



    



From the above expressions, it is apparent that only player 1 controls whether and when the incumbency state changes away from 1. In the event that player 1 chooses to leave state 1, player 2 controls whether the new incumbency state is 2 or 0. Observe that the expressions for the value functions use the supremum. This reflects the requirement that the strategy π i must induce a feasible control sequence. Thus, for every player i i for whom tn is a control change date (i.e. τn−1 = tn ), the next control change date τni can only be chosen in the set (tn , ∞) ∪ {∞}. In contrast, a player whose control did not change at tn may choose τni ∈ [tn , ∞) ∪ {∞}.



B B.1 B.1.1



Proofs for Section 3 Proofs of Lemmas 1 to 3 Proof of Lemma 1



Proof. When yn = i, as long as player i activates the safe arm, player j can only activate her risky arm. If player j’s arm is good and produces a success at t˜j , player i henceforth adheres to the single-agent policy. Player i’s payoff is therefore (1 − e−rt˜j )s + e−rt˜j V ∗ (pi ). Thus player i’s expected payoff from choosing τni = ∞ in state (ptn , i) is Z ∞ Z ∞   j j −rt˜j ∗ i −rt˜j −λt˜j ˜ V (ptn ) dtj + (1 − ptn ) r e−rt s dt. )s + e λ (1 − e ptn e 0



0



Simplifying the expression above gives s + Gi (ptn ).



B.1.2



Proof of Lemma 2



Proof. (The description for i = 2 is obtained by symmetry.) This lemma is a corollary of Lemma 5 in Appendix A. Using σb for tn+1 and setting V 1 (p1tn , p2tn+1 , yn+1 ) = p1tn g in (18) gives (5). Using σb for tn+1 and setting V 2 (p1tn , p2tn+1 , yn+1 ) = s + G2 (p1tn , b) in (19) gives (7).



B.1.3



Proof of Lemma 3



Proof. First observe that b(pi ) ≥ 0 if and only if pi ≥ pM . Therefore, there exists pj ∈ (0, 1) such that pj ≥ b(pi ) if and only if pi < b−1 (1).
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(i) Fix p ∈ (0, 1)2 . Differentiating s + Gi (p) + Hi (p, b) with respect to b gives  µ    1 − pj Ω(pj ) 1 i ∗ i i . (22) µ p g − s − b V (p ) − p g b (1 − b) 1 − b Ω(b) The expression above equals 0 if and only if b = b(pi ). It is strictly positive for every b < b(pi ) and strictly negative for every b > b(pi ), establishing (i). (ii) By (8), b(pi ) satisfies   µ pi g − s = b(pi ) V ∗ (pi ) − pi g .  Adding b(pi ) pi g − s to both sides gives    µ + b(pi ) pi g − s = b(pi ) V ∗ (pi ) − s .  For every pi ∈ (pM , b−1 (1)) the left-hand side in the last expression is strictly less than (µ + 1) pi g − s , and we have that  1 pi g > s + b(pi ) V ∗ (pi ) − s , 1+µ establishing (ii).



B.2



Proof of Theorem 1



The proof consists of four lemmas, and is organised as follows. We first show that in any stage where the belief regarding a player’s risky arm is below the single-agent threshold, that player’s unique weakly dominant strategy is to perpetually choose the safe arm (Lemma 6). We then consider a partition of (0, 1)2 , and show that π ∗1 is a best response to π ∗2 for every belief ptn in each element of the partition, and for every yn consistent with π ∗2 . When π ∗2 (ptn ) is such that yn ∈ {1, 2}, with the interpretation that player 1 choosing R1 results in player 2 occupying the safe arm, we derive player 1’s best-response recursively (Lemma 7). When π ∗2 (ptn ) is such that yn ∈ {0, 1}, we use an interchange argument to show that π ∗1 is player 1’s unique best response to π ∗2 (Lemma 8). Finally, we verify that the equilibrium is unique (Lemma 10). Lemma 6. In every state x ∈ X such that pi ≤ p∗ , π ∗i (x) = S is weakly dominant. Proof. Recall that under the single-agent policy, activating the safe arm is optimal at every belief no greater than p∗ . Compare the strategy π i such that π i (x) = S for every state x ∈ X with pi ≤ p∗ with the strategy π ˜ i such that π ˜ i (x) = Ri on some subset X˜ ⊆ X of states with pi ≤ p∗ . In states with y = i, for every feasible π j player i’s payoff under π i is s. Her payoff under π ˜i is strictly less than s, since under π ˜ i player i activates her risky arm over some time interval of positive length. The same argument applies in states with y = 0 and such that π j (x) = Rj . In states with y = j, for every π j such that there exists some state x ∈ X˜ for which π j (x) = Rj , player i activates her risky arm for a strictly longer duration under π ˜ i than under π i , so that her payoff from π i strictly exceeds her payoff from π ˜ i . For all remaining π j the payoffs from π i and π ˜ i are equal. The same argument applies in states with y = 0 and such that π j (x) = S.
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Define the set B ⊂ (0, 1)2 (see Figure 8), where (23)



  B = p | p1 ≥ p2 , p2 > B2 (p1 ) ∪ p | p2 > p1 , p1 > B1 (p2 ) .



Lemma 7. For every ptn ∈ (0, 1)2 \ B, π ∗1 (ptn ) is a best-response to π ∗2 (ptn ). Proof. We consider a partition of (0, 1)2 \ B, and show that π ∗1 is a best response to π ∗2 for every belief ptn in each element of the partition, and for every yn consistent with π ∗2 , each time starting with a figure highlighting the element of the partition under consideration.



 1. First consider the set of beliefs ptn | p1tn ≤ p∗ , p2tn < B2 (p1tn ) . Under π ∗2 , kn∗2 = S so that yn ∈ {1, 2}. Suppose first that yn = 1. This requires kn1 = S. By Lemma 6, τn1 = ∞ is a best response for player 1, so that V 1 (ptn , 1) = s. Suppose now that yn = 2. Under π ∗2 , τn∗2 = ∞. For every kn1 ∈ {R1 , S} and τn1 ≥ tn player 1’s payoff, by Lemma 5, is V 1 (ptn , 2) = p1tn g. By Lemma 6, τn1 = tn if kn1 = R1 and τn1 = ∞ if kn1 = S is weakly dominant for player 1.



 2. Now consider the set of beliefs ptn | p1tn < pM , p2tn ≥ B2 (p1tn ) . Under π ∗2 , kn∗2 = R2 so that yn ∈ {0, 1}. Additionally, τn∗2 = inf{t : p2t ≤ B2 (p1t )} with kτ∗2∗2 = R2 . Suppose first n that yn = 1, so that kn1 = S. Then by Lemma 6 τn1 = ∞ is a best response for player 1, and V 1 (ptn , 1) = s. Suppose now that yn = 0. This requires kn1 = R1 . Then by Lemma 6 τn1 = tn is a best response for player 1, and V 1 (ptn , 0) = s.
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 3. Now consider the set of beliefs ptn | p∗ < p1tn < B1 (p2tn ) , p2tn < B2 (p1tn ) . Under π ∗2 , kn∗2 = S so that yn ∈ {1, 2}. Additionally, τn∗2 = ∞. Suppose first that yn = 1, so that kn1 = S. By Lemma 5 player 1’s payoff from τn1 ≥ tn is i h (24) s + G1 (ptn ) + φ(p2tn , tn , τn1 ) V 1 (p1tn , p2τn1 , 2) − s − G1 (p1tn , p2τn1 ) , where, under π ∗2 , V 1 (p1tn , p2τ 1 , 2) = p1tn g if p2τ 1 ≤ pM and V 1 (p1tn , p2τ 1 , 2) = v(p1tn , b(p2τ 1 )) n n n n if p2τ 1 > pM . We summarise these payoffs as V 1 (p1tn , p2τ 1 , 2) = R1 (p1tn , p2τ 1 ), where R1 is n n n defined in (10). Under π ∗1 player 1 chooses τn∗1 = ∞ if p1tn ≤ pM and τn∗1 = inf{t > 0 | p2t ≤ b(p1tn )} if p1tn > pM . Her resulting payoff is s + G1 (ptn ) if p1tn ≤ pM and s + G1 (ptn ) + H1 (ptn , b(p1tn )) if p1tn > pM . We summarise these payoffs as S1 (ptn ), where S1 is defined in (9) and, for any τn1 ≤ τn∗1 , can be rewritten as h i (25) S1 (ptn ) = s + G1 (ptn ) + φ(p2tn , tn , τn1 ) S1 (p1tn , p2τn1 ) − s − G1 (p1tn , p2τn1 ) . For every τn1 ≤ τn∗1 , the posterior (p1tn , p2τ 1 ) is such that p1tn < B1 (p2τ 1 ). Therefore, by the n n definition of Bi in (12), S1 (p1tn , p2τ 1 ) ≥ R1 (p1tn , p2τ 1 ). Consequently, (25) > (24), so that π ∗1 n n is a best-response to π ∗2 , and V 1 (ptn , 1) = S1 (ptn ). Suppose now that yn = 2. By the previous argument, τn1 = tn if kn1 = R1 and τn1 = τn∗1 if kn1 = S is weakly dominant for player 1. In both cases V 1 (ptn , 2) = R1 (ptn ).



 4. Now consider the set of beliefs ptn | p1tn = B1 (p2tn ) , p2tn ≤ p∗ . Under π ∗2 , kn∗2 = S so that yn ∈ {1, 2}. Suppose first that yn = 1. This requires kn1 = S. By Lemma 5 player 1’s
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payoff from τn1 ≥ tn is i h s + G1 (ptn ) + φ(p2tn , tn , τn1 ) V 1 (p1tn , p2τn1 , 2) − s − G1 (p1tn , p2τn1 ) , where, under π ∗2 , V 1 (p1tn , p2τ 1 , 2) = p1tn g. By Lemma 3, τn1 = tn is the best response for n player 1, so that V 1 (ptn , 1) = p1tn g. Suppose now that yn = 2. Under π ∗2 , τn∗2 = ∞. For every kn1 ∈ {R1 , S} and τn1 ≥ tn player 1’s payoff, by Lemma 5, is V 1 (ptn , 2) = p1tn g. By our previous analysis, τn1 = tn if kn1 = R1 and τn1 = ∞ if kn1 = S is weakly dominant for player 1.



 5. Now consider the set of beliefs ptn | B1 (p2tn ) < p1tn , p2tn ≤ p∗ . Under π ∗2 , kn∗2 = S so that yn ∈ {1, 2}. Suppose first that yn = 1, so that kn1 = S. By the previous argument, τn1 = tn is the best response for player 1, so that V 1 (ptn , 1) = p1tn g. Suppose now that yn = 2. By the previous argument, τn1 = tn if kn1 = S and τn1 satisfying s + G1 (p1τ 1 , p2tn ) = p1τ 1 g followed n n by π ∗1 if kn1 = R1 is weakly dominant for player 1. In both cases V 1 (ptn , 2) = p1tn g.



 6. Now consider the set of beliefs ptn | pU < p1tn < b−1 (p∗ ) , p2tn = B2 (p1tn ) . Under π ∗2 , kn∗2 = R2 , so that yn ∈ {0, 1}. There exists ε > 0 such that for every kt1n ∈ {S, R1 } and t ∈ (tn , tn + ε), the posterior belief pt is such that p∗ < p1t < B1 (p2t ) and p2t < B2 (p1t ). Thus, the players’ continuation strategies, given by π ∗1 and π ∗2 , have them choosing kt∗1 = kt∗2 = S. If kt1n = S then player 1’s payoff at tn is S1 (ptn ). If kt1n = R1 the players are tied for the safe arm and player 1’s payoff at tn is α1 S1 (ptn ) + α2 R1 (ptn ). Since p1tn < B1 (p2tn ), by (12) we have R1 (ptn ) < S1 (ptn ). Thus, player 1 strictly prefers kt1n = S, and we have V 1 (ptn , 0) = V 1 (ptn , 1) = S1 (ptn ).
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 7. Now consider the set of beliefs ptn | p1tn = B1 (p2tn ) , pU ≤ p2tn < b−1 (p∗ ) . Under π ∗2 , kn∗2 = S. There exists ε > 0 such that for every kt1n ∈ {S, R1 } and t ∈ (tn , tn + ε), the posterior belief pt is such that p∗ < p1t < B1 (p2t ) and p2t < B2 (p1t ). Thus, the players’ continuation strategies, given by π ∗1 and π ∗2 , have both choosing kt∗1 = kt∗2 = S. If kt1n = R1 then player 1’s payoff at tn is R1 (ptn ). If kt1n = S the players are tied for the safe arm and player 1’s payoff at tn is α1 S1 (ptn ) + α2 R1 (ptn ). Since p1tn = B1 (p2tn ), from (12) and the continuity of S 1 and R1 we have R1 (ptn ) = S1 (ptn ). Thus, player 1 is indifferent between kt1n = S and kt1n = R1 , and we have V 1 (ptn , 1) = V 1 (ptn , 2) = S1 (ptn ). Observe that in all cases, we have assumed that tn ∈ / Tk1 so that player 1 was able to choose from the set [tn , ∞) ∪ {∞}. In some of the cases above, we have relied on this assumption and argued that τn∗1 = tn is player 1’s best response. This does not pose a problem if in the resulting ∗1 > t 2 state yn+1 , player 1’s best response has τn+1 n+1 . This is the case at every belief in (0, 1) \ B,  except those in ptn | p1tn = B1 (p2tn ) , p2tn ≤ p∗ .  Indeed, fix a belief in ptn | p1tn = B1 (p2tn ) , p2tn ≤ p∗ and suppose that tn ∈ / Tk1 . When 1 yn = 1, (and, necessarily, kn = S), we have argued that player 1’s best response is τn∗1 = tn , so that tn+1 = tn and the resulting state under π ∗2 is yn+1 = 2. For yn+1 = 2, we have argued that ∗1 = t τn+1 n+1 is player 1’s best response in weakly dominant strategy. However, since tn+1 ∈ Tk1 , ∗1 = t this strategy is not feasible. To fix this, we assume that player 1 plays τn+1 n+1 + ε, for some small ε > 0. Observe that this does not affect the players’ payoffs, nor the evolution of the state. Indeed, for every ε > 0, player 1’s payoff at tn+1 is exactly p1tn+1 g. Equally, the path of the posterior belief on [tn+1 , ∞) is independent of ε, and the incumbency state is 2 for very t ≥ tn+1 . The case tn ∈ Tk1 with yn = 1 does not arise on the equilibrium path. τn1



We now consider all remaining beliefs ptn ∈ B. Under π ∗2 , player 2 chooses R2 at every p ∈ B. We show that the unique best response for player 1 is to choose R1 at every belief in this set. Lemma 8. For every ptn ∈ B, π ∗1 (ptn ) is the unique best-response to π ∗2 (ptn ). Proof. We begin with an observation. Consider the priors with p10 ≥ p20 > p∗ . Suppose that both players adhere so the single-agent policy. Let t∗2 be the date at which player 2’s posterior belief
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reaches the single-agent threshold p∗ . We wish to distinguish priors according to how player 1’s posterior belief p1t∗2 compares to the boundary B1 (p∗ ). Recall that Ω(p) := 1−p p , so that p1t∗2 ≥ B1 (p∗ ) ⇔ Ω(p1t∗2 ) ≤ Ω(B1 (p∗ )). Dividing the second inequality by Ω(p2t∗2 ) ≤ Ω(p∗ ) gives Ω(p1t∗2 ) Ω(B1 (p∗ )) ≤ . 2 Ω(p∗ ) Ω(pt∗2 )



(26)



By (1) we have that Ω(pit ) = Ω(pi0 ) e−λ t for every t ≥ 0 such that aix for every x ∈ [0, t). Ω(p1 ) Therefore the ratio on the left-hand side of (26) equals Ω(p02 ) . Finally, observe that for i ∈ {1, 2}, 0



Bi (p∗ )=b−1 (p∗ ), where b is defined in (8). Hence, (26) is equivalent to Ω(p10 ) Ω(b−1 (p∗ )) ≤ . Ω(p∗ ) Ω(p20 ) The inequality above describes the set of priors such that p1t∗2 ≥ B1 (p∗ ). By the same token, the priors with p20 ≥ p10 > p∗ and such that p2t∗1 > B2 (p∗ ) satisfy



Ω(p10 ) Ω(p20 )



>



Ω(p∗ ) . Ω(b−1 (p∗ ))



Figure 8: The sets B1 , B2 and B3 , with B = B1 ∪ B2 ∪ B3 . Equipped with this observation, we partition B into three subsets, illustrated in Figure 8:



(27)



n B1 = p ∈ B n B2 = p ∈ B n B3 = p ∈ B



Ω(b−1 (p∗ )) Ω(p∗ )







Ω(p1 ) Ω(p2 )







Ω(b−1 (p∗ )) Ω(p∗ )







Ω(p∗ ) Ω(b−1 (p∗ ))



≤



Ω(p1 ) Ω(p2 )



o



,



≤ o Ω(p1 ) < Ω(p . 2)







Ω(p∗ ) Ω(b−1 (p∗ ))



o



,



We prove Lemma 8 separately on each of these subsets. In each case, we show that at every belief in B it is not profitable for player 1 to activate the safe arm for a short interval of time and then
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resume the strategy π ∗1 . From the one-step deviation principle, it follows that no deviation from π ∗1 is profitable. In the case where ptn ∈ B2 , we will need to take extra care to account for the fact that a deviation affects the discrepancy between the players’ beliefs. This in turn can affect the date (and therefore the beliefs) at which the agents’ preemption motives become relevant. To put it differently, the players continuation payoffs at the date when the posterior belief leaves the set B are affected. Formally, we show that the following deviation from π ∗1 , denoted π ˜ 1 (ε), is not profitable against π ∗2 for any p0 ∈ B. Let σB (p0 ) := inf{t | pt ∈ / B|p0 } and fix ε ∈ (0, σB (p0 )). Under π ˜ 1 (ε), player 1 chooses kt1 = S for every t ∈ [0, ε), and chooses kt1 according to π ∗1 for every t ∈ [ε, ∞).



(I) ptn ∈ B1 : First, fix ptn ∈ B1 . To lighten notation we use the normalisation tn = 0 and the shorthand σB (p0 ) ≡ σB . Observe that, under π ∗2 , for every p0 ∈ B1 and π 1 we have p2σB = p∗ . Moreover, from Lemma 7, player 1’s continuation payoff at t = σB is p1σB g. According to Lemma 4, player 1’s payoff at t = 0 is therefore given by the function U B1 : B1 → R, where (28)



U B1 (p0 ) =



p20 − p∗ ∗ 1 1 − p20 1 V (p ) + p g. 0 1 − p∗ 1 − p∗ 0



We wish to show that the deviation π ˜ 1 (ε) from π ∗1 is not profitable against π ∗2 for any p0 ∈ B1 . Under the strategy profile (˜ π 1 (ε), π ∗2 ) player 1’s continuation payoff at t = ε is U B1 (p10 , p2ε ) defined in (28). According to Lemma 5, player 1’s payoff at t = 0 from π ˜ 1 (ε) against π ∗2 is therefore (29)



 s + G1 (p0 ) + (1 − p20 + p20 e−λε ) e−rε U B1 (p10 , p2ε ) − s − G1 (p10 , p2ε ) .



If for an arbitrarily small ε > 0 the deviation π ˜ 1 (ε) is not profitable for any p0 ∈ B1 , then it is not profitable for every ε ∈ (0, σB ). We therefore let ε → 0. After using a Taylor series expansion about p0 to obtain  1 G1 (p10 , p2ε ) = G1 (p0 ) − p20 (1 − p20 )λε 1+µ V ∗ (p10 ) − s , U B1 (p10 , p2ε ) = U B1 (p0 ) − p20 (1 − p20 )λε U2B1 (p0 ), where U2B1 denotes the derivative of U B1 with respect to its second argument, and after eliminating the terms of the order o(ε), the payoff in (29) simplifies to (30)     1 B1 B1 2 B1 1 2 2 ∗ 1 U (p0 ) − (p0 λ + r) ε U (p0 ) − s − G (p0 ) − p0 (1 − p0 ) λ ε U2 (p0 ) − V (p0 ) − s . 1+µ Thus, the deviation π ˜ 1 (ε) is not profitable if and only if the payoff U B1 (p0 ) from π ∗1 exceeds (30), or equivalently:     1 B1 ∗ 1 2 B1 1 2 2 V (p0 ) − s . (31) 0 ≤ (p0 λ + r) U (p0 ) − s − G (p0 ) + p0 (1 − p0 )λ U2 (p0 ) − 1+µ
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 Differentiating (28) with respect to p20 gives U2B1 (p0 ) = V ∗ (p10 ) − p10 g /(1 − p∗ ). Using this in (31) and simplifying gives 0≤



 1 − p20 1  p20 − p∗ V ∗ (p10 ) − s + p0 g − s . ∗ ∗ 1−p 1−p



For every p0 ∈ B1 we have that p10 > pM . Therefore the right-hand side above is strictly positive, establishing the result.



(II) ptn ∈ B2 : Second, fix ptn ∈ B2 . In this case some care is needed. By activating the safe arm, player 1 increases p1 relative to p2 . This changes the date — and the beliefs — at which the players’ preemption motives come into effect. In our proof, we establish optimality using bounds on player 1’s payoff that will allow us to ignore this effect. Once again, to lighten notation, let us use the normalisation tn = 0. We begin by defining the function40 U B2 : B2 × [0, σB (p0 )] → R, where (32)



U B2 (p0 , σ) =



 p20 − p2σ ∗ 1 1 − p20 1 V (p ) + p0 g + φ(p10 , 0, σ) S1 (pσ ) − p1σ g . 0 2 2 1 − pσ 1 − pσ



Observe that under the strategy profile π ∗ , by Lemma 4, player 1’s payoff at t = 0 equals U B2 (p0 , σB (p0 )). Lemma 9. For every p0 ∈ B2 and every σ ∈ [0, σB (p0 )], the payoff U B2 (p0 , σ) strictly increases with σ. Proof. If p0 ∈ B2 and p1σ ≤ pM , then S1 (pσ ) = s + G1 (pσ ). Then (32) can be rewritten as      ∗ 1 B2 2 −λσ µ 2 −λσ µ V (p0 ) + 1 − p0 1 − e v(p10 , p1σ ), (33) U (p0 , σ) = p0 1 − e 1+µ 1+µ where the function v is defined in (11). Differentiating with respect to σ: (34)



 µ ∂ B2 U (p0 , σ) = p20 e−λσ λ V ∗ (p10 ) − v(p10 , p1σ ) ∂σ 1+µ   2 − 1 − p0 1 − e−λσ



40



µ 1+µ







p1σ (1 − p1σ ) λ v2 (p10 , p1σ ),



The expression in (32) can be interpreted as the payoff to the following strategy for player 1, which we denote π ˆ 1 (σ), for any given σ ∈ [0, σB (p0 )]. Choose kt1 = R1 for every t ∈ [0, σ). If p1σ ≤ pM , choose  kt1 = S for every t ∈ [σ, ∞). If p1σ ∈ pM , b−1 (p2σ ) , choose kt1 = S for every t ∈ [σ, σb (σ)) and kt1 = R1 for every t ∈ [σb (σ), ∞) where σb (σ) satisfies p2σ+σb (σ) = b(p1σ ). Finally, if p1σ ≥ b−1 (p2σ ), choose kt1 = R1 for every t ∈ [σ, ∞). Observe that π ˆ 1 (σB (p0 )) = π ∗1 . 1 Under the strategy profile (ˆ π (σ), π ∗2 ) player 1’s continuation payoff at t = σ is S1 (pσ ), defined in (9). According to Lemma 4, player 1’s payoff at t = 0 is therefore given by U B2 (p0 , σ).
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where v2 denotes the derivative of v with respect to its second argument. For every pi ∈ (0, 1) and b ∈ (0, pi ), we have  µ g (1 + µ) − s ∗ 1 − pi Ω(pi ) (35) v2 (pi , b) = (p − b). 1−b Ω(b) b (1 − b) From the above it is evident that v2 (p10 , p1σ ) < 0 for every p1σ > p∗ . In addition, for these values, v(p10 , p1σ ) < V ∗ (p10 ). Thus, (34) is strictly positive for every σ ∈ [0, σB (p0 )] such that p1σ ≤ pM .  If p0 ∈ B2 and p1σ ∈ pM , b−1 (p2σ ) , then S1 (pσ ) = s + G1 (pσ ) + H1 (pσ , b(p1σ )). Rearranging (32) gives      µ µ V ∗ (p10 ) + 1 − p20 1 − e−λσ 1+µ v(p10 , p1σ ) U B2 (p0 , σ) = p20 1 − e−λσ 1+µ (36)



− p20  − p20



µ 1+µ



1 1+µ



e−λ(σ+σb (σ)) e−rσb (σ) V ∗ (p10 ) − p10 g







  e−λ(σ+σb (σ)) + 1 − p20 e−rσb (σ) v(p10 , p1σ ) − p10 g ,



where σb (σ) satisfies p2σ+σb (σ) = b(p1σ ), or equivalently, e−λσb (σ) = Ω(p2σ )/Ω(b(p1σ )), with, (37)



i ∂ −λσb (σ) λ 1 − p2σ h 1 1 1 1 0 1 e = b(p ) (1 − b(p )) − p (1 − p ) b (p ) σ σ σ σ σ . ∂σ (1 − b(p1σ ))2 p2σ



For every pi > pM , b0 (pi ) = µ



g µ + pi + b(pi ). V ∗ (pi ) − pi g pi (1 − pi )



Using this, the term in square brackets on the right-hand side of (37) is strictly negative if and only if  g . b(p1σ ) 1 − b(p1σ ) − p1σ − µ < p1σ (1 − p1σ ) µ ∗ 1 V (pσ ) − p1σ g Replacing the first term on the left-hand side using (8) and rearranging gives −b(p1σ ) (p1σ g − s) < (1 − p1σ ) s + µ (p1σ g − s). For every p1σ > pM , the left-hand side above is strictly negative, and the right-hand side strictly positive. Therefore the inequality above holds, and we have established that (37) is strictly negative. Finally, since e−λσb is a strictly decreasing function of σb , we have that (38)



σb0 (σ) > 0,



∀ p1σ > pM .
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Differentiating (36) with respect to σ: (39) d B2 dσ U (p0 , σ)



 µ = p20 e−λσ λ 1+µ V ∗ (p10 ) − v(p10 , p1σ ) h      i µ µ − 1 − p20 1 − e−λσ 1+µ − 1 − p20 1 − e−λ(σ+σb (σ)) 1+µ e−rσb (σ) p1σ (1 − p1σ ) λ v2 (p10 , p1σ ) + (λ + (λ + r) σb0 (σ)) p20 e−λ(σ+σb (σ))



1 1+µ



e−rσb (σ) V ∗ (p10 ) − p10 g



+ (λ + (λ + r) σb0 (σ)) p20 e−λ(σ+σb (σ))



µ 1+µ



e−rσb (σ) v(p10 , p1σ ) − p10 g



 



 +r σb0 (σ) (1 − p20 ) e−rσb (σ) v(p10 , p1σ ) − p10 g . The term in square brackets is strictly positive for every σb (σ) > 0. By (35), v2 (p10 , p1σ ) < 0 for every p1σ > p∗ . In addition, for these values, p10 g < v(p10 , p1σ ) < V ∗ (p10 ). This, together with (38)  establishes that (39) is strictly positive for every σ ∈ [0, σB (p0 )] such that p1σ ∈ pM , b−1 (p2σ ) . Finally, when p0 ∈ B2 and p1σ ≥ b−1 (p2σ ), S1 (pσ ) = p1σ g. From (32), we have U B2 (p0 , σ) =



p20 − p2σ ∗ 1 1 − p20 1 V (p ) + p g. 0 1 − p2σ 1 − p2σ 0



Differentiating with respect to σ gives  d B2 1 − p20 U (p0 , σ) = p2σ λ V ∗ (p10 ) − p10 g . 2 dσ 1 − pσ The above is strictly positive for every σ ∈ [0, σB (p0 )] such that p1σ ≥ b−1 (p2σ ). We wish to show that for every p0 ∈ B2 the deviation π ˜ 1 (ε) from π ∗1 is not profitable against π ∗2 . Under the strategy profile (˜ π 1 (ε), π ∗2 ) player 1’s continuation payoff at t = ε is U B2 (p10 , p2ε , σB (p10 , p2ε )) defined in (32). According to Lemma 5, player 1’s payoff at t = 0 from π ˜ 1 (ε) against π ∗2 is therefore  (40) s + G1 (p0 ) + (1 − p20 + p20 e−λε ) e−rε U B2 (p10 , p2ε , σB (p10 , p2ε )) − s − G1 (p10 , p2ε ) . As argued before, it is sufficient to show that the deviation π ˜ 1 (ε) is not profitable for any p0 ∈ B2 when ε → 0. In that case, after using a Taylor series expansion about p0 to obtain U B2 (p10 , p2ε , σB (p10 , p2ε )) = U B2 (p0 , σB (p0 )) − p20 (1 − p20 )λε



d B2 U (p0 , σB (p0 )), dp20



and after eliminating the terms of the order o(ε), the payoff in (40) simplifies to  (41) U B2 (p0 , σB (p0 )) − (p20 λ + r)ε U B2 (p0 , σB (p0 )) − s − G1 (p0 )    d B2 1 2 2 ∗ 1 − p0 (1 − p0 )λε V (p0 ) − s . U (p0 , σB (p0 )) − 1+µ dp20
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Thus, the deviation π ˜ 1 (ε) is not profitable if and only if the payoff U B2 (p0 , σB (p0 )) from π ∗1 exceeds (41), or equivalently:  (42) 0 ≤ (p20 λ + r) U B2 (p0 , σB (p0 )) − s − G1 (p0 )    1 d B2 2 2 ∗ 1 U (p0 , σB (p0 )) − + p0 (1 − p0 )λ V (p0 ) − s . 1+µ dp20 We want to show that (42) holds for every p0 ∈ B2 . We do this by providing a lower bound on dpd2 U B2 (p0 , σB (p0 )) that ignores the effect of p0 on σB (p0 ), and through it, on the posterior 0 belief pσB (p0 ) reached on the boundary of B2 . For every p0 ∈ B2 , σB (p0 ) is such that p2σB (p0 ) = B2 (p1σB (p0 ) ) if p10 ≥ p20 , and such that p1σB (p0 ) = B1 (p2σB (p0 ) ) if p10 < p20 . In both cases Bi (pj ) is strictly decreasing when evaluated at the point pjσB (p0 ) . In what follows we distinguish two cases, according to whether p1σB (p0 ) ≥ pM , so that S1 (pσB (p0 ) ) = s + G1 (pσB (p0 ) ) + H1 (pσB (p0 ) , b(p1σB (p0 ) )), or p1σB (p0 ) < pM , so that S1 (pσB (p0 ) ) = s + G1 (pσB (p0 ) ). Rewriting the expression in (32) for U B2 (p0 , σB (p0 )) gives p20 − p2σB (p0 ) B2 V ∗ (p10 ) (43) U (p0 , σB (p0 )) = 2 1 − pσB (p0 ) !µ !   1 1) 1 − p Ω(p 1 − p20 0 0 p10 g + S1 (pσB (p0 ) ) − p1σB (p0 ) g . + 1 − p2σB (p0 ) 1 − p1σB (p0 ) Ω(p1σB (p0 ) ) Now let the function q1 : B2 × (0, 1) → (0, 1) be given by q1 (p0 , b) =



p10 Ω(p20 ) , p10 Ω(p20 ) + (1 − p20 ) Ω(b)



with the interpretation that, for any prior p0 ∈ B2 and for any b ∈ (0, p20 ), q1 (p0 , b) ∈ (0, p10 ) is the posterior belief about player 1’s risky arm at the date when the posterior belief about player 2’s risky arm equals b, conditional on both players activating their risky arm. Finally let ˜ B2 : B2 × (0, 1) → R be given by U 2 ˜ B2 (p0 , b) = p0 − b V ∗ (p1 ) (44) U 0 1−b   µ   2 1 − p0 1 − p10 Ω(p10 ) 1 1 1 1 + p0 g + S (q (p0 , b), b) − q (p0 , b) g . 1−b 1 − q1 (p0 , b) Ω(q1 (p0 , b))



By construction, for every p0 ∈ B2 , and for every σ ∈ [0, σB (p0 )], (45)



˜ B2 (p0 , p2 ) = U B2 (p0 , σ). U σ



˜ B2 (p0 , p2 ) is a strictly increasing function of σ ∈ [0, σB (p0 )]. Therefore, from Lemma 9, U σ 2 20 Next, consider two priors in B2 , p0 and p00 , such that p10 = p10 0 and p0 > p0 . These are 1 illustrated in Figure 9. (They can fall into two categories, depending on whether p20 0 ≥ p0 or
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2 20 Figure 9: Two priors in B2 , p0 and p00 , such that p10 = p10 0 and p0 > p0 , and such that, under 1 the strategy profile π ∗ , p10 σB (p00 ) < pM (left panel) or pσB (p0 ) ≥ pM (right panel). In both cases, the posterior beliefs pσB (p0 ) and p0σB (p0 ) , which lie on the boundary, are associated with the priors p0 and 0 2 p00 respectively. The posterior belief p0σ˜ (p0 ) associated with the prior p00 is such that p20 σ ˜ (p0 ) = pσB (p0 ) . 0



0



p10 ≥ p20 , but our analysis applies to both cases equally.) Under the strategy profile π ∗ , let σ ˜ (p00 ) satisfy −λ˜ σ (p00 ) p20 p20 e−λσB (p0 ) 20 0 e pσ˜ (p0 ) := 20 −λ˜σ(p0 ) =: p2σB (p0 ) , = 2 e−λσB (p0 ) + 1 − p2 0 0 + 1 − p20 p p0 e 0 0 0 with the interpretation that σ ˜ (p00 ) is the duration after which the posterior belief pσ20 ˜ (p00 ) (based 0 2 on the prior p0 ) equals the posterior belief pσB (p0 ) (based on the prior p0 ), where the latter lies on the boundary of the set B2 . These beliefs are illustrated in Figure 9. Since the boundary of B2 is decreasing at each pσB (p0 ) we have that p0σ˜ (p0 ) ∈ B2 , or equivalently: 0



σ ˜ (p00 ) < σB (p00 ).



(46) As a result,



˜ B2 (p00 , p20 0 ) < U ˜ B2 (p00 , p20 0 ). U σ ˜ (p ) σB (p )



(47)



0



0



2 ˜ B2 0 2 Since by construction p20 σ ˜ (p00 ) = pσB (p0 ) , the left-hand side of (47) equals U (p0 , pσB (p0 ) ). 20 2 20 ˜ B2 (p0 , p2 Subtracting U σB (p0 ) ) on both sides of (47), dividing by p0 − p0 and taking the limit as p0 approaches p20 gives



(48)



lim



2 ˜ B2 (p0 , p2 ˜ B2 U 0 σB (p0 ) ) − U (p0 , pσB (p0 ) )



2 p20 0 →p0



The left-hand side is (45) equals



2 p20 0 − p0 ∂ ˜ B2 U (p0 , b) b=p2 ∂p20 σ



d U B2 (p0 , σB (p0 )). dp20











lim



˜ B2 (p0 , p20 0 ) − U ˜ B2 (p0 , p2 U 0 σB (p ) σB (p0 ) )



2 p20 0 →p0



. The right-hand side is B (p0 )



54



0



2 p20 0 − p0 d ˜ B2 U (p0 , p2σB (p0 ) ) dp20



.



which by



Let us now show that (42) holds when we replace Substituting (49) d ˜ B2 U (p0 , b) b=p2 dp20 σ







V ∗ (p10 ) − p10 g



1 1−p2σ



= B (p0 )



B (p0 )



− 1−p21



σB (p0 )



−







1−p10 1−p1σ (p



0)



B



1−p10 1 2 1−pσ (p ) 1−p1σ (p ) B 0 B 0



by its lower bound.







Ω(p10 ) Ω(p1σ (p ) ) B







d U B2 (p0 , σB (p0 )) dp20



µ



p1σ



µ



p1σ



0



Ω(p10 ) Ω(p1σ (p ) ) B 0



+p20 +µ



B (p0 ) p20



B (p0 )



(1−p1σ p20







S1 (pσB (p0 ) ) − p1σB (p0 ) g



B (p0 )



)







∂ ∂p1σ



S1 (p



B (p0 )



 



σB (p0 ) )



−g



for dpd2 U B2 (p0 , σB ) in the right-hand side of (42) and simplifying (suppressing the dependence of 0 σB on p0 , to lighten notation) gives  r



p20 −p2σ B 1−p2σ



V



B



∗ (p1 ) 0



+



B



 −s



 Ω(p10 ) µ 1 pσB 1 Ω(pσ ) B   µ Ω(p10 ) p1σB Ω(p1σ ) 



B



1−p2 1−p1 − 1−p20 1−p10 σ σ B



p10 g



B



1−p2 1−p1 − 1−p20 1−p10 σ σ



(50)



1−p20 1−p2σ



B



B



 λ S1 (pσB ) − p1σB g   λ (1 − p1σB ) ∂p∂1 S1 (pσB ) − g . σB



The above constitutes a lower bound on the right-hand side of (42) for every p0 ∈ B2 . Evaluating it when p0 ∈ B2 is such that under π ∗ we have p1σB ≥ pM , using 1 − p2σB d 1 1 H (p , b(p )) = σ σ B B dp1σB 1 − b(p1σB )



Ω(p2σB ) Ω(b(p1σB ))



!µ 



 1 1 ∗0 1 b(pσB )V (pσB ) , g− 1+µ



we obtain (51)  r



p20 −p2σ B 1−p2σ B



V



∗ (p1 ) 0



+



1−p20 1−p2σ



" B



p10 g 



1−



 −s +



1−p20 1−p10 1−p2σ 1−p1σ B



1 p2σB 1+µ



 +







−



p2σB



B



1−p2σ B 1−b(p1σ ) B



−







 Ω(p10 ) µ Ω(p1σ ) B







Ω(p2σ ) B Ω(b(p1σ ))



µ 



1−



B



1−p2 b(p1σB ) 1−b(pσ1B ) σ







B



Ω(p2σ ) B Ω(b(p1σ ))



1 b(p1σB ) 1+µ



µ 



B







p1σB λ (g − s) #



r 1+µ



V



∗ (p1 ) σB



−



p1σB



g







Since 1/(1 + µ) < 1 we have 1 1 − p2σB 1+µ 1 1 − b(p1σB ) 1+µ



1 − p2σB 1 − p2σB > > 1 − b(p1σB ) 1 − b(p1σB )



Ω(p2σB ) Ω(b(p1σB ))



!µ ,



so that the term in braces at the second line of (51) is strictly positive. Since p2σB ≥ b(p1σB ) the term in braces at the third line of (51) is non-negative. Finally, for every p1σB ≥ pM , V ∗ (p10 ) > p10 g ≥ s and V ∗ (p1σB ) > p1σB g. It follows that the entire expression in (51) is strictly positive for every
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.



p0 ∈ B2 such that p1σB ≥ pM . Therefore, for every p0 ∈ B2 such that p1σB ≥ pM , (42) is satisfied and we have shown that the deviation π ˜ 1 (ε) is not profitable. Evaluating (50) when p0 ∈ B2 is such that under π ∗ we have p1σB (p0 ) < pM , we obtain (52)  r 1−



1−p20 1−p2σ (p B



 1−



p2σ



0)



−



B (p0 )



1+µ



 V



p20 λ p10 (1−p10 ) p2σ p10 p2σ



B (p0



∗ (p1 ) 0



 −s + r



B



B (p0 )







(1−p20 )2



(1−p20 )+(1−p10 ) (1−p2σ )



B (p0



) p20 )







1−p20 1−p2σ (p



2



1−



1−



p2σ



0)



p2σ



B (p0 )



1+µ







B (p0 )



1+µ







 v(p10 , p1σB (p0 ) ) − s



v2 (p10 , p1σB (p0 ) ).



The first term is strictly positive for every p10 > p∗ . The second term is strictly positive for every p10 > p∗ and every p1σB (p0 ) ∈ (p∗ , p10 ). Finally, from (35), v2 (p10 , p1σB (p0 ) ) is strictly negative for every p1σB (p0 ) > p∗ . Consequently, (52) is strictly positive for every p0 ∈ B2 such that p1σB (p0 ) < pM . Thus, for every p0 ∈ B2 such that p1σB (p0 ) < pM , (42) is satisfied and we have shown that the deviation π ˜ 1 (ε) is not profitable.



(III) ptn ∈ B3 : Third, and finally, fix ptn ∈ B3 . Under the strategy profile π ∗ , player 1’s payoff is V ∗ (p1tn ). From the single-agent problem, and since this is the highest achievable payoff in this game, π ∗1 is the unique best response to π ∗2 . Finally, we verify that the equilibrium is unique. Lemma 10. The equilibrium of Theorem 1 is unique. Proof. The proof is organised as follows, and refers to the boundary Bi (pj ) defined in (12). We first show that if player j’s strategy is to switch to the safe arm at some date σ > 0, then player i has a strict incentive to preempt player j’s switch whenever piσ < Bi (pjσ ). We distinguish two cases, depending on whether pjσ ≤ pM , in which case player j goes on to monopolise the safe arm indefinitely, or pM < pjσ < b−1 (p∗ ), in which case player j monopolises the safe arm temporarily until the posterior belief about player i’s risky arm reaches b(pjσ ). As a consequence, players have a strict incentive to preempt one another’s switch to the safe arm at every posterior belief in {p | p1 < B1 (p2 )} ∩ {p | p2 < B2 (p1 )} and the equilibrium profile must have π ∗i (p, y) = S for all beliefs in that set. Next we consider the boundaries of that set, paying particular attention to the left- and right-continuity of the equilibrium strategies. Uniqueness of the equilibrium profile at all remaining beliefs is established by invoking previous results. Fix a stage n ≥ 0 with initial belief ptn ∈ (p∗ , 1)2 and incumbency state yn = 0. Without loss of generality, use the normalisation tn = 0. For any given belief q ∈ (0, pj0 ) define σq := inf{t | pjt ≤ q}, and consider the strategy, denoted π ¯ j (q), inducing the left-continuous control sequence k¯j (q) where k¯tj (q) = Rj for every t ∈ [0, σq ] and k¯tj (q) = S for every t > σq . Loosely, π ¯j prescribes that player j activates her risky arm until her posterior belief reaches the threshold q,
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and (attempts to) activates the safe arm thereafter. Observe that, by Lemma 6, for every q < p∗ , k¯j (q) is strictly dominated by k¯j (p∗ ). We first show that if q ∈ [p∗ , pM ], player i has a strict incentive to preempt player j’s switch to the safe arm if piσq < Bi (pjσq ) and is indifferent if piσq = Bi (pjσq ). By Lemma 4, i’s payoff from choosing the control change date τni ≥ 0 is (53)



pj0 − pjtn+1 1 − pjtn+1



V ∗ (pi0 ) +



1 − pj0  1 − pjtn+1



  pi0 g + φ(pi0 , 0, tn+1 ) V i (ptn+1 , yn+1 ) − pitn+1 g ,



where tn+1 = τni ∧ σq and V i (ptn+1 , yn+1 ) denotes player i’s continuation payoff at tn+1 against π ¯ j (q) . If τni > σq then yn+1 = j so that, under π ¯ j (q), V i (ptn+1 , yn+1 ) = pitn+1 g. If τni = σq and kσi q = S, or if τni < σq , then yn+1 = i so that, by Lemma 3, V i (ptn+1 , yn+1 ) = Si (ptn+1 ), where Si is defined in (9). If τni = σq and kσi q = Ri then yt+1 ∈ {1, 2} is determined in a tie break and player i’s continuation payoff at tn+1 is a convex combination of pitn+1 g and Si (ptn+1 ). Consequently, by (12) and Lemma 9, if piσq < Bi (q) then player i’s unique best-response induces a right-continuous control change at τni = σq (i.e. kσi q = S with kσi − = Ri and kσi + = S). q q Observe that if we had instead assumed that k¯j (q) is the right-continuous control sequence with k¯tj (q) = Rj for every t ∈ [0, σq ) and k¯tj (q) = S for every t ≥ σq then player i would not have a well-defined best-response to k¯j (q) in continuous time, as by Lemma 9, player i seeks to switch to the safe arm at the latest τni such that τni < σq , which is not a well-defined object. Nevertheless it would still be the case that i has a strict incentive to preempt j’s switch to the safe arm whenever piσq < Bi (pjσq ).41 By Lemma 6 we have that, in equilibrium, pjσq ≥ p∗ for j ∈ {1, 2}. Moreover, when pjσq = p∗ , π ¯ j (q) is weakly dominant for j for every t > σq . When pjσq > p∗ , by (12), π ¯ j (q) is optimal for j for every t > σq , given i’s best-response. Thus, at every belief p ∈ (p∗ , pM ]2 , both players have a strict incentive to preempt their opponent’s switch to the safe arm. Consequently, every equilibrium strategy profile must have π ∗i (p, y) = S for every p ∈ (p∗ , pM ]2 and y ∈ {i, 0}. (If y = j, then π ∗i (p, y) is outcome-irrelevant.) We show that the argument extends to the entire set of beliefs {p | p1 < B1 (p2 )} ∩ {p | p2 < B2 (p1 )}. For every q ∈ (pM , b−1 (p∗ )), in addition to σq , define σb(q) := inf{t | pit ≤ b(q)}. Let ¯ j (q) denote the strategy inducing the control sequence k¯j (q) with k¯tj (q) = Rj for every t ∈ [0, σq ], π k¯tj (q) = S for every t ∈ (σq , σb(q) ) and k¯tj (q) = Rj for every t ≥ σb(q) . We show that for every q ∈ (pM , b−1 (p∗ )), player i has a strict incentive to preempt player j’s switch to the safe arm if piσq < Bi (pjσq ) and is indifferent if piσq = Bi (pjσq ). By Lemma 4, player i’s payoff from choosing the control change date τni ≥ 0 is again given by (53) where tn+1 = τni ∧ σq ¯ j (q). but where this time V i (ptn+1 , yn+1 ) denotes player i’s continuation payoff at tn+1 against π ¯ j (q), V i (ptn+1 , yn+1 ) = v(piσq , b(q)). If τni = σq and If τni > σq then yn+1 = j so that, under π Formally, for ε > 0 sufficiently close to 0, every right- or left-continuous control sequence k˜i (ε) such that k˜ti (ε) = Ri if t < σq − ε, k˜ti (ε) = S if t > σq − ε and k˜ti (ε) ∈ {Ri , S} if t = σq − ε gives player i a higher payoff at t = 0 against a right-continuous π ¯ j (q) than the control sequence k˜i (0). 41
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kσi q = S, or if τni < σq , then yn+1 = i so that, by Lemma 3, V i (ptn+1 , yn+1 ) = Si (ptn+1 ). If τni = σq and kσi q = Ri then yt+1 ∈ {1, 2} is determined in a tie break and player i’s continuation payoff at tn+1 is a convex combination of v(piσq , b(q)) and Si (ptn+1 ). By (12) and Lemma 9, if piσq < Bi (q) then player i’s unique best-response induces a right-continuous control change at τni = σq . We have already established that pjσq ≥ pM for j ∈ {1, 2}. Moreover, by Lemma 3, it is ¯ j (q) is optimal for player j, given i’s best-response. Thus, at every belief indeed the case that π in {p | p1 < B1 (p2 )} ∩ {p | p2 < B2 (p1 )}, both players have a strict incentive to preempt their opponent’s switch to the safe arm. Consequently, every equilibrium strategy profile must have π ∗i (p, y) = S for every p ∈ {p | p1 < B1 (p2 )} ∩ {p | p2 < B2 (p1 )} and y ∈ {i, 0}. (If y = j, then π ∗i (p, y) is outcome-irrelevant.) Now consider the boundaries. First consider a prior p0 ∈ (0, 1)2 such that



Ω(b−1 (p∗ )) Ω(p∗ )







Ω(pi0 ) Ω(pj0 )



< 1 and pj0 > Bj (pi0 ), and consider q such that q = Bj (piσq ). Then piσq < Bi (q). Therefore, player i has a strict incentive to preempt player j’s switch to the safe arm at σq , irrespective of whether j’s control sequence is left- or right-continuous at σq . In contrast, player j is indifferent between letting player i capture the safe arm at σq and preempting her, irrespective of whether i’s control sequence is left- or right-continuous at σq . In particular, player j is indifferent between responding with a control sequence that is left-continuous at σq and one that is right-continuous at σq . As observed earlier, in order for player i’s best-response to player j’s switch to the safe arm at σq to be well-defined, j’s control sequence must be left-continuous at σq . Consequently, every equilibrium strategy profile must have π ∗i (p, y) = S and π ∗j (p, y) = Rj for every p such that pi > pj > p∗ and pj = Bj (pi ), and every y ∈ Y. Second, consider a prior p0 ∈ (pU , 1)2 such that pi0 = pj0 , and consider q = pU . Then q = Bj (piσq ) and piσq = Bi (q), so that both players are indifferent between preempting and letting their rival capture the safe arm at σq , irrespective of whether their rival’s control sequence is left- or right-continuous at σq . In equilibrium, therefore, any (π ∗1 (p, y), π ∗2 (p, y)) is admissible at such beliefs. If π ∗1 (p, y) = π ∗2 (p, y) then the players enter a tie break for the safe arm. If π ∗1 (p, y) 6= π ∗2 (p, y), the player choosing the control S at σq captures the safe arm. Ω(pi )



−1



∗



)) 0 ≤ Ω(bΩ(p(p . Consider q such that piσq > Bi (q). Finally, consider p0 ∈ (p∗ , 1)2 such that ∗) Ω(pj0 ) Then player i strictly prefers letting j capture the safe arm at σq . Together with Lemma 6 this implies that every equilibrium strategy profile must have π ∗i (p, y) = Ri and π ∗j (p, y) = S for every p such that pi > Bi (pj ) and pj ≤ p∗ .



For all remaining beliefs, by Lemma 8, the equilibrium profile must have π ∗i (p, y) = Ri for every y ∈ Y.
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C C.1



Proofs for Section 4 Players’ Optimisation Problems



We begin by analysing the players’ optimisation problem at the initial stage n = 0 and describe the recursions satisfied by their value functions. To economise on notation, we restrict attention to strategy profiles inducing right-continuous control sequences. Our results straightforwardly extend to all admissible strategy profiles. Consider stage n = 0 and restrict attention to the case where y0 = 0. (If y0 6= 0 the game is  effectively over.) Fix an admissible strategy π j for player j. Let W i p, 0 ; π j denote player i’s value function if the current state is (p, 0) with p(0, 1)2 , given player j’s strategy. Henceforth, so as to lighten notation, we omit the dependence on π j . Fix a prior p0 ∈ (0, 1)2 . For every t ∈ [0, t1 ) and i ∈ {1, 2} the posterior belief about player i’s risky arm evolves deterministically and is given by (15). Therefore the evolution of the Markov state is deterministic on t ∈ [0, t1 ). By Lemma 4, player i’s expected payoff at t ∈ [0, t1 ] is pjt − pjt1



(54)



1−



pjt1



V ∗ (pit ) +



1 − pjt 1−



pjt1



pit g + φ(pit , t, t1 ) W i (pt1 , y1 ) − pit1 g







,



where the state-change date t1 and the new incumbency state y1 are determined by the players’ strategies in conjunction with the precedence rule prevailing in state y0 = 0. Specifically, t1 = τ01 ∧ τ02 . If τ0i < τ0j then y1 = i. If τ0i = τ0j then y1 ∈ {1, 2} is determined in a tie break. Thus, τ01 and τ02 are sufficient summary statistics for the strategy profile (π 1 , π 2 ) on [0, t1 ]. Player i’s continuation payoffs at t1 are W i (pt1 , i) = s and W i (pt1 , j) = pit1 g. Bellman’s Principle of Optimality then gives the following expression for player 1’s value function at t = 0. (The expression for player 2’s value function is obtained by symmetry.) Fix π 2 and the induced τ02 . Then (55)



W 1 (pt , 0) = sup τ01



C.2



                



p2t −p2 i



τ0 1−p2 i τ0



p2t −p2 2 τ0 1−p2 2 τ0



V ∗ (p1t ) +



1−p2t 1−p2 i



τ0



V ∗ (p1t ) +



1−p2t 1−p2 2 τ0







  1 1 i 1 1 pt g + φ(pt , t, τ0 ) W (pτ i , i) − pτ i g 0



0



   p1t g + φ(p1t , t, τ02 ) α1 s − p1τ 2 g 0



τ0j



        



if τ01 = τ02



       



if τ0i 



Proof of Theorem 2



We now derive the unique equilibrium of the game with irrevocable switching. The proof is organised along the lines of the proof of Lemma 10 in Appendix B.2. We first show that if player j’s strategy is to switch to the safe arm at some date σ > 0, then player i has a strict incentive to preempt player j’s switch whenever piσ < pM . We show that, as a consequence, players have
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a strict incentive to preempt one another’s switch to the safe arm at every posterior belief in (0, pM )2 , and the equilibrium profile must have π ]i (p) = S for every belief in that set. Next we consider the boundaries of that set, paying particular attention to the left- and right-continuity of the equilibrium strategies. Uniqueness of the equilibrium profile at all remaining beliefs is established by invoking previous results. Fix a prior belief p0 ∈ (p∗ , 1)2 . For any given belief q ∈ (0, pj0 ) define σq := inf{t | pjt ≤ q} and the strategy π ¯ j (q) inducing the left-continuous control sequence k¯j (q) where k¯tj (q) = Rj for every t ∈ [0, σq ] and k¯tj (q) = S for every t > σq . We show that for every q ∈ (0, pj0 ), player i has a strict incentive to preempt player j’s switch to the safe arm if piσq < pM and is indifferent if piσq = pM . Player i’s payoff from choosing the control change date τ0i ≥ 0 is given by (54), where t1 = τ0i ∧ σq . If τ0i > σq then y1 = j so that W i (pt1 , y1 ) = pit1 g. If τ0i = σq and kσi q = S, or if τ0i < σq , then y1 = i so that W i (pt1 , y1 ) = s. If τ0i = σq and kσi q = Ri then y1 ∈ {1, 2} is determined in a tie break and player i’s continuation payoff at t1 is a convex combination of pit1 g and s. Consequently, by the definition of pM and Lemma 9, if piσq < pM then player i’s unique best-response is the right-continuous control sequence k i such that kti = Ri for t ∈ [0, σq ) and kti = S for t ∈ [σq , ∞). Observe that if we had instead assumed that k¯j (q) is the right-continuous control sequence with k¯tj (q) = Rj for t ∈ [0, σq ) and k¯tj (q) = S for t ≥ σq then player i would not have a welldefined best-response to k¯j (q) in continuous time as, by Lemma 9, player i seeks to switch to the safe arm at the latest τ0i such that τ0i < σq , which is not a well-defined object. Nevertheless it would still be the case that i has a strict incentive to preempt j’s switch to the safe arm whenever piσq < pM .42 By Lemma 6 we have that, in equilibrium, pjσq ≥ p∗ for j ∈ {1, 2}. Thus, at every belief in (p∗ , pM )2 , both players have a strict incentive to preempt their opponent’s switch to the safe arm. Consequently, every equilibrium strategy profile must have k i (p) = S for every p ∈ (p∗ , pM )2 . Now consider the boundaries. First consider the prior p0 ∈ (0, 1)2 such that



Ω(pM ) Ω(p∗ )







Ω(pi0 ) Ω(pj0 )






and pi0 > pM . Consider q such that piσq = pM . Then q ∈ [p∗ , pM ). Therefore, at σq player i is indifferent between preempting player j and letting her capture the safe arm, while player j has a strict incentive to preempt player i’s switch. As observed earlier, for player j’s best-response to player i’s switch at σq to be well-defined, i’s control sequence must be left-continuous at σq . Consequently, every equilibrium strategy profile must have π ]i (p) = Ri and π ]j (p) = S for every p such that pi = pM and pj ∈ [p∗ , pM ). Second, consider p0 ∈ (pM , 1)2 such that pi0 = pj0 . Consider q = pM . Then piσq = pM . Therefore both players are indifferent between preempting and letting their rival capture the safe arm at σq , irrespective of whether their rival’s control sequence is left- or right-continuous at σq . In equilibrium, therefore, any (π ]1 (p), π ]2 (p)) is admissible at belief p = (pM , pM ). If 42



See Footnote 41.
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π ]1 (p) = π ]2 (p) then the players enter a tie break for the safe arm. If π ]1 (p) 6= π ]2 (p), the player choosing the control S at σq captures the safe arm. Ω(pi )



M) i 0 ≤ Ω(p Finally, consider p0 ∈ (p∗ , 1)2 such that Ω(p∗ ) . Consider q such that pσq > pM . Then Ω(pj0 ) player i strictly prefers letting j capture the safe arm at σq . Together with Lemma 6 this implies that every equilibrium strategy profile must have π ]i (p) = Ri and π ]j (p) = S for every p such that pi > pM and pj ≤ p∗ .



For all remaining beliefs, by Lemma 8, the equilibrium profile must have π ]i (p) = Ri .



D



Proofs for Section 5



D.1



Proof of Theorem 3



Proof. The proof is organised along the same lines as the proof of Theorem 1: we consider a partition of (0, 1)2 , and show that π †1 (ptn ) is a best response to π †2 (ptn ) for every belief ptn in each element of the partition. First, we consider a partition of (0, 1)2 \ B, where B is defined in (23) and illustrated in Figure 8. We begin each step with a figure highlighting the element of the partition under consideration.



 1. First consider the set of beliefs ptn | p1tn ≤ p∗ , p2tn < B2 (p1tn ) . Under π †2 we can have yn ∈ {1, 2}. This is because yn = 0 requires kn2 = R2 , contradicting π †2 (p, 0) = S. Suppose first that yn = 1. This requires kn1 = S. Since p1tn ≤ p∗ , τn1 = ∞ is a best response to π †2 , so that V 1 (ptn , 1) = s. Suppose now that yn = 2. This requires kn2 = S, and π †2 then prescribes τn†2 = ∞. Player 1’s payoff from the control sequence {kt1 }t>tn such that there exists a subset K of dates with t < tn such that kt1 = S for every t ∈ K is strictly less than p1tn g for every p1tn > 0, since s ≤ 0. Thus, player 1’s best response is τn1 = ∞ if kn1 = R1 , 1 and is τn1 = tn followed by τn+1 = ∞ if kn1 = S. Thus, V 1 (ptn , 2) = p1tn g
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 2. Now consider the set of beliefs ptn | p1tn < pM , p2tn ≥ B2 (p1tn ) . Under π †2 , kn†2 = R2 so that yn ∈ {0, 1}. Additionally, τn†2 = inf{t : p2t ≤ B2 (p1t )} with k †2†2 = R2 . Suppose first τn



that yn = 1. This requires kn1 = S. Since p1tn ≤ p∗ , τn1 = ∞ is a best response to π †2 . Hence V 1 (ptn , 1) = s. Suppose now that yn = 0. This requires kn1 = R1 . Since p1tn ≤ p∗ , 1 τn1 = tn followed by τn+1 = ∞ is a best response to π †2 , and V 1 (ptn , 0) = s.



 3. Now consider the set of beliefs ptn | p∗ < p1tn ≤ B1 (p2tn ) , p2tn ≤ B2 (p1tn ) . Under π †2 we can have yn ∈ {1, 2}. This is because yn = 0 requires kn2 = R2 , contradicting π †2 (p, 0) = S. Suppose first that yn = 1, so that kn1 = S. Under π †2 , kn†2 = R2 and τn†2 = ∞. By Lemma 5, player 1’s payoff from τn1 ≥ tn is h i (56) s + G1 (ptn ) + φ(p2tn , tn , τn1 ) V 1 (p1tn , p2τn1 , 0) − s − G1 (p1tn , p2τn1 ) . We now argue that V 1 (p1tn , p2τ 1 , 0) = p1tn g. Under π †2 , the state at stage n + 1 is yn+1 = 0, n



1 1 so that τn†2 = tn+1 . Observe that τn+1 = tn+1 is not admissible. Therefore, τn+1 > tn+1 , †2 †2 so that tn+2 = tn+1 and yn+2 = 2. Finally, under π , τn = tn+2 = ∞. Therefore V 1 (p1tn , p2τ 1 , 0) = V 1 (p1tn , p2τ 1 , 2) = p1tn g. n



Hence, (56) equals



n



s + G1 (ptn ) + H1 (ptn , p2τ 1 ). n



By Lemma 3, this payoff is maximised if and



only if p2τ 1 = b(p1tn ). Therefore, player 1’s best response to π †2 is τn†1 = ∞ if p1tn ≤ pM n and τn†1 = inf{t > 0 | p2t ≤ b(p1tn )} if p1tn > pM . Her resulting payoff is s + G1 (ptn ) if p1tn ≤ pM and s + G1 (ptn ) + H1 (ptn , b(p1tn )) if p1tn > pM . We summarise these payoffs as V 1 (ptn , 1) = S1 (ptn ), where S1 is defined in (9). Suppose now that yn = 2. This requires kn2 = S, and π †2 then prescribes τn†2 = ∞. By the previous argument, player 1’s payoff {kt1 }t>tn is strictly less than p1tn g unless kt1 = R1 for
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every t > tn . Thus, player 1’s best response is τn1 = ∞ if kn1 = R1 , and is τn1 = tn followed 1 by τn+1 = ∞ if kn1 = S. Thus, V 1 (ptn , 2) = p1tn g.



 4. Now consider the set of beliefs ptn | B1 (p2tn ) < p1tn , p2tn ≤ p∗ . Under π †2 , kn†2 = S so that yn ∈ {1, 2}. Suppose first that yn = 1, so that kn1 = S. By the previous argument, τn1 = tn is the best response for player 1, so that V 1 (ptn , 1) = p1tn g. Suppose now that yn = 2. By the previous argument, player 1’s best response is kt1 = R1 for every t > tn , so that V 1 (ptn , 2) = p1tn g.



 5. Now consider the set of beliefs ptn | pU < p1tn < b−1 (p∗ ) , p2tn = B2 (p1tn ) . For every (kt1n , kt2n ) ∈ {S, R1 } × {S, R2 }, there exists ε > 0 such that for every t ∈ (tn , tn + ε), the posterior belief pt is such that p∗ < p1t < B1 (p2t ) and p2t < B2 (p1t ). Therefore, the players’ continuation strategies are given by π †1 and π †2 as described above. Under π †1 , kt†1n = S (and τn†1 > tn ). Then yn = 1, and kn†2 = R2 (with τn†2 > tn ), so that player 1’s payoff at tn is S1 (ptn ). Suppose instead that player 1 deviates to kt1n = R1 . Then, ytn = 0, and under π † the players’ continuation strategies have them choosing kn†1 = kn†2 = S in state yn = 0. In other words, both players’ control profiles are left-continuous at tn . The players are then tied for the safe arm at tn . Under π † , the player who is not allocated the safe arm (say player i) returns to her risky arm. However, she cannot immediately do so, as this is infeasible. Instead, she must activate the safe arm as the second entrant for a short duration, δ > 0, before she is able to return to her risky arm. The players’ payoffs at tn are therefore (1 − e−r δ ) s + e−r δ Ri (ptn ) < Ri (ptn ), where the inequality follows from s < 0, and (1 − e−r δ ) s¯ +
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e−r δ Sj (ptn ) ≤ Sj (ptn ), where the inequality follows from s¯ ≤ s. Consequently, player 1’s expected payoff from her deviation is bounded above by α1 S1 (ptn ) + α2 R1 (ptn ) < S1 (ptn ), where the inequality follows from (12), since p1tn < B1 (p2tn ) so that R1 (ptn ) < S1 (ptn ). Hence, the deviation is not profitable, and player 1 strictly prefers kt1n = S, so that we have V 1 (ptn , 1) = S1 (ptn ).



 6. Now consider the set of beliefs ptn | p1tn = B1 (p2tn ) , pU ≤ p2tn < b−1 (p∗ ) . Under π †2 , kn†2 = S. For every kt1n ∈ {S, R1 }, there exists ε > 0 such that for every t ∈ (tn , tn + ε), the posterior belief pt has p∗ < p1t < B1 (p2t ) and p2t < B2 (p1t ). Therefore, the players’ continuation strategies are given by π †1 and π †2 as described above. Under π †1 , kt†1n = R1 (and τn†1 > tn ). Then yn = 2, so that player 1’s payoff at tn is R1 (ptn ). Suppose instead that player 1 deviates to kt1n = S. Then, the players are tied for the safe arm at tn . As argued above, player 1’s expected payoff from her deviation is bounded above by α1 S1 (ptn ) + α2 R1 (ptn ) = S1 (ptn ), where the equality follows from (12), since p1tn = B1 (p2tn ) so that R1 (ptn ) = S1 (ptn ). Hence, the deviation is not profitable, and player 1 strictly prefers kt1n = R1 , so that we have V 1 (ptn , 2) = S1 (ptn ). 7. Finally, consider the belief p1tn = p2tn = pU . From the argument above, there exists no equilibrium in which the players simultaneously switch to the safe arm, entering a tiebreak. Instead, there are two equilibria, one with (π †1 (pU ), π †2 (pU )) = (S, R2 ), the other with (π †1 (pU ), π †2 (pU )) = (R1 , S). Observe that in cases 1-4, we have assumed that tn ∈ / Tk1 so that player 1 was able to choose from the set [tn , ∞) ∪ {∞}. In some of these cases, we have relied on this assumption and argued that τn†1 = tn is player 1’s best response. This does not pose a problem if in the resulting †1 state yn+1 , player 1’s best response has τn+1 > tn+1 . This is the case at every belief in (0, 1)2 \ B,  except those in ptn | p1tn = B1 (p2tn ) , p2tn ≤ p∗ (Case 3).  Indeed, fix a belief in ptn | p1tn = B1 (p2tn ) , p2tn ≤ p∗ and suppose that tn ∈ / Tk1 . When 1 yn = 1, (and, necessarily, kn = S), we have argued that player 1’s best response is τn†1 = tn , so that tn+1 = tn and the resulting state under π †2 is yn+1 = 2. For yn+1 = 2, we have argued that τn1
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Figure 10: Illustrated for (s, h, λ, r) = (1.5, 1, 2, 1) so that p∗ = 1/2, pM = 3/4 and βM = 5/6. In the left panel, β = 0.8. In the right panel, β = 0.93. †1 τn+1 = tn+1 is player 1’s best response in weakly dominant strategy. However, since tn+1 ∈ Tk1 , †1 = tn+1 + ε, for some this strategy is not feasible. To fix this, we assume that player 1 plays τn+1 small ε > 0. Observe that this does not affect the players’ payoffs, nor the evolution of the state. Indeed, for every ε > 0, player 1’s payoff at tn+1 is exactly p1tn+1 g. Equally, the path of the posterior belief on [tn+1 , ∞) is independent of ε, and the incumbency state is 2 for very t ≥ tn+1 . The case tn ∈ Tk1 with yn = 1 does not arise on the equilibrium path.



To complete the proof of Theorem 3, observe that for every ptn ∈ B the interchange argument from the proof of Lemma 8 holds, establishing that π †1 (ptn ) = R1 is the unique best-response to π †2 (ptn ) = R2 at those beliefs.



D.2



Proof of Claims in Section 5.2



Proof. Suppose that β ∈ (s/g, 1). We will consider two sub-cases, according to the intensity of the R&D race. To this end, let V ∗β (pi ) denote player i’s payoff from adopting the single-agent policy after player j’s experimentation has produced a success, and let p∗β := (µ+1)µ βs g−s denote the corresponding single-agent threshold. The latter is strictly decreasing in β,43 and we let s+µ g ∗ βM := g+µ g ∈ (s/g, 1) denote the intensity of the R&D race such that pβM equals pM , the myopic threshold in the baseline setup. The following properties of V ∗β (pi ) are illustrated in Figure 10 and will be useful in what follows. Observe that V ∗β (pi ) is weakly increasing in β for every pi ∈ (0, 1), and strictly increasing in β for every pi ∈ (p∗β , 1). In addition, for every β ∈ (s/g, βM ] we have V ∗β (pi ) = s for pi ∈ (0, pM ], and V ∗β (pi ) < pi g for pi ∈ (pM , 1). For every β ∈ (βM , 1), there exists a unique p¯β ∈ (pM , 1) such that V ∗β (pi ) > pi g if and only if pi < p¯β . Equipped with V ∗β , let us proceed as in Section 3.1 and compare the payoffs to player i’s feasible strategies at a stage when she is the incumbent on the safe arm (and no player has had Observe that p∗β < 1 ⇔ β > s/g. This confirms that when β ≤ s/g, a player’s optimal policy following a success by her opponent is to permanently switch to the safe arm. 43
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a success as yet), assuming that j responds by monopolising the safe arm indefinitely. Consider stage n where player i is the incumbent on the safe arm. Her payoff from immediately releasing the safe arm is pitn g. Her payoff from monopolising the safe arm indefinitely is s + Giβ (pitn , pjtn ), where  1 Giβ (pi , pj ) := pj V ∗β (pi ) − s . 1+µ Her payoff from monopolising the safe arm temporarily until date τni ∈ (tn , ∞) is   (57) s + Giβ (ptn ) + φ(pjtn , tn , τni ) pitn g − s − Giβ (pitn , pjτ i ) . n



We now consider two cases, depending on how β compares with βM . Suppose first that β ∈ (βM , 1). Then (57) is maximised when τni is chosen so that pjτ i = n bβ (pitn ), where bβ (pi ) := µ



(58)



pi g − s . V ∗β (pi ) − pi g



Indeed, differentiating (57) with respect to pjτ i gives n



(59)



h i  µ pi g − s − pjτ i V ∗β (pi ) − pi g n



1−



1 pjτ i n



(1 −



pjτ i ) n



pj



1 − pjτ i



n



 



Ω(pj ) Ω(pjτ i )



µ  .



n



The expression (59) equals zero if and only if pjτ i = bβ (pi ). It is strictly positive for every n



pjτ i < bβ (pi ) and strictly negative for every pjτ i > bβ (pi ). n n For every β ∈ (βM , 1), bβ is a continuous, strictly increasing function on [pM , p¯β ), with bβ (pM ) = 0, as illustrated in Figure 6. Furthermore, bβ (pi ) strictly decreases with β ∈ (βM , 1) for every pi ∈ (pM , p¯β ). Observe that the denominator of (58) tends to zero when β ↓ βM . Consequently, as β ↓ βM the boundary pj = bβ (pi ) approaches the vertical line pi = pM . Finally, let us show that the case β ∈ (s/g, βM ] indeed models a winner-takes-all race. In this case, p∗β ≥ pM , so that a success by player j implies that the safe arm strictly dominates player i’s risky arm for every pi ∈ (p∗ , pM ). As a result, (57) is strictly increasing in pjτ i , and is maximised n when τni = tn . Indeed, for every pi ∈ (pM , 1), V ∗β (pi ) < pi g implies that (59) is strictly positive for every pjτ i . In other words, player i never benefits from temporarily monopolising the safe arm n in order to force her opponent to experiment.



E



Proof of Theorem 4



The proof is organised as follows. We first derive the Bellman equation associated with the planner’s problem. Next, we derive the joint payoff under the policy RS when p1 = p2 (Section E.2) and when p1 6= p2 (Section E.3). We then derive the joint payoff under the policy RR
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(Section E.4). Using these payoffs, we derive the planner policy in Section E.5. We guess that the optimal planner policy is a threshold policy, consisting in implementing the regime RR first and then the regime RS. The policy κ∗ in Theorem 4 is the optimal such threshold policy. Finally, we verify that this policy is optimal amongst all policies by showing that the resultant social payoff satisfies the Bellman equation.



E.1



Bellman equation



Let U : [0, 1]2 → R denote the joint value function. For p1 ≥ p2 , it solves the Bellman equation (E.1). The steps to arrive at the expression in (13) are as follows. Under the regime RS, the social payoff is   r s dt + p1 λ dt r h + g + V ∗ (p2 ) + (1 − p1 λ dt − r dt) u(p10 , p2 ), where p10 = p1 −p1 (1−p1 )λdt. Only player 1’s risky arm and the safe arm are activated. The safe arm delivers a sure payoff of s. The risky arm produces a lump-sum payoff of h with probability p1 λ dt, in which case player 1 never returns to the safe arm and player 2 implements the singleagent policy, resulting in the join continuation payoff g + V ∗ (p2 ). In the absence of a success, the belief regarding player 1’s arm is updated to p10 , and the continuation payoff is discounted. We use a Taylor series expansion about p1 for u(p10 , p2 ). Simplifying gives (60)



s + p1 g +



 p1 λ  g + V ∗ (p2 ) − u(p1 , p2 ) − (1 − p1 ) u1 (p1 , p2 ) , r



where u1 is the derivative with respect to the first argument. By the same token, the joint payoff under the regime RR is     p1 λ dt r h + g + V ∗ (p2 ) + p2 λ dt r h + g + V ∗ (p1 ) + (1 − p1 λ dt − p2 λ dt − r dt) u(p10 , p20 ), where pi0 = pi − pi (i − pi )λdt. The main difference with the regime RR is that player 2’s risky arm is activated, instead of the safe arm. Hence, in the absence of a success, both beliefs are updated. We use a Taylor series expansion about (p1 , p2 ) for u(p10 , p20 ). Simplifying gives (61)



p1 g +



 p1 λ  g + V ∗ (p2 ) − u(p1 , p2 ) − (1 − p1 ) u1 (p1 , p2 ) r  p2 λ  + p2 g + g + V ∗ (p1 ) − u(p1 , p2 ) − (1 − p2 ) u2 (p1 , p2 ) , r



The Bellman equation (13) follows from (60) and (61).



E.2



Joint payoff under the policy RS when pi = pj .



RS denotes the policy whereby at any posterior belief the planner activates the safe arm and the risky arm most likely to produce a success. Fix p10 = p20 = q for some q ∈ (0, 1) and fix
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∆ > 0. Let A∆ (p10 , p20 ) denote the payoff, evaluated at t = 0, from the following policy: on [0, ∆) the planner activates R1 and S. If R1 produces a success at t˜1 ∈ [0, ∆), the planner proceeds by activating R1 indefinitely and adopting the single-agent policy on R2 and S. Otherwise, the p10 e−λ∆ < p10 , and the planner now activates R2 posterior beliefs at ∆ are p2∆ = p20 , and p1∆ = p1 e−λ∆ +1−p10 0 and S on [∆, 2∆). If R2 produces a success at t˜2 ∈ [∆, 2∆), the planner proceeds by activating R2 indefinitely and adopting the single-agent policy on R1 and S. Otherwise, the posterior beliefs p20 e−λ∆ at 2∆ are p12∆ = p1∆ , and p2∆ = p2 e−λ∆ = p1∆ . Thus, at 2∆ the beliefs are again equal. The +1−p20 0 planner then repeats this policy on [2∆, 4∆) and so on. Evaluating the joint payoff over the interval [0, ∆) gives (62)



A∆ (p10 , p20 )



=



p10



∆



Z 0



  ˜1 ˜1 ˜1  e−λ t λ (1 − e−r t ) s + e−r t V ∗ (p20 ) + rh + g dt˜1    + p10 e−λ ∆ + 1 − p10 (1 − e−r ∆ ) s + e−r ∆ A∆ (p1∆ , p20 ) ,



where, similarly, (63) A∆ (p1∆ , p20 ) = p20



Z 0



∆



  ˜2 ˜2 ˜2  e−λ t λ (1 − e−r t ) s + e−r t V ∗ (p1∆ ) + rh + g dt˜2    + p20 e−λ ∆ + 1 − p20 (1 − e−r ∆ ) s + e−r ∆ A∆ (p1∆ , p2∆ ) .



Replacing (63) in (62) and simplifying gives the following recursion for A∆ :     λ ∗ 2 1 2 1 −(λ+r)∆ (64) A∆ (p0 , p0 ) = s + p0 1 − e V (p0 ) − s g+ λ+r      λ + p20 1 − e−(λ+r)∆ (p10 e−λ∆ + 1 − p10 ) e−r∆ g + V ∗ (p1∆ ) − s λ+r  1 −λ∆ 1 2 −λ∆ 2 −2r∆ +(p0 e + 1 − p0 )(p0 e + 1 − p0 ) e A∆ (p1∆ , p2∆ ) − s . For q ∈ (0, 1) define A∆ (q) to be A∆ (q, q) and A(q) to be lim∆→0 A∆ (q).44 Then A(q) is the 44



Here, A∆ (q) is the joint payoff from the policy RS in a constrained planner problem in which resources are indivisible and an allocation can only be changed at dates 0, ∆, 2∆, etc. In that context, the policy RS requires continually activating the safe arm while alternately activating the two risky arms, each for a duration ∆. In our continuous-time, indivisible resource model, this policy is approximately optimal when ∆ → 0. In a continuous time model with divisible resources (i.e. an analogous model in which kti ∈ [0, 1]) when p1 = p2 the policy allocating one unit of resource to the safe arm and half a unit of resources to each risky ˜ arm is exactly optimal. The payoff to this policy, A(q) satisfies the recursion  1  ˜ = 2 q λdt(1 − q 1 λdt) [rh + g + (1 − rdt)V ∗ (q 0 )] A(q) 2 2 ˜ 0 ) + 2 1 s r dt, +(1 − q 1 λdt)2 (1 − rdt)A(q 2



0



2



q) 12 λdt.



with q = q − q(1 − The recursion above simplifies to the ODE (65). Therefore, the joint payoff generated by the policy RS in states such that p1 = p2 = q is A(q) under both the assumptions of indivisible and divisible resources. See Bellman (1957) Chapter 8, or Presman and Sonin (1990).
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payoff to the policy RS. Letting ∆ → 0 in (64) and simplifying45 gives the following ordinary differential equation for A(q): qλ(1 − q) A0 (q) + 2(qλ + r) A(q) = 2sr + 2qλ [rh + g + V ∗ (q)] .



(65)



Notice that when integrating the right-hand side, because it includes the function V ∗ (q) which is defined piecewise, the single-agent threshold p∗ will matter. From the above equation we can see that if neither risky arm ever produces a success and the policy RS is played forever, so that eventually p → 0, then we have A(0) = s. Conversely, if both risky arms were known to be good and the policy RS were nevertheless (mistakenly) implemented, r (g − s), where the second term reflects the loss if would generate the payoff A(1) = 2 g − r+λ incurred from waiting for the first success before activating both risky arms continually. For q ≤ p∗ , we obtain the solutions:   2r (1 − q)λ AC1 (q) = s + q g 1 + + (1 − q)2 (Ω(q)) λ C1 , λ + 2r where C1 ∈ R is a constant of integration. Requiring AC1 (0) = s gives C1 = 0. For q ≥ p∗ , we obtain the solutions:   qλ (1 − q)λ AC2 (q) = s + q g 1 + +2 [V ∗ (q) − s] λ + 2r λ+r    2r qλ (1 − q)λ − qg−s 1+ + (1 − q)2 (Ω(q)) λ C2 , λ+r λ + 2r where C2 ∈ R is a constant of integration. Observe that the term V ∗ (q) − s equals zero when q = p∗ . Imposing the boundary condition AC2 (p∗ ) = AC1 (p∗ ) gives 1 C2 = (1 − p∗ )2







1 Ω(p∗ )



 2r λ



p∗ λ λ+r







(1 − p∗ )λ p g−s 1+ λ + 2r ∗







 .



In summary, we obtain the following expression for A(q), the joint payoff under the policy RS when p1 = p2 = q:     s + q g 1 + (1−q)λ p∗ ≥ q,  λ+2r            (1−q)λ qλ s + q g 1 + + 2 λ+r [V ∗ (q) − s] p∗ ≤ q. λ+2r (66) A(q) =      qλ   − λ+r q g − s 1 + (1−q)λ  λ+2r     r 2       ∗ ∗ Ω(q) λ  p λ 1−q ∗ g − s 1 − (1−p )λ  + p  λ+r λ+2r 1−p∗ Ω(p∗ ) 45



V



∗



Substituting lim∆→0 p1∆ = lim∆→0 p2∆ = q − q(1 − q)λdt, using Taylor series expansions about q for and A(p1∆ ), and eliminating terms in o(dt).



(p1∆ )
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E.2.1



Bellman Equation in the Symmetric Case



We now specialise the Bellman equation for the planner’s problem in the case where p1 = p2 = q. For the sake of exposition, let us assume that resources are divisible, and time is continuous. The Bellman equation for the symmetric case is (67) v(q) = q g +



 qλ  g + V ∗ (q) − v(q) − (1 − q) v 0 (q) r    qλ  ∗ 0 + max s , q g + g + V (q) − v(q) − (1 − q) v (q) . r



where v(q) ≡ u(q, q) denotes the joint payoff. Observe that (67) corresponds to (13) when p1 = p2 = q. Setting the terms in the curly bracket equal to one another gives the condition (14). In the symmetric case, the Bellman equation can be derived as follows. The social payoff under the regime RS is (68)



r s dt + 2 q



λ λ dt [r h + g + V ∗ (q)] + (1 − 2 q dt − r dt) u(q 0 , q 0 ), 2 2



where q 0 = q − q(1 − q) λ2 dt. It is convenient to interpret this payoff in the context of divisible resources. Over the short interval of length dt, one unit of resources is allocated to the safe arm. The other unit is divided evenly between the two risky arms. Each arm produces a success with probability qλdt/2 over the short time interval dt. If neither produces a success, payoffs are discounted by r dt and the players’ beliefs are updated to q 0 . We use a Taylor series expansion about q for u(q 0 , q 0 ). Observing that in the symmetric case, we must have u1 (q, q) = u2 (q, q) under the planner policy, we substitute v(q) ≡ u(q, q) and v 0 (q) ≡ u1 (q, q). Simplifying, we have that the joint payoff under the regime RS is (69)



s+qg+



 qλ  g + V ∗ (q) − v(q) − (1 − q) v 0 (q) . r



Conversely, the joint payoff under the regime RR is 2 q λ dt [r h + g + V ∗ (q)] + (1 − 2 qλ dt − r dt) u(q 0 , q 0 ), where q 0 = q − q(1 − q)λdt. The main differences with (68) are as follows. No resources are allocated to the safe arm, so no safe flow payoff is collected. Conversely, each arm produces a success with double the probability over the short time interval dt. In the absence of a success, the players’s beliefs decay at twice the rate. Simplifying, the joint payoff under the regime RR is (70)



2qg + 2



 qλ  g + V ∗ (q) − v(q) − (1 − q) v 0 (q) . r



The Bellman equation follows from (69) and (70).
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Joint payoff under the policy RS when pi 6= pj .



E.3



As long as the posterior beliefs differ, the regime RS prescribes that the planner activates the arm most likely to produce a success together with the safe arm. Once the beliefs are equalised, the policy prescribes alternating between the risky arms, producing the joint payoff A(q) described in the previous section. Given the belief p0 ∈ (0, 1)2 with p10 > p20 (the case p10 < p20 is obtained by symmetry), the expected joint payoff from the policy RS is therefore given by (71) U



RS



(p10 , p20 )



=



p10



t



Z 0



h i ˜1 ˜1 ˜1 e−λt λ s (1 − e−rt ) + e−rt rh + g + V ∗ (p20 ) dt˜1    + p10 e−λt + 1 − p10 s (1 − e−rt ) + e−rt A(p20 ) ,



where t is chosen such that p1t = p20 , i.e. e−λt = Ω(p10 )/Ω(p20 ). Simplifying the expression above gives (72)



U



RS



(p10 , p20 )



=



p10 g



2



+s+G



(p10 , p20 )



1 − p10 + 1 − p20







Ω(p10 ) Ω(p20 )



 λr







 A(p20 ) − p20 g − s − G2 (p20 , p20 ) .



Differentiating with respect to the first argument gives (73)  r  1 µ + p1 1 − p1 Ω(p1 ) λ  RS 1 2 ∗ 2 2 2 2 2 2 U1 (p , p ) = g+ (V (p )−s)− 1 A(p ) − p g − s − G (p , p ) 1+µ p (1 − p1 ) 1 − p2 Ω(p2 ) =g+



 V ∗ (p2 ) − s µ + p1  1 + p g + s − U RS (p1 , p2 ) , 1 1 1 1−p p (1 − p )



Observe that, since U RS (p1 , p2 ) > p1 g + s, we have that U RS (p1 , p2 ) is strictly increasing in p1 on [p∗ , 1). Differentiating with respect to the second argument gives (74)



E.4



U2RS (p1 , p2 )



  p2 + µ µ p1 g 1 RS 1 2 + p g+ s − U (p , p ) = 1 − p2 p2 (1 − p2 ) 1+µ  µ   1 − 2 p2 1 V ∗ (p2 ) 1 − p1 Ω(p1 ) + g − s + . 1 − p2 Ω(p2 ) 1 − p2 1+µ 1 − p2



Joint payoff under the policy RR.



RR denotes the policy whereby at any posterior belief the planner activates both risky arms. Fix p ∈ (0, 1)2 and fix t > 0. Suppose that at x ∈ [0, t), player i’s risky arm produces a success. Then it is optimal for the planner to henceforth activate player i’s risky arm indefinitely, and adopt the single-agent policy on the two remaining arms. Therefore the expected joint payoff
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from implementing the policy RR on [0, t) is given by (75) U



RR



(p10 , p20 )



=



p10 p20



Z 0



+ p10 + p20



t



 e−2λx λ e−rx 2rh + 2g + VG (p2x ) + VG (p1x ) dx Z  t −λx −rx  2 1 − p0 e λe rh + g + VB (p2x ) dx 0 Z t   1 − p10 e−λx λ e−rx rh + g + VB (p1x ) dx 0    + p10 e−λt + 1 − p10 p20 e−λt + 1 − p20 e−rt U RR (p1t , p2t ),



 r+λ where VG : [0, 1] → R, defined by VG (pi ) = g + (s − g) Ω(pi )/Ω(p∗ ) λ if pi > p∗ and VG (pi ) = s if pi ≤ p∗ , is the payoff from applying the single-agent policy to player i’s risky arm and the safe arm, when the posterior belief about player i’s risky arm is pi and when that arm is in fact good, r and VB : [0, 1] → R, defined by VB (pi ) = s Ω(pi )/Ω(p∗ ) λ if pi > p∗ and VB (pi ) = s if pi ≤ p∗ , is its analogue when Ri is in fact bad.46 The right of (75) includes functions that are defined piecewise, so p∗ will matter when integrating. Suppose first that p0 ∈ (p∗ , 1)2 and fix t ≥ 0 such that pt ∈ (p∗ , 1)2 . Simplifying (75) gives (76) U



RR



(p10 , p20 )



=



r  Ω(p10 ) λ ∗ 1 1 V (p ) − p g t t Ω(p1t )  r  p10 − p1t 1 − p20 Ω(p20 ) λ 2 + p0 g + V ∗ (p2t ) − p2t g 1 2 2 1 − pt 1 − pt Ω(pt )  r  1 − p10 1 − p20 Ω(p10 ) λ RR 1 2 1 2 U (p , p ) − p g − p g . + t t t t 1 − p1t 1 − p2t Ω(p1t )



p10 g



p2 − p2t 1 − p10 + 0 1 − p2t 1 − p1t







Suppose now that p0 ∈ (p∗ , 1) × (0, p∗ ] and fix t ≥ 0 such that p1t ≥ p∗ . Simplifying (75) gives   λ p20 (s − g) λ (1 − p20 ) s (77) U = g+ + 2λ + r λ+r  r  p20 − p2t 1 − p10 Ω(p10 ) λ 2 + p0 g + V ∗ (p1t ) − p1t g 2 1 1 1 − pt 1 − pt Ω(pt ) r       λ p2t (s − g) λ (1 − p2t ) s 1 − p10 1 − p20 Ω(p10 ) λ RR 1 2 1 2 + U (pt , pt ) − pt g + + − pt g 2λ + r λ+r 1 − p1t 1 − p2t Ω(p1t ) RR



(p10 , p20 )



p10



The first line is the expected join payoff if the first success occurs on player 1’s risky arm, in which case the policy RR prescribes that the planner activates player 1’s risky arm and the safe arm indefinitely. If player 2’s risky arm is good, this induces a social loss of s − g, if player 2’s risky arm is bad, this induces a social gain of s. The second line gives the payoff if the first success occurs on player 2’s risky arm, and the last line if neither arm produces a success on [0, t). 46



Observe that V ∗ (pi ) = pi VG (pi ) + (1 − pi ) VB (pi ) for every pi ∈ [0, 1].
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Finally, suppose that p0 ∈ (0, p∗ ]2 and fix t ≥ 0. Simplifying (75) gives U



(78)



RR



(p10 , p20 )



RR



=u



(p10 , p20 )



1 − p10 1 − p20 + 1 − p1t 1 − p2t







Ω(p10 ) Ω(p1t )



 λr



 U RR (p1t , p2t ) − uRR (p1t , p2t ) ,



where RR



(79) u



    λ p2 (s − g) λ (1 − p2 ) s λ p1 (s − g) λ (1 − p1 ) s 2 (p , p ) = p g + +p g+ + + 2λ + r λ+r 2λ + r λ+r 1



2



1



is the payoff from implementing the policy RR indefinitely, and can be obtained by evaluating (75) when p0 ∈ (0, p∗ ]2 and t → ∞.



E.5



Social planner solution



We can now determine the optimal regime change from RR to RS in the planner problem. We guess the form of the optimal planner policy, then verify that the induced payoff indeed satisfies the Bellman equation.



E.5.1



Guess for the optimal policy, and induced payoff



Since limp→0 A(p) > 0 = U RR (0, 0), for beliefs sufficiently close to (0, 0) the regime RS is optimal. Since U RR (1, 1) = 2 g > U RS (1, 1), for beliefs sufficiently close to (1, 1) the regime RR is optimal. We guess that the optimal planner policy is a cut-off policy: for every p0 ∈ (0, 1)2 , conditional on no success, there exists a tU (p0 ) ≥ 0 such that implementing RR on [0, tU (p0 )) and RS on [tU (p0 ), ∞) maximises the joint welfare.47 Consider a prior p0 ∈ (0, 1)2 such that RR is optimal. Substituting in (75) gives that a regime change at date tU ≥ 0 from RR to RS is optimal if and only if tU solves  (80)



max tU ≥0



p10 p20



Z 0



tU



 e−2λx λ e−rx 2rh + 2g + VG (p2x ) + VG (p1x ) dx Z   tU −λx −rx e λe rh + g + VB (p2x ) dx + p10 1 − p20 0 Z tU   + p20 1 − p10 e−λx λ e−rx rh + g + VB (p1x ) dx 0







+ p10 e−λtU + 1 − p10



   p20 e−λtU + 1 − p20 e−rtU U RS (p1tU , p2tU ) ,



where U RS (p1tU , p2tU ) is defined in (72). Taking a first-order condition with respect to tU (the second-order condition is satisfied) and simplifying gives (p1tU λ + p2tU λ + r) U RS (p1tU , p2tU ) + p1tU λ(1 − p1tU ) U1RS (p1tU , p2tU ) + p2tU λ(1 − p2tU ) U2RS (p1tU , p2tU )     = p1tU λ rh + g + V ∗ (p2tU ) + p2tU λ rh + g + V ∗ (p1tU ) , 47



To lighten notation, let us suppress the dependence on p0 .
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where UiRS denotes the derivative of U RS with respect to its ith argument, i ∈ {1, 2}. Rearranging,   (p1tU λ + r) U RS (p1tU , p2tU ) + p1tU λ(1 − p1tU ) U1RS (p1tU , p2tU ) − p2tU rg − p1tU λ rh + g + V ∗ (p2tU )   = p2tU λ g + V ∗ (p1tU ) − U RS (p1tU , p2tU ) − (1 − p2tU ) U2RS (p1tU , p2tU ) , Substituting U RS from (72) and U1RS from (73) on the left-hand side, and simplifying, gives (81)



  s r − p2tU g r = p2tU λ g + V ∗ (p1tU ) − U RS (p1tU , p2tU ) − (1 − p2tU ) U2RS (p1tU , p2tU ) .



Without loss of generality let us restrict attention to beliefs p1 ≥ p2 . The equation above describes a curve, p2 = BU (p1 ), which partitions into two subsets the set of beliefs {p ∈ [0, 1]2 | p1 ≥ p2 }. These two subsets are illustrated in Figure 7 in Section 6. Observe that if p1 < 1 then p∗ < BU (p1 ). Thus, the optimal regime change from RR to RS occurs before either player’s posterior belief reaches the single-agent threshold. Consequently, from (76), the planner value when p0 is such that p20 ∈ [p10 , BU (p10 )] is (82) U(p10 , p20 ) = p10 g + p20 g p2 − p2tU 1 − p10 + 0 1 − p2tU 1 − p1tU



Ω(p10 ) Ω(p1tU )



!µ



p1 − p1tU 1 − p20 + 0 1 − p1tU 1 − p2tU



Ω(p20 ) Ω(p2tU )



!µ



1 − p10 1 − p20 + 1 − p1tU 1 − p2tU



V ∗ (p1tU ) − p1tU g







V ∗ (p2tU ) − p2tU g







Ω(p10 ) Ω(p1tU )



!µ  U RS (p1tU , p2tU ) − p1tU g − p2tU g ,



where tU satisfies p2tU = BU (p1tU ) and where U RS is defined in (72). When p0 is such that p20 ≤ BU (p10 ) ∧ p10 , the planner value is given by U(p10 , p20 ) = U RS (p10 , p20 ). The first line in (82) gives the joint payoff if the planner were to activate both risky arms indefinitely. The last line gives the increase in payoff resulting from changing the policy from RR to RS at date tU when the posterior belief reaches the boundary p2tU = BU (p1tU ), conditional on neither arm producing a success on [0, tU ). The second line gives the increase in payoff if player 2’s risky arm produces a success on [0, tU ) but player 1’s does not, in which event the planner activates 2’s risky arm indefinitely and adopts the single-agent policy on the remaining two arms.



E.5.2



Verification



Finally, we verify that the planner value function satisfies the Bellman equation (13). Without loss of generality we assume that p1 ≥ p2 . For p2 ≤ BU (p1 ), the regime RS is optimal, and the planner value U equals the payoff U RS
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that satisfies the following recursion, obtained by adapting (71). Z t h i ˜1 ˜1 ˜1 RS 1 2 1 e−λt λ s (1 − e−rt ) + e−rt rh + g + V ∗ (p20 ) dt˜1 (83) U (p0 , p0 ) = p0 0    + p10 e−λt + 1 − p10 s (1 − e−rt ) + e−rt U RS (p1t , p20 ) . Taking the limit as t ↓ 0, using a Taylor series expansion about p10 for U RS (p1t , p20 ), and simplifying gives  p1 λ  g + V ∗ (p2 ) − U RS (p1 , p2 ) − (1 − p1 ) U1RS (p1 , p2 ) . r Therefore, the planner value satisfies the Bellman equation (13) if and only if (84)



U RS (p1 , p2 ) = s + p1 g +



(85)



s > p2 g +



 p2 λ  g + V ∗ (p1 ) − U RS (p1 , p2 ) − (1 − p2 ) U2RS (p1 , p2 ) r



Substituting the expressions for U RS and U2RS from (72) and (74) on the right-hand side, we find, after using some algebra and imposing a series of bounds, that the right-hand side is a strictly increasing function of p1 for every p2 ≤ BU (p1 ). This, together with the definition of the boundary p2 = BU (p1 ) in (81), implies that (85) is satisfied for every p2 ≤ BU (p1 ). Thus, we have shown that RS is the optimal policy below the boundary. It remains to show that the regime RR is optimal for p2 ∈ [BU (p1 ), p1 ]. But this follows from the optimisation problem in (80). Thus, the planner policy κ∗ is optimal, and we have proved Theorem 4.



E.6



Implementing the Planner Solution



Suppose p10 = p20 = q with q ≤ BU (q), so that the regime RS is optimal. Let RS i denote the policy where over the time interval [0, ∆) player i activates the safe arm player j her risky arm, then over the time interval [∆, 2∆) player j activates the safe arm player i her risky arm. Thus, the policy RS i is indexed by the player who activates the safe arm first. Over the time interval [0, 2∆), the planner can implement either RS 1 or RS 2 , as both generate the same social payoff. However, the players’ individual payoffs may differ. We let z(q) denote the transfer made by the player who activates the safe arm first to the player who activates the safe arm second. The transfer implements the social planner policy if a player is indifferent between activating the safe arm first while paying the transfer, and activating her risky arm first while receiving the transfer. Let us derive the players’ payoffs under this transfer scheme. Adapting the argument leading up to the expressions (62) and (63), we have that player i’s payoff under the policy RS i , net of the transfer z(q), is   λ  (86) V ∗ (pi0 ) − s −z(q) + s + pj0 1 − e−(λ+r)∆ h λ + r  i +(pj0 e−λ∆ + 1 − pj0 ) e−r∆ pi0 g 1 − e−(λ+r)∆ − s +(pi0 e−λ∆ + 1 − pi0 )(pj0 e−λ∆ + 1 − pj0 ) e−2r∆
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1 A∆ (pi∆ , pj∆ ), 2



while player j’s payoff under the policy RS i , in addition to the transfer z(q), is   (87) z(q) + pj0 g 1 − e−(λ+r)∆    λ  ∗ j j −λ∆ j i −r∆ −(λ+r)∆ s + p0 +(p0 e + 1 − p0 ) e V (p∆ ) − s 1 − e λ+r   j −λ∆ j j i −λ∆ i −2r∆ 1 i +(p0 e + 1 − p0 )(p0 e + 1 − p0 ) e A∆ (p∆ , p∆ ) − s . 2 It is easy to verify that these sum up to (64). Setting them equal gives an expression for the optimal transfer scheme. Using p10 = p20 = q and simplifying, we have that  λ 2z(q) = s + q (V ∗ (q) − s) − q g λ+r   λ (V ∗ (q∆ ) − s) +(q e−λ∆ + 1 − q) e−r∆ q∆ g − s − q λ+r   × 1 − (q e−λ∆ + 1 − q)e−r∆ , where q∆ := q e−λ∆ /(q e−λ∆ + 1 − q). We show that the expression above is non-negative if and only if q ≤ p∗ . To this end, we focus on the term in square brackets. Using a Taylor series expansion about ∆ = 0, that term can be approximated by     λ λ ∗ ∗0 (q λ + r) ∆ s + q (V (q) − s) − q g − q (1 − q) λ ∆ q V (q) − g , λ+r λ+r where substituting V ∗0 (q) =



(λ+r) g λ(1−q)



q λ+r ∗ − V ∗ (q) q (1−q) λ and using p =







λ ((r + λ) g − λ s) (p − q) 1 − q λ+r ∗



establishing the claim.
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µs µg+g−s



 ,



gives



Figure 11: The payoff S1 (p1 , p2 ), defined in (9), plotted as a function of p1 , for p2 = 0.51 and (s, h, λ, r) = (1, 1, 2, 1) .



Figure 12: The payoff S1 (p1 , p2 ), defined in (9), plotted as a function of p2 , for p1 = 0.53 and (s, h, λ, r) = (1, 1, 2, 1) .
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Figure 13: The payoff R1 (p1 , p2 ), defined in (10), plotted as a function of p1 , for p2 = 0.51 and (s, h, λ, r) = (1, 1, 2, 1) .
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