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Abstract We give the rate of convergence in the strong law of large numbers for pairwise positive quadrant dependent random variables and contemporaneous functions of these variables. Several examples of applications are given. AMS Subject Classification: 60F15. Key Words: Associated Random Variables, Markov Chain, Positive Quadrant Dependence, Rate of Convergence, Stochastic Equicontinuity.
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Statement of Results



We give the rate of convergence for the strong law of large numbers (SLLN) for positive quadrant dependent (PQD) random variables and their functions. The rate of convergence is not optimal, but is based on weak assumptions. Basically, we give the rate of convergence in Birkel (1988, Theorem 1) SLLN and extend the result to some functions of pairwise PQD random variables. Birkel (1988, Theorem 2) also gives the SSLN for associated random variables. In this case, Louhichi (2000) gives rates of convergence for Birkel’s SLLN. While Louhichi’s results are more general, as she also considers the infinite second moment case, the method of proof requires the condition of association (see her Lemma 2, which is Theorem 2 in Newman and Wright, 1981). Association is stronger than pairwise PQD, but under this stronger condition she derives sharp ∗ Running
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results. In the case of pairwise PQD it does not seem possible to derive such sharp results, as not enough information is provided as opposed to association (see Newman, 1984, Joe, 1997, for definitions of these dependence concepts). The result in Birkel (1988, Theorem 1) is based on a theorem of Etemadi (1983). The results derived here are based on a Tauberian theorem whose elementary proof is given by Walk (2005). In order to restrict the decay in dependence, the present research as well as the papers mentioned above only consider covariances. Conditions based on covariances only are easy to check for most common statistical and econometric models. On the other hand, as remarked in Doukhan and Louhichi (1999) mixing conditions are diﬃcult to check in practice. Already in the case of linear processes, the proofs of Gorodetskii (1977) and Withers (1981) show that this is the case. There is an abundance of recent results pertaining to various aspects of positive and negatively associated processes and some bear relations to the ones presented here (inter alia, Wang and Tang, 2004, Wang, 2004, Liang, 2000, Louhichi, 2000, 2003, and references therein; see also Bulinski and Suquet, 2001, in the case of random fields). However, besides some early references (e.g. Birkel, 1988), recent results specifically dealing with PQD random variables are not very common (e.g. Louhichi, 1999, establishes Rosenthal’s type inequalities for a class of PQD random variables). Throughout the paper we use the following notation: for two sequences a := an and b := bn , a . b means that there is an absolute finite constant c such that a ≤ cb, while a ³ b means



that a . b and b . a.



1.1



Basic Result



We have a SLLN under the following condition. Condition 1 (Xj )j∈N is a sequence of random variables with values in R, such that for some δ ∈ (0, 1]



∞ X V ar (X1 + ... + Xn ) < ∞, n2+δ n=1



(1)



sup E |Xi | < ∞



(2)



Pr (Xi > s, Xj > t) ≥ Pr (Xi > s) Pr (Xj > t)



(3)



i≥1



and



for ∀s, t ∈ R and ∀i, j ∈ N. If Xi and Xj satisfy (3), then they are said to be positive quadrant dependent (PQD), which is quite a general positive dependence condition. This is the rate of convergence. 2



Theorem 2 Under Condition 1, ³ ´ 1X a.s. (Xj − EXj ) = o n−1/4+δ/4 . n j=1 n



Proofs are deferred to Section 2.



1.2



Remarks on Theorem 2



When δ = 1, (1) is equivalent to



P∞



j=1



j −2 V ar (Xj , X1 + ... + Xj ) < ∞, which is (i) in Theorem



1 in Birkel (1988). To compare (1) with alternative conditions, Louhichi (2000) gives a rate of convergence of order almost as good as n−1/2 for associated series whose partial sum has variance growing linearly. In the case of existence of a second moment only, Rio (2000, Corollary 3.1, ¢ ¡ p. 54) gives a convergence rate O n−1/4 under summable strong mixing coeﬃcients, implying linear growth of the variance of the partial sum. Under the same linear growth condition on



the variance when random variables satisfy (3), Theorem 2 gives a rate of convergence which is ¢ ¡ almost as good as O n−1/4 , but no mixing condition is used. This is considerably worse than



Louhichi (2000, Corollary 1), but (3) is a pairwise condition which does not pertain to the whole joint dependence of the sequence as in the case of association. Example 3 Recall that X := (X1 , ..., Xn ) is (positively) associated if Cov (f (X) , g (X)) ≥ 0 for any componentwise non-decreasing functions f and g. For example, this implies but is not implied by Pr (Xi ≥ xi |Xj ≥ xj ) ≥ Pr (Xi ≥ xi ) for any i, j, k ∈ {1, ..., n}.



Theorem 2 applies to long memory sequences. Suppose V ar (X1 + ... + Xn ) . n2− for some > 0. Then,



∞ ∞ X V ar (X1 + ... + Xn ) X −( . n n2+δ n=1 n=1



which is finite if ( + δ) > 1. For



+δ)



,



∈ (0, 1) the series exhibits long memory in the sense that the



variance of their partial sum grows strictly faster than linear in n. When δ = 1, we can actually allow for V ar (X1 + ... + Xn ) . n2 / (ln n)1+ .
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1.3



Examples and Applications



We give a few examples concerning PQD random variables and compare them with associated random variables. Example 4 Suppose Xj =



P∞



s=0



θs Zj−s , where the coeﬃcients (θs )s≥0 take non-negative values



and (Zj )j∈Z is iid with mean zero and variance σ 2 . It is not diﬃcult to find cases when (Xj )j∈Z ³P ´ n is not strong mixing even when V ar j=1 Xj = O (n) (e.g. Example 6.2 in Bradley, 1986). ´ ³ ´ ³P n = O n2 / (ln n)1+ for some > 0, (1) is satisfied On the other hand, when V ar j=1 Xj (for δ = 1) and we also claim that (3) is satisfied. In fact, Xj and Xj−s are positively associated



j := (Zj−q , ..., Zj ) (for q ∈ N) is a vector of independent for any s. To see this, note that Zj−q



random variables, hence it is positively associated. Taking q → ∞, it follows that any MA process with independent innovations and non-negative coeﬃcients is associated because Xj and Xj−s are non-decreasing functions of an associated vector. Any nondecreasing function of an associated vector is also associated (e.g. Esary et al., 1967). The same reasoning works also for ˜ + := P∞ max {θs , 0} Zj−s and not necessarily positive (θs )s≥0 if we apply the conditions to X j s=0 P∞ − + ˜ ˜ −. ˜ Xj = − s=0 min {θs , 0} Zj−s separately once we notice that Xj = Xj − X j In the previous examples, the processes satisfy the stronger condition of association, which



always implies the pairwise PQD condition (Joe, 1997, for further details). However, the other way around is not true even for some simple processes. Example 5 Suppose (Xj )j∈Z is a stationary first order Markov chain. Suppose that for any x2 and x1 Pr (X2 ≤ x2 |X1 ≤ x1 ) ≥ Pr (X2 ≤ x2 ) .



(4)



Then, (Xj )j∈Z satisfies (3), but is not necessarily associated. To see that (3) is satisfied note that for s > 0, Pr (Xj ≤ xj , ..., Xj−s+1 ≤ xj−s+1 |Xj−s ≤ xj−s ) = Pr (Xj ≤ xj |Xj−1 ≤ xj−1 ) · · · Pr (Xj−s+1 ≤ xj−s+1 |Xj−s ≤ xj−s ) ≥ Pr (Xj ≤ xj ) · · · Pr (Xj−s+1 ≤ xj−s+1 ) , by stationarity, applying (4). Hence, Pr (Xj ≤ xj |Xj−s ≤ xj−s ) ≥ Pr (Xj ≤ xj ) , setting (xj−1 , ..., xj−s+1 ) = (∞, ..., ∞). Multiplying both sides of the above display by Pr (Xj−s ≤ xj−s ) it follows that (3) holds because j and s were arbitrary. The same result holds for s < 0. To see 4



this, it is suﬃcient to note that (4) implies Pr (X1 ≤ x1 |X2 ≤ x2 ) ≥ Pr (X1 ≤ x1 ) and that for any n ∈ Z, (Xn−j )j∈Z is also a Markov chain (given the present, past and future are independent). The same argument can be extended to higher order Markov chains. Below, we describe the more interesting application to contemporaneous functions of random variables.



1.4



Laws of Large Numbers for Contemporaneous Functions of Random Variables



Doukhan and Louhichi (1999) have suggested to look at the covariance of some classes of test functions in order to derive their weak dependence condition. Instead of convergence in terms of mixing conditions that are based on sigma algebras, they consider convergence in the sense of ergodic properties of a sequence of random variables with respect to some class of functions. Using the same idea, we might consider F to be a class of functions with respect to which (Xj )j∈N satisfies the following



∞ X V ar (f (X1 ) + ... + f (Xn )) < ∞, f ∈ F. n2+δ n=1



(5)



By a suitable choice of F, (5) could be bounded in terms of the weak dependent coeﬃcients of Doukhan and Louhichi (1999). However, since we are only interested in pairwise covariances, we can follow a special, but more direct approach. In the following, let |f 0 |∞ be the essential supremum of the absolute value of the first derivative of f . Theorem 6 Under Condition 1: (1.) if |f 0 |∞ < ∞, then,



¯ ¯ ¯ X ¯ ¯1 n ¯ a.s. ³ −1/4+δ/4 ´ ¯ ¯ (1 − E) f (X ) ; j ¯ = o n ¯n ¯ j=1 ¯



(2.) if |f 0 |∞ . n(1−δ)/2 , then,



We give an example.



¯ ¯ ¯ X ¯ ¯1 n ¯ a.s. ¯ (1 − E) f (Xj )¯¯ = o (1) . ¯n ¯ j=1 ¯



Example 7 Suppose Condition 1 is satisfied. Suppose (Xj )j∈N has stationary marginal density function g, and f is a density function with bounded first derivative. Define gˆh (t) := P (nh)−1 nj=1 f ((Xj − t) /h) to be a kernel density estimator for g (t) with h → 0 and h/n → 0. To 5



show pointwise strong consistency of gˆ (t), in addition to some approximating properties of the kera.s.



gh (t)| → 0 nel for the unknown function g (Bochner Lemma), we need an SLLN, i.e. |ˆ gh (t) − Eˆ as n → ∞, and h → 0. Since h−1 f (x/h) has derivative of order h−2 , by Theorem 6, the SLLN ¢ ¡ holds as long as h = O n−(1−δ)/4 . The condition on h is very strong, but to the author’s knowledge there is no published result on strong consistency of kernel estimators of strongly dependent sequences under simple conditions on the variance of the partial sum. Note that mixing conditions are avoided. The pointwise strong convergence could be turned into strong convergence uniformly in f ∈ F, where F is some class of functions, if additional conditions were used. For example, Andrews (1992) suggests to strengthen pointwise convergence to uniform convergence by strong stochastic equicontinuity. A more general and simpler approach is to use bracketing numbers (e.g. van der Vaart and Wellner, 2000, ch.2.1) rather than stochastic equicontinuity. Unfortunately, in our setup we would need the bracketing functions of the set F to belong to F, which is not the case in general. Details are standard and are left to the interested reader. However, we give a simple example, assuming a stochastic equicontinuity condition, where we show that rates of convergence are indeed useful. Example 8 Suppose F is a class of functions with bounded first derivatives. Suppose that for any



> 0 and n there exists an N ∈ N and {f1 , ..., fN } ∈ F such that ¯ ¯ ¯ X ¯ ¯1 n ¯ a.s. ¯ (f (Xj ) − fi (Xj ))¯¯ ≤ , min sup i∈{1,...,N } f ∈F ¯¯ n ¯ j=1



(6)



where N → ∞ as n → ∞, i.e. F is not totally bounded as n → ∞ (under the sup norm). In this case, under first moment assumptions, ¯ ¯ ¯ ¯ ¯ ¯ ¯ X ¯ X ¯ X ¯ ¯ ¯ ¯1 n ¯1 n ¯1 n ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ (1 − E) f (Xj )¯ ≤ max ¯ (1 − E) fi (Xj )¯+2 min sup ¯ (f (Xj ) − fi (Xj ))¯¯ sup ¯ n n n i∈{1,...,N } i∈{1,...,N } f ∈F ¯ j=1 f ∈F ¯ j=1 ¯ j=1 ¯ ¯ ¯ (7) Then, under Condition 1, using (7) and (6), and Theorem 6, ¯ ¯ ¯ X ¯ ¯1 n ¯ a.s. (1 − E) f (Xj )¯¯ = o (1) sup ¯¯ f ∈F ¯ n j=1 ¯



¢ ¡ if N = O n1/4−δ/4 . If F is the class of polynomials of order N over a bounded interval, the above conditions are satisfied. This would be the case of estimators based on the method of sieves.
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Technical Details



The previous results are based on the following. 6



Lemma 9 Suppose (Xj )j∈N is a sequence of random variables with values in R satisfying (1) for some δ ∈ (0, 1], and such that inf (Xj − EXj ) > −∞.



j∈N



Then,



(8)



³ ´ 1X (Xj − EXj ) = o n−1/4+δ/4 . n j=1 n



Remark 10 An interesting feature of Lemma 9 is that it trivially applies to negative correlated random variables whenever a lower bound exists. The results in the previous section stated that the lower bound can be avoided if we consider pairwise PQD random variables. The proof of Lemma 9 uses a known Tauberian theorem, Lemma 11 (stated next). Lemmata 9 and 11 are proved in Walk (2005) without deriving rates of convergence (as the result is stated for δ = 1 only, where δ is as in (1)). For completeness, we shall prove both in order to derive the convergence rate. Lemma 11 Suppose (aj )j∈N is a sequence of real numbers such that inf j∈N aj ≥ −c, c > 0, and such that



∞ X (a1 + ... + an )2 


for some δ ∈ [0, 1] Then,



n X aj j=1



n



(9)



´ ³ = o n−1/4+δ/4 .



Proof. By the Kronecker Lemma, ∞ X (a1 + ... + an )2 < ∞, n2+δ n=1



implies 1 n2+δ



n X j=1



(a1 + ... + aj )2 → 0.



By the standard l2 inequality, ⎛



⎞ ⎛ ⎞1/2 n n X X 1 1 ⎝ xj ⎠ ≤ ⎝ x2 ⎠ , ∀xj ∈ R, n j=1 n j=1 j 1 n(3+δ)/2



n X j=1



⎛



⎞ n X ⎝1 (a1 + ... + aj )⎠ n j=1



1 n(1+δ)/2 v uµ ¶ X n u 1 1 ≤ t 1+δ (a1 + ... + aj )2 → 0. n n j=1



(a1 + ... + aj ) =



7



(10)



We shall proceed as in Walk (2005, proof of Lemma 1). Define tn := Then, using the fact that aj ≥ −c, c > 0, for k ≥ 1, wn+k − wn



n+k X



=



j=n+1



wn − wn−k



= ktn −



Pn



j=1



aj , wn :=



Pn



j=1 tj .



(tj − tn ) + ktn ≥ −k2 c + ktn n X



j=n−k+1



(tn − tj ) ≤ +k 2 c + ktn ,



because n+k X



j=n+1



and similarly for



(tj − tn ) = an+1 + Pn



j=n−k+1



n+k X



j=n+2



(an+1 + ... + aj ) ≥ −ck (k + 1) /2 > −k 2 c



(tn − tj ). Hence,



wn − wn−k k tn wn+k − wn k − c≤ ≤ + c. nk n n nk n ¥√ ¦ σ n , where bσn c is the integer part Define σ n := max {|wj | : j = 1, ..., 2n} and kn := k = 1 +



of σ n . Since for j = 1, ..., 2n,



wj :=



j X i=1



³ ´ (a1 + ... + ai ) = o n(3+δ)/2



¡ ¡ ¢ ¢ by (10), then, σn = o n(3+δ)/2 , kn = o n(3+δ)/4 , and σ n /kn2 = O (1) so that kn |tn | 2σ n +c ≤ = n nkn n



µ



¶ µ ¶ ´ ³ kn 2σ n kn −1/4+δ/4 + c . = O = o n kn2 n n



Proof of Lemma 9. We have that ¯P ¯2 ¯ ∞ ¯¯ n (X − EX ) ¯ X j j j=1 E 2+δ n n=1



¯P ¯2 ¯ ∞ E ¯¯ n (X − EX ) ¯ X j j j=1



=



n=1 ∞ X



V ar (X1 + ... + Xn ) < ∞, n2+δ n=1



= which implies



¯P ¯2 ¯ ∞ ¯¯ n X j=1 (Xj − EXj )¯ n2+δ



n=1



n2+δ



< ∞, a.s..



Since inf j∈N (Xj − EXj ) > −∞, an application of Lemma 11 gives the result. Remark 12 The proof of Lemma 11 shows that we only require 1 n(3+δ)/2



n X j=1



(a1 + ... + aj ) → 0,
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which is implied by 1 n(3+δ)/2



n X j=1



|a1 + ... + aj | → 0.



(11)



By the Kronecker lemma, (11) is implied by ∞ X |a1 + ... + an | < ∞. n(3+δ)/2 n=1



(12)



Hence (12) can be used in place of (9) where δ is the same in both displays. Lemma 9 applies to random variables that are bounded from below. We can write Xj = Xj+ − Xj− , where Xj+ and Xj− are the positive and negative part of Xj and apply Lemma 9 to ¡ ¢ ¡ +¢ Xj j∈N and Xj− j∈N separately. Hence, Lemma 9 gives a SLLN when the following is satisfied ¡ ¢ ∞ X V ar X1± + ... + Xn± < ∞, n2+δ n=1



as, for the positive and negative part of Xj , (8) is satisfied by (2). Define Sn := Pn Sn± := i=1 Xi± . Then,



(13) Pn



i=1



Xi and



¡ ¢ ¡ ¢ ¡ ¢ V ar (Sn ) = V ar Sn+ + V ar Sn− − 2Cov Sn+ , Sn− ,



so that (13) implies but is not necessarily implied by (1) in Condition 1 (e.g. consider Xi = i



(−1) Z, where Z is a positive random variable with variance σ 2 ). A suﬃcient condition for (13) to be implied by (1) is Cov (Sn+ , Sn− ) ≤ 0, which implies V ar (Sn ) & V ar (Sn+ ) + V ar (Sn− ) . The following shows that (3) is suﬃcient for this purpose, implying Theorem 2. Lemma 13 Suppose (Xj )j∈N is a sequence of random variables with values in R, with finite second moment and satisfying (3). Then, Cov (Sn+ , Sn− ) ≤ 0. Proof. By the properties of the covariance of two sums, ! Ã n n X X ¡ + −¢ + − Cov Sn , Sn Xi , Xi = Cov =



X



i=1



1≤i,j≤n



i=1



¡ ¢ Cov Xi+ , Xj− .



¡ ¢ Hence, it is enough to show that Cov Xi+ , Xj− ≤ 0 for ∀i, j ∈ N. This is the case because Xi+



and −Xj− are non-decreasing functions and if Xi and Xj satisfy (3), then Cov (f (Xi ) , g (Xj )) ≥ 0 for any non-decreasing functions f and g (e.g. Newman, 1984). Hence, we only need to prove Theorem 6. Proof of Theorem 6.



If f is diﬀerentiable, then it is of bounded variation over any



arbitrary but finite interval. Any function of bounded variation can be written as the diﬀerence 9



of two monotonic functions (e.g. Dudley, 2000, Theorem 7.2.4): f = F − G, where F and G are increasing positive functions. To avoid trivialities in the notation, with no loss of generality, assume f (0) = 0. Since f is diﬀerentiable with a.s. bounded derivative f 0 , we may take F (x) := Rx 0 |f (s)| ds and G (x) := F (x) − f (x) (see the proof of Theorem 7.2.4 in Dudley, op.cit.). Since 0 f is diﬀerentiable, F and G are diﬀerentiable with derivatives F 0 and G0 . Then, G0 (x) = F 0 (x) − f 0 (x) = |f 0 (x)| − f 0 (x) , so that



We show that n−1



Pn



i=1



F 0 (x) + G0 (x) = 2 |f 0 (x)| − f 0 (x) . F (Xi ) and n−1



Pn



i=1



G (Xi ) satisfy the SLLN, implying the result. Since



(Xi )i∈Z satisfies (3), Lemma 19 in Doukhan and Louhichi (1999) gives 2



V ar (F (X1 ) + ... + F (Xn )) . |F 0 |∞ V ar (X1 + ... + Xn ) ,



(14) 2



where |F 0 |∞ is the essential supremum of F 0 . Therefore, (1) is satisfied as long as |F 0 |∞ nδ−1 = Pn O (1), where δ is as in (1). Then, apply Theorem 2 to n−1 i=1 F (Xi ) . An identical argument Pn for n−1 i=1 G (Xi ) gives the result noting that |F 0 |∞ + |G0 |∞ ³ |f 0 |∞ . Acknowledgement
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