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Abstract Because of rapid advances made in digital imaging and storage devices, significant efforts have gone into the development of sophisticated cameras for fusion plasmas. Ultra-high speed cameras are now routinely used to capture movies of both macroscopic instabilities and turbulent structures. Infrared hybrid detectors are quite wide spread to determine power loads on the fist wall and to detect hot spots on plasma facing components. Processing of such huge image databases and retrieving the hidden patterns (or features) are challenging for long pulse fusion experiments (like ITER). Intelligent access methods founded on structural pattern recognition have been proposed and developed for waveform retrieving. Similar access methods for image databases are also required to extract physical pattern or structural recognition. This paper analyses structural recognition techniques based on thresholding and attributed relational graph (ARG) methods. Results covering several applications, from hot spots detection (using IR cameras) to identification of instability structures (using fast visible cameras) are shown. The prospects of these methods on TJ-II and JET are also reviewed. Keywords: Imaging diagnostics, structural pattern recognition, thresholding, attributed relational graph



1. Introduction The rapid increase in use of both infrared and visible cameras for plasma imaging has been a significant recent development in fusion research. The visible cameras are used to capture movies of macroscopic instabilities like ELMs and turbulent structures forming in the plasma and travelling across to the edge . These cameras are also used to capture images during the gas puff and pellet experiments in which high density plasma “blobs” are transported _____ Corresponding author: Tel.: +91-79-23969031 Ext-.326; fax: +91-79-23969017 E-mail address: [email protected] (D. Raju)



across and along the magnetic surfaces. In addition, infra-red cameras are also installed to study the power loads on the first wall and capture in real time hot spots, so to contributing to the various strategies aimed at guaranteeing machine integrity. Given the compklexities of these images and the maasive use of these diagnostics, each experiment results in a huge image database. To retrieve the hidden patterns (features) from such database are, therefore, one of the issues for the present and future fusion experiments. Intelligent access methods founded on pattern recognition have been proposed and developed for waveform retrieval [1]. Similar kind of access methods based on pattern or structural recognition are also required to retrieve images from the huge database.



Among the different methods for pattern recognition, the structural approach plays an important role because pattern structure can be made explicit. Two different methods are explored for pattern recognition: (a) Thresholding based structural pattern recognition; (b) Graph based structural pattern recognition [2]. Remaining of the paper is organized as follows: section 2 describes the structural recognition techniques based on thresholding. Attributed relational graph (ARG) method is described in section 3, These sections are covering results from hot spots detection (using IR cameras) to identification of instability structures (using fast visible cameras) on TJ-II and JET experiments are shown. Conclusion and the future scope of work are discussed in section4. 2. Structural pattern recognition techniques Typically, diagnostics transform plasma physical properties into signal patterns. The patterns are recognized by the structural shape of the signals. New data retrieval methods based on structural pattern recognition have been proposed [1]. A first approach to image retrieval is the entire image technique (EIT). The pattern to search is a complete image. Outputs are the shot numbers and the time instants where similar images appear. This section discusses an EIT implementation. It has been focused on two processes: feature extraction and similarity computation. However, efficient searching mechanisms are also needed. The methods described in this paper have been applied to the images of JET KL8 fast visible camera. Due to the high dimensionality involved in image databases, it is necessary to simplify the entire image representation. To this end, a reduced set of characteristics must be extracted from the images to form the feature vectors. As a previous step to feature extraction, the image content has to be condensed to just the more relevant structures. This is accomplished by means of thresholding. 2.1. Thresholding Thresholding is a fundamental technique applied in many types of image processing. The technique looks for an adequate threshold to be applied to images in order to retain only the most significant structures. For example, the aim of thresholding for the JET visible camera images is to delete the vacuum vessel background to enhance plasma emissions. The threshold image is a binary image (pixel values are 0 or 1). It is used as a mask in



the feature extraction process. Applying the mask to an image has the effect of eliminating all pixel contents except the ones corresponding to the significant structures. Of course, the relative value of the pixels above the threshold is not altered. 2.2 Feature extraction The feature extraction process consists of extracting attributes from the image that are of distinctive nature. A bi-dimensional wavelet transform is used as feature extractor. The transform is applied to images after the thresholding process. Feature vectors are then made up of the approximation coefficients at a specific decomposition level and allow characterizing the images in a lower dimensionality space. Analysis of bi-dimensional signals is rendered much more efficient by using wavelet based methods. Due to the fact that the wavelet transform decomposition is multi-scale, images can be characterized by a set of approximation coefficients and three sets of detailed coefficients (horizontal, vertical and diagonal). The approximation coefficients represent coarse image information (they contain the most part of the image’s energy), whereas the details are close to zero (however, the information they represent can be relevant in a particular context). 2.3. Similarity measure The concept of similarity is required to compare how similar two images are. The degree of similarity between different images is based on the introduction of a suitable distance (in the mathematical sense) to be used as a proximity measure between feature vectors [1]. 2.4. Results with the KL8 JET camera An ultra high speed visible camera is in operation at JET [3]. It can be devoted to analyzing pellets, influxes and instabilities. Movies contain thousands of frames (274x300 pixel resolution) per discharge and the storage per movie can be hundreds of Mbytes. Given an entire frame, the EIT allows looking for the more similar ones within the database. Feature vectors are obtained by means of the 2D Haar wavelet transform after the thresholding process (fig. 1). In this first approach for the EIT validation, five movies with a total number of 4883 frames and a threshold value of 0.9 were used. The tests were carried out on a Windows Pentium computer with Matlab© [4] .



It can be presented as an attributed relational graph (ARG). A brief description of the segmentation and graph generation is given in the following subsection. 3.1.Quadtree segmentation and ARGs



Fig. 1. Initial image (left) and mask (right) with the most significant structures.



Approximation coefficients after a fourth level decomposition (18x19 points) provide a good enough approach to search for similar images. It should be noted that images are represented in this case by 342 attributes (only a 0.4% of the initial characteristics). Waiting time to obtain the final results is about 60 seconds. Processing time includes data reading from the disk and similarity computation of the initial pattern with all the frames. Two different similarity measures were computed: normalized inner product and Euclidean distance. Both of them yielded the same results. The initial pattern is one of the stored images and, therefore, it is always found as the most similar image. Typically, adjacent frames to the initial one are recognized as more similar. However, other similar structural images are identified with a high similarity degree. 2.5. Classification system An additional phase to optimize the searching process is required. It should be based on the creation of a classification system to speed up the search of similar images. The computation of the similarity measure for all the images in the data base is a highly inefficient process. Instead, images should be grouped into clusters according to some criterion. The similarity measure would be only computed with the feature vectors of a cluster and, therefore, search method avoids traversing the whole database [1]. 3. Attributed relational graph method Graph matching is one of the most important problems in structural pattern recognition. Graph isomorphisms are often deal with the problem of searching for the best isomorphism between two graphs. This section presents a framework for segmentation and recognition of image structures based on graph morphisms. In this approach, it is supposed that the image is composed by regions of interest (RoI) which are to be segmented and recognized. Once this RoI is selected, a quadtree segmentation is carried out. This segmentation is used to form an adjacency matrix which is constructed by the nodes and edges of segmentation.



Quadtree [5] is a recursive data decomposition method mapping the input image onto a Graph. Each tree node corresponds to an image region and has at most four children associated to four image subregions. The quadtree root node corresponds to the whole image, which is taken as the initial region. Some a priori defined criterion is evaluated to this region and, if not satisfied, the region is subdivided into four subregions, each one corresponding to the children of the root. This procedure is recursively applied to each subregion, thus leading to the formation of the quadtree (and the corresponding partitioned image). In this paper, a subdivision criterion based on the variance of the gray-levels within the region is chosen. After quadtree partitioning, each block becomes an ARG node of a graph. The ARG edges are then created to build an adjacency matrix. The relationships among the image edge features are represented by the relational graph. The eigen values and eigen vectors of the adjacency matrix of this graph provide us with measures which captures the global relationships among the edge features. Eigen values and eigen vectors are computed using the Singular Value Decomposition (SVD) techniques. 3.2 Image database and retrieval system For the database generation, a RoI for each image frame is selected and a corresponding adjacency graph is created as described above. The spectrum (i.e., eigen values and eigen vectors) of adjacency matrices corresponding to these graphs are tagged with particular name/number sequence and stored in the database so that they can easily be identified during the search. In this database, each image frame has one or more RoI, depending on the physics interest. For the image search, manual segmentation and adjacency graph generation of a query or input image is carried out. To retrieve similar looking images from the database, a spectrum of adjacency matrix is constructed. Only a few significant eigen values and the corresponding eigen vectors are usually important. It should be noted that similar objects having same positions on the images have identical eigen spectrum. However, objects that are similar but are in different locations in the images, also show almost similar eigen spectrum. In our present studies we have used 10 eigen values and corresponding eigen vectors . The similar kind of



eigen spectrum are retrieved from the database by minimizing an objective function (minimum threshold is kept 0.3) which is the least square of the eigen spectrum of the query (input) image and the database image. 3.3 Results with TJ-II fast camera image data Quadtree segmentation of image frame obtained by fast camera of TJII is recursively done with a maximum variance of 0.2 in the image subregions. Figure 2 shows an example of a 64x64 image RoI and the corresponding quadtree decomposed image with numbers showing various quads.



structural patterns from the image database. However, a better classification system is to be developed to speed up the search process. In addition, the image processing tools used for these studies are based on Matlab which is computationally very expensive and therefore future developments would be based on C++/Java. Image retrieval poses challenges such as translation of the x,y location of matching objects in other images, rotation of the object, scaling up or down in size, isolation of the object from other patterns and textures, and 3-D orientation of the object with respect to the observer. Therefore, future work includes development of a better user interface for outlining the feature of interest, finding improved ways to formulate the database query incorporating the image features having translation and rotational invariants. Acknowledgements One of the Authors (DR) would like to give a special thank to Dr. Jo Lister for some fruitful discussions on data mining.



Fig. 2. Initial image (left) and quadtree decomposition padded image (right)
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For the test purpose, total number of 19200 image frames were used. The tests were carried out on a Windows Pentium computer with Matlab©. Similar structural images are identified by minimizing the cost function as described in the above section. The total retrieval time was about 110 seconds which includes quadtree segmentation of query image, generation of adjacency matrix, eigen spectral computation and the minimization of objective function. 4. Conclusion and future scope of work Both the techniques described in this paper have potential to recognize and retrieve similar
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