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ABSTRACT Prediction is one of the powerful technique that is used in neural network for accurate prediction using back propagation technique and multilayer perceptron.



A study was



conducted to predict the board score of the students studying in any particular batch in DWIT college. Midterm score, pre-board score, assignment score, internal score, and attendance score of the students were used for prediction and the result shows that board score can be predicted with 95 percent accuracy. Keywords: Neural network, back propagation, multi-layer perceptron
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CHAPTER 1 : INTRODUCTION 1.1 Background Maintaining quality of education is one of the key factor or challenge that any academic institution must consider for its long term sustainability. Maintaining the quality of education plays key role in any academic institution in this competitive world. An institution must consider several factors for maintaining the academic performance of students. Quality of education provided by any institution can directly be linked with the academic performance performed by students of that institution. There are several factors that determine the performance of students. Students as well as the college administrator are curious about the performance of students in the board exam. Moreover, prior knowledge regarding the performance of students in coming board examination can help maintain standard or quality in education in any institution. Information beforehand regarding the weak students can help allocate necessary time to them in taking proper action to enhance or boost their performance. From the analysis of the expected outcome of the students beforehand, it can help improve the quality of education in any institution as it helps in making proper decision. There is a tendency that any academic institution is judged by the outcome of the board exam in our country. An institution as well as students are more focused on board exam. Moreover, an individual student is judged by the score he gets in board exam and his academic career is defined by the score he gets. In such a situation, a role of a 1



Student Board Score Prediction : An implementation of Neural Network tool or software that can predict the students performance or board score is incomparable both for the students as well as academic institution.



College



Administration can take necessary steps for maintaining the quality education beforehand if such tools or software are available. Moreover, such application can help them to predict what the student performance be like in board exam and based on the outcome of prediction concerned authority can take necessary and major steps to improve the performance of students. Based on some available data of students, it can help students to check how well they can do in board exam.



1.2 Problem Statement The lack of knowledge to acknowledge how well the students will perform in upcoming board exam can bring a serious consequence in any institution. Today, some of the academic institutions fail because they ignore the fact that it is necessary to analyze how well their students can perform in upcoming board exam.



1.3 Objectives 1. To predict the board score of the students. 2. To provide recommendation on the basis of prediction.



1.4 Scope The system can be used by students of DWIT college for assuring their performance in academic levels. This will help them in framing and revising their activities.
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1.5 Limitation 1. Average score were used for some of the missing values. 2. Environmental factors and psychological factors are not included for prediction.
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1.6



Outline of Document



The remaining part of the document is organized and represented in project block diagram as in Figure 1 given below:



Figure 1 - Project block diagram
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CHAPTER 2 : REQUIREMENT ANALYSIS AND FEASIBILITY 2.1 Literature Review There are various factors like personal, psychological, and other socio-environmental variables which are the key components for determining an academic performance of the students. Classification, Clustering, and regression methods are some of the techniques used as a predictive model. There are several issues that are considered while performing the prediction such as predictor variable selection from academic, socio-economic and other environmental factors for effective model determination. 2.1.1 Prediction using multilayer perceptron in neural network An experiment was performed to predict student's performance.



Neural Network



Topology was built based on Multilayer Perceptron with feed forward networks and trained with back propagation. The topology has two hidden layers and five processing elements in each layers and training was proceeded for 1000 iterations. Total of 112 students records were used among which 56% students records were used for training, 30% for testing and 14% for cross validation. Different factors like UME score, O/level results, Further math, Age of entry, Time before admission, educated parents, zone of secondary school attended, type of secondary school, location of school, and gender are considered and output as good, average, and poor are used. After testing, it was found
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Student Board Score Prediction : An implementation of Neural Network that network was able to predict accurately 9 out of 11 for good data (class I), 8 out of 15 average data(class II), and 7 out of 8 poor data (class III). This achieved overall of 74% accuracy which shows the potential of ANN as effective tool for prediction (Oladokun, 2008). 2.1.2 Comparison of prediction between neural network approach and logistic regression analysis A comparative study for prediction using Neural Network approach and logistic regression analysis was performed where data were collected from 3 different universities preceding the advanced sampling approach. Different factors like General Mathematics, Pure Mathematics, Analysis I, Analysis II, Geometry, and Linear Algebra-I were taken as input and Analysis3, Special Teaching Methods 2, Elementary Number Theory, Algebra, Problem Solving, and their success at entering a postgraduate program were chosen as output nodes. The network topology consisted 6 nodes at input layer, one hidden layer that consists 8 nodes, and output layer that comprise 6 nodes. A logarithmic sigmoid function was used as activation function between input layer and hidden layer while linear activation function used between hidden layer and output layer, and back propagation algorithm used for learning. Information was collected from 220 students while 80% was used for training and 20% data used for testing iterations was set for 10000. Neural Network could give best result over Logistic regression analysis with accurate classification success of network about 93.02% (Bahadır, 2016).
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Student Board Score Prediction : An implementation of Neural Network 2.1.3 Comparison between neural network, decision tree, k-neighbor in prediction An experiment was performed considering personal data, pre-university data, University data that include 11 attributes like gender, age, PlacePrevEdu, ProfilePrevEdu, ScorePrevEdu, Admission year, Admission exam year, Admission exam score, UnivSpecialtyName, Current Semester, and NumFailures among which only three attributes are numeric. Student performance prediction was performed with different algorithms like Neural Network, Decision tree, K-Nearest Neighbor, Rule Learner. The open source software WEKA is used for data mining tool for research implementation. Neural Network algorithm was found out to be the best approach for prediction of student performance and it achieved 73.59% accuracy (Kabakchieva, 2012). 2.1.4 Percentage cover in prediction of student's performance The factors affecting student's performance in intermediate examination was explored where the data are collected from the survey of students from private colleges. The result of R square value obtained to be 0.24 which could address only 24% of the total students performance and rest 76% is explained by other factors not mentioned in the applied model (Syed Tahir Hijazi, 2014). 2.1.5 Prediction using multilayer perceptron An experiment was performed about a significant problem in higher education is the poor results of student after student. Most of the student leave university after first year which decrease the quality of education and officers in Romania. So they used multilayer perceptron to predict the academic performance. The input variables taken
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Student Board Score Prediction : An implementation of Neural Network into consideration are type of study program: distance education (part time) or full time education, gender of student, High-school graduation GPA, age of the student and difference in years from the moment the student graduates high-school until he/she enrolls at university. They used 1000 students from last three graduates generations from “Nicolae Titulescu” University from Bucharest(Most them left university in first year). The neural network have two hidden layer (50 neurons and 400 neurons respectively) and output layer has three neurons. They use iRPROP as an algorithm. The MSE obtained after training the network was 1.7%. The mean square error for the test data set was 1.91%. In the data set 30.1% of students belong to the class “POOR RESULTS”, 50.9% of them to the class “MEDIUM RESULTS” and 19% to the class “GOOD RESULTS” (Bogdan Oancea, 2016).
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2.2 Requirement Analysis The functional and non-functional requirements of this system is tabulated in Table 1 below: Table 1 - Functional and Non-functional Requirement 2.2.1 Functional requirement



2.2.2 Non-functional requirement



Predict the board score



Read the input parameter provided by user and process the data



with matrix



multiplication and pass the value though activation function in each layer of network and finally display the result as the predicted score. Train to adjust the weights of neural Read the parameters from training data set network



and process with randomly initialized weights and in each iteration compare the predicted value with target value and continue the process until it meets the target value.



Test the model for validation



Read the testing data set and process it with the adjusted weights of the newly trained model and test the estimated result with the actual board score of testing data set.



9



Student Board Score Prediction : An implementation of Neural Network The application will read the adjusted weight parameters from theta files and read input parameters from the user which are used and processed and finally gives the predicted score. Firstly, weight is adjusted based on the number of nodes in hidden layer and training datasets. After the weights of the neural network is obtained the network is tested using testing datasets. When testing the datasets the RMSE of the network is obtained. If the RMSE of the dataset is high then the result given by the system will have high chance of giving error. So if the RMSE is high the neural network needs to be trained again to adjust the weights of neural network and to obtain the adjusted weight when RMSE is minimum.



Figure 2 - Use Case diagram of prediction As illustrated in the Figure 2 above, the student will provide the input parameter values like midterm score, pre-board score, assignment score, internal score, and attendance score the input given will be changed into matrix form and multiplied with
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Student Board Score Prediction : An implementation of Neural Network the value of theta (which are in matrix form) obtained in the neural network. The result obtained by the multiplication will be the result



of the prediction.



2.3 Feasibility Analysis 2.3.1 Schedule feasibility The time allocated for this system to develop is about four months and several tasks to be performed can be divided to do on weekly basis. Time allocation for different tasks can be tabulated in Table 2 as below: Table 2 - Tasks Duration with Precedence Index



Activity



A



Paper



Duration



reading



and 1



Precedence -



title selection B



Data Collection and 1



A



normalizing data C



Documentation



D



Code



8



development 5



A A, B



for training E



Testing



and 2



A,D



validation F



Code for prediction



3



A,D,E



The total duration needed to complete the task is 20 weeks and with a group of two the above tasks can be completed in time. The time allocation of these tasks can be
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Student Board Score Prediction : An implementation of Neural Network represented in activity network diagram with precedence as in Figure 3 and Figure 4 below:



Figure 3 - Activity network diagram



Figure 4 - Gantt chart
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Student Board Score Prediction : An implementation of Neural Network 2.3.2 Technical feasibility Student Board Prediction System is a web application that uses Grails Framework. It uses JavaScript for validating the user inputs, Groovy Server Pages (GSP) for front end design and Java as back end. It works as a client server architecture model. This system is platform independent as it runs in browser like Mozilla or Google chrome. For the purpose of training, on open source GNU Octave is used and several API's are available in Octave for different modules needed. As all the technology required to develop this application is available, it is determined to be technically feasible. 2.3.2 Operational feasibility This system works under two-tier client server architecture model where end user makes a request to get predicted score while the server process the user inputs and respond providing the predicted score. Data can be hosted in a server and client can access it through the Internet. In this way, the system is determined to be operationally feasible.
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CHAPTER 3 : SYSTEM DESIGN 3.1 Methodology Several factors that can affect the performance of the students were considered and studied with greater care. From the several factors, few major factors that has greater impact on performance of students were listed and studied. These influencing factors were listed and considered as an input variables for the neural network topology under study. We have collected the data from DWIT college and altogether data from 195 students were collected and 20 percent of the data were separated for testing purpose. The training data set were mean normalized. Programming language Octave was used for the purpose of training the data set. Different API's and modules are available in this language and is an open source language. After the collection of data, some of the missing values are replaced by the average value. After normalizing the data, these are separated as training set and testing set. The training data set were feed to the training system develop in Octave language and value of different weights of neural network were obtained as separate theta files. These theta files contains the value of parameter of different adjusted parameter needed for training purpose. For the purpose of testing, these theta parameters were read from the theta files and estimated values were calculated after matrix multiplication of input parameters and theta parameters and finally the output matrix of size one by one was obtained which was the final predicted 14



Student Board Score Prediction : An implementation of Neural Network value. These estimated predicted value was compared with the original board score from testing data for validation purpose. The process adopted in prediction process can be represented as Figure 5 below:



Figure 5 - Steps in prediction



3.1.1 Data collection and normalization First of all, the data were collected from DWIT college administration. Data of 195 students were collected and listed and these data were analyzed properly. Among the different values, only the needed attributed were listed and other values were filtered during the process. Attributes like midterm score, pre-board score, attendance score, internal score, assignment score, and board score were taken as the parameters. Raw data that were collected are listed in appendices I, II, and III respectively. Sample data after filtering is represented in the Table 3 as shown below:
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Student Board Score Prediction : An implementation of Neural Network Table 3 - Sample data collected after filtering Percentage in Percentage in Assignment



Internal score Attendance score



Percentage in



mid-term



pre-board



score



score



71



56



72



66



69



70



74



61



55



73



79



72



53



59



46



76



68



69



52



47



67



56



59



71



score



in board score



percentage



After the process of filtering, these data were normalized obtaining the percentage score in the unit between 0 and 1. The formula that was used for normalizing the data is as below: normalized percentage value = (obtained value) / 100 The sample data set of normalized value is shown in Table 4 below:
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Student Board Score Prediction : An implementation of Neural Network Table 4 - Sample normalized data used for prediction Percentage in Percentage in Assignment



Internal score Attendance score



Percentage in



mid-term



pre-board



score



score



0.71



0.56



0.72



0.66



0.69



0.70



0.74



0.61



0.55



0.73



0.79



0.72



0.53



0.59



0.46



0.76



0.68



0.69



score



in board score



percentage



3.1.2 Training For the purpose of training, about 80 percent of the data set were separated that includes about 1792 data items. Whole training data were kept in two files one containing the input parameters while the other file containing the board score. All data items used were mean normalized. Sample data set separated for training purpose is represented in Table 5 that contains attributes values as mid-term score, pre-board score, attendance, internal score, and assignment score.



Similarly, Table 6 contains board score for



training purpose.
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Student Board Score Prediction : An implementation of Neural Network Table 5 - Sample data set for training



Table 6 - Sample data set for training with board score



3.1.3 Testing For the purpose of testing, about 20 percent of the data set were separated that includes



about 49 data items.



Whole testing data were kept in two files one



containing the input parameters while the other file containing the board score. Sample data set separated for training purpose is represented in Table 7 with attributes variables as mid-term score, pre-board score, attendance, internal 18



Student Board Score Prediction : An implementation of Neural Network score, and assignment score respectively.



Similarly, Table 8 contains the target



value as board score for validating the system. Table 7 - Sample data set for testing



Table 8 - Sample data set for testing with board score



These testing data items were read one by one and used for validation of the system. The adjusted weights from training data set and the test parameters were used to calculate the estimated board score. The estimated board score were finally compared with the actual test board score to calculate the accuracy of the system through manual process.
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Student Board Score Prediction : An implementation of Neural Network 3.1.4 Prediction After the training and testing phase is complete, next step is to follow the process of prediction. After the successful training, the weights of neural network are adjusted and taking the input parameters from the user, the system can predict the board score. The ultimate score predicted by the system with user interface is listed in the appendices I, II, and III respectively. 3.1.5 Input variables The input variables considered as influencing factors selected are those which are easily accessible from administrative department. Lists of input variables are: 1. Mid-term result average score 2. Pre-board result average score 3. Assignments submitted 4. Internal assessment score 5. Attendance All these factors were converted into a suitable format that can be used for neural network analysis.



3.1.6 Output variable The output variable is a single variable that gives the predicted board score of any individual students.
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Student Board Score Prediction : An implementation of Neural Network 3.1.7 Topology of the network The data were collected from the administrative department and were converted into suitable format for neural network analysis. Multilayer perceptron was chosen among the various network topologies like recurrent network, time-lagged recurrent network. Different network has its own trade off speed for accuracy, performance, and convergence for optimality (Oladokun, 2008).



Figure 6 - Neural network topology



Figure 6 represents the MLP which are layered feed forward networks which are basically trained with static back propagation. The main advantage of this network is 21



Student Board Score Prediction : An implementation of Neural Network that it is easy to use and they are capable for easy input/output mapping. The main disadvantage of this network is that it consumes more time for training and requires a lot of training data. Hit and trial method is adopted for determining the number of processing elements and hidden layers required in the network. Selecting large number of hidden layers will slow down the training time while small number of hidden layers may lower the processing capability. Training is performed firstly fixing hidden layer to one and slowly increasing the number of processing elements (nodes) in that layer. Then hidden layer is change to two and effects on cost function while increasing and decreasing the processing elements studied. In this way, neural network topology was set from hit and trail method studying the behavior of the cost function. When cost function reached the minimal, we stop the process and set the network topology for the prediction. Sample table output for hit and trial method for network topology selection is tabulated in Table 9 below: Table 9 - Cost function obtained after hit and trial in training Nodes in first Nodes



in Nodes in third Number



of Cost



function



layer



second layer



layer



Iterations



value



50



50



50



70



2.466435e+02



10



20



30



90



2.466435e+02



20



20



20



131



2.466436e+02



10



40



80



222



2.466435e+02



Whole data set was divided into training and testing set to adopt supervised learning approach. About 80% of the data were used for training purpose while 20% of the data 22



Student Board Score Prediction : An implementation of Neural Network were used for testing purpose. Because of the limited number of data, after separating the data set for testing purpose, the training data set were replicated to increase the number of data set. A total of 195 data items were collected from the students of different batches for the analysis. After the data classification, the neural network topology was built based on the multilayer perceptron with three hidden layers and 20 processing elements per layer. During the training process, number of hidden layers and number of nodes in each layer were set by a hit and trial method. For the feed forward approach in network, vector implementation was proceeded as: z(2)= θ(1)*a(1) a(2) = g(z(2)) Bias is fixed as a0(2) = 1 z(3) = θ(2)*a(2) hθ(x) = a(3) = g(z(3)) where both z(2) and a(2) are represented in vector notation. After the training is complete, the estimated board score is compared with the original test score from testing data set to calculate the RMSE in prediction. The formula used to calculate RMSE is given below: RMSE = square root of ∑(estimated score - original score)2/n
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Student Board Score Prediction : An implementation of Neural Network where n is the total number of testing data set. Similarly, the accuracy of the system is determined with a formula as represented below: System Accuracy = (1 - error) * 100% where error is the difference between the target score and estimated score obtained during the testing process. Accuracy was determined for each testing data set and the average was calculated to find the system overall accuracy. The final output of the system while testing is listed in appendices II and III.



3.2 Algorithm Back propagation algorithm is used for training the neural network.



Algorithm



implemented for back propagation can be illustrated as below: 3.2.1 Steps for back propagation 1. Initialize the weights or parameters to small random values (-0.5 to 0.5). 2. Feed the training sample through the network and determine the final output. 3. Compute the error for each output unit for unit k, it is δk = (tk – yk)*f'(yink) = (tk – yk)*f(yink)*[1-(f(yink))] 4. Calculate the weight correction term for each output unit for unit k, it is 24



Student Board Score Prediction : An implementation of Neural Network ∆θjk = αδk Zj 5. Propagate the delta terms (errors) back through the weights of hidden units where the delta input for jth hidden unit is δj = (δink)*f'(Zink) = (δink)*f(Zink)*[1-(f(Zink))] 6. Calculate the weight correction term or parameters for the hidden units ∆θij = αδj xi 7. Update the weights or parameter θjk (new) = θjk (old) + ∆θjk 8. Test for the stopping (maximum cycles, small changes).



3.3 System Design 3.3.1 Class diagram



Figure 7 - Class diagram Figure 7 represents the class diagram where the end user of this system is the student and one of the major class is PredictServlet class with input parameters to system as its instance variables with a major method as predict method and multiply method. 25



Student Board Score Prediction : An implementation of Neural Network 3.3.2 Event diagram



Figure 8 - Event diagram for prediction



Figure 8 illustrates the event diagram for prediction where the developer will develop the system to train with the available dataset. Number of hidden layers and the number of nodes in each hidden layers are chosen such that the cost function derived from training is minimum. After the training is complete, the adjusted weights are used and from testing dataset, it is tested to see if the system can predict accurately with acceptance level of error or threshold. If the training is
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successful,



Student Board Score Prediction : An implementation of Neural Network then user inputs are



provided and the system is ready to predict with



given input



parameters. 3.3.3 Sequence diagram



Figure 9 - Sequence diagram for prediction



From Figure 9 which shows that the end user of this system are students from DWIT who will use the system providing the given input parameters, and students are able to get their predicted board score.
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CHAPTER 4 : IMPLEMENTATION AND TESTING 4.1 Tools Used There are several tools and technologies that are used to complete the project. These tools are summarized briefly as following: 4.1.1 Octave For the purpose of training the data set, an open source Octave is used. There are several modules or functions available for optimizing the cost function during training phase. Different functions and modules are available in Octave to set up input, hidden layers, and generate output. It is easy to interpret the result in this language and is used for training the dataset in the project. 4.1.2 Creately/Gliffy Creately and Gliffy are used as a CASE tool for making diagram and design software. These are efficient tools in making technical diagrams with simple drag and drop technique. They play effective role in visualization of the project. In the project, different diagram like UML class diagram, event diagram, and sequence diagram are prepared in Creately as well as Gliffy.
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Student Board Score Prediction : An implementation of Neural Network 4.1.3 HTML/CSS/JSP/JavaScript HTML , CSS, and JSP are used for the front end design of the application. These are used for making the user interface user friendly. Similarly, JavaScript is used in validating the user inputs. 4.1.4 Java Servlet Java Servlet is used to built the web-based application. Programming language Java is used to develop the application for prediction. The adjusted weights are saved in different theta files with Octave during training and these files are read through Java language and reading the user input and these theta files in java, it finally gives the predicted score. 4.1.5 IDEA Intellij IDEA Intellij is a Java integrated development environment (IDE) tools that is used for developing computer software. The project is written, compiled and run in this software.



4.2 Listing of Major Classes and Modules 4.2.1 PredictServlet class It is the main class that is included in the Servlet program is PredictServlet. Major instance variables and methods of this class is represented in code as below: @WebServlet(name = "PredictServlet") public class PredictServlet extends HttpServlet {
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Student Board Score Prediction : An implementation of Neural Network //class that returns value after multiplication public static double[][] multiply(double[][] a, double[][] b) { int rowsInA = a.length; int columnsInA = a[0].length; // same as rows in B int columnsInB = b[0].length; double[][] c = new double[rowsInA][columnsInB]; for (int i = 0; i < rowsInA; i++) { for (int j = 0; j < columnsInB; j++) { for (int k = 0; k < columnsInA; k++) { c[i][j] = c[i][j] + a[i][k] * b[k][j]; } } } return c; } This class consists of five input variables as instance variables with two major methods predict() and multiply().



The method multiply() is used for the two



dimensional matrix multiplication where it takes two matrices as argument and after 30



Student Board Score Prediction : An implementation of Neural Network multiplication, it returns two dimensional matrix. method is called, it will return the



Similarly, when predict()



predicted board score after initializing the user



input parameters in its class instance variables and processing these with values of reading adjusted theta files.



4.3 Testing For the purpose of system validation, the model developed with adjusted weights after training of neural network was tested with inputs from testing data set. For each set of testing data set as input, an output score was noted. Similarly, the difference between the original board score from testing data set and estimated predicted value derived while testing was studied. The difference in the value of original board score and estimated board score derived after testing is represented as given below in Table 10.



Table 10 - Comparison between target and estimated score for system validation
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Student Board Score Prediction : An implementation of Neural Network Above Table 10 represents the inputs from training data set and for each data set of training, the respective estimated score was calculated from the model of neural network with adjusted weights from training. These test data set are not used for training purpose and are only used after the training is complete. "Y" represents target value of original board score while "Y' " represents estimated score. The difference between these values are represented in column Y - Y' column which is the error in prediction. In total 49 data set were used for testing purpose and above values were used to calculate the value of RMSE. Overall RMSE was 0.020488354 from the formula listed in above section 3.1.7.
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CHAPTER 5 : MAINTENANCE AND SUPPORT The academic performance of the student in any college may change according to time. Any particular batch of student will study for four years to complete Bachelor level in CSIT. Every year new students are enrolled in the college. Hence, to bring consistency in prediction in system, the training of data set at frequent interval of time is needed. Training the data set at frequent interval from four to five years can be one of the maintenance measure for accuracy of the system. Similarly, environmental and psychological factors of the students also plays vital role in academic performance of the students.



So, consideration of these factors in prediction can be another



maintenance and support measure for efficient prediction of academic performance.
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CHAPTER 6 : CONCLUSION AND RECOMMENDATION 6.1 Conclusion The project Student Board Score Prediction based on neural network was completed successfully. The project is able to predict the final score of the students. The system was calibrated on the basis of attributes like mid-term score, pre-board score, attendance, internal



score, and assignment score. The validation of the system was



carried out using RMSE which accounts 95 percent accuracy.



6.2 Recommendation Attribute selection is one of the key factor that determines the accuracy of prediction. So, considering psychological and environmental factors can improve the performance in prediction of students academic performance. Adoption of these factors along with academic factors can help in improving the performance of the system in prediction.
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APPENDIX I 1. Score on particular subject from one batch
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4. Midterm, final term, and board score from any one batch
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APPENDIX II 1. Home Page of application



2. Validation and percentage calculation
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APPENDIX III 1. Inputs of testing data set for system validation
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