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Abstract Dr. Lauterburg published the first NMR image in 1973. The door of noninvasive human body investigation was opened. An other miracle of science. Since, fast sequences have been designed, new scanners have been build, artifact correction algorithms have been written allowing for today 9T allbody scanners, functional mapping of the brain, virtual endoscopy, tumor tracking or surgery planing. However, a number of factors are still limiting the performances of the NMR scanners. Through the recall of the principle of NMR, this text tries to highlight the effect of the inhomogeneity of the main static field on the final image. Its particular effect on the phase along with the use of gradient echo imaging is explained. The technique of phase display therefore naturally arise as a method for field mapping. Armed with a map of the inhomogeneity, we propose a new algorithm for automatic shimming of arbitrary region of interrest under strong inhomogeneity. Altough the scope of this work doesn’t allow for the validation of the technique, some results are presented, demonstrating the possibility of controling the field and outlining the remaining problems. keywords: NMR, B0, field mapping, phase display, shimming.
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INTRODUCTION If someone tells you that he studied quantic physic, supraconductivity, magnets, design of antennas, resonance, modulation, RF waves, electromagnetism, calculation of field, signal and image processing you will probably think you are speaking to an engeneer or a physicist. Maybe you are are right or maybe you are speaking to a specialist of magnetic resonance. In effect, for anyone wishing to understand what is behind the simpliest image obtained with an NMR scanner, the understanding of all these phenomenons is required. Which other technique brings all these principles to play together in such an elegant fashion ? Which other device, that can be built with a simple magnet and a coil allows you to witness a quantic phenomenon ? For sure, the magnetic resonance is a beautifull subject and this work will try to uncover a part of it. In this role, chapter 1 will be the main actor, explaining the fundamental of NMR. Chapter 2, speaking about reconstruction, is nothing else than the end of chapter 1 but receives its own chapter so that the basics of digital signal processing can be recalled at the same time, leaving no other choice to the reader than to accept that everything he knows about signal processing can be translated in magnetic resonance. Chapter 3 stands on his own and speaks about the main magnetic field, introducing the ‘hero’ of this story. Chapter 4 explains how it doesn’t work. The limits of our hero are outlined, motivating the following chapter, chapter 5, which explains the attempt of homogeneization of the main static field. As we will see, the impact of the inhomogeneity of the field is significant in NMR. For some application, it is the limiting factor and this problem has to be tackled. A lot of methods already exist and some will be described here. One of them, customized for this work, will allow us to make our own step in the direction of the homogeneization of the field. A step in a long journey ...
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Chapter 1



PRINCIPLES OF MRI 1.1



Introduction



Nowaday, a number of tomographic imaging modalities are available for medical and nonmedical uses. A partial list includes X-ray CT (computer tomography), MRI (Magnetic Resonance Imaging), PET (position emission tomography), SPECT (Single photon emission computed tomography), MEG (magnetoencephalography), SAR (Synthetic aperture radar) and various acoustic systems. This chapter is intended to describe the principles of MRI and more specifically how an MR signal can be generated, detected, manipulated and processed into an image. This text follows in a large extend the excellent book from ZHI-PHEI ZIANG and PAUL C. LAUTERBUR, “Principles of Magnetic Resonance Imaging” [1]. We will first cover the basic physical principles for signal generation and detection. In other words, we will explain how the following transform are achieved : µ → M → M xy → S(t) → S(k) → I(x) Where the differents symbols will hopefully become clear as we will progress through the text.



1.2



Signal generation



As we will see, MRI relies on Nuclear Magnetic Resonance (NMR) and threfore deals with quantics effects. Fortunately, as we consider the collective behavior of a huge number of nuclei we can use a macroscopic description of this phenomenom.
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Figure 1.1: Macroscopic representation of the magnetic moment vector.



1.2.1



Angular momentum and nuclear magnetic moment



A fundamental property of a nucleus is its angular momentum J ( nonzero for odd atomic number and odd mass number) or SPIN 1 . In the classical vector model, spin is visualized as a physical rotation (see fig. 1.1). A proton being charged ( ≈ 1019 coulomb ), the rotation gives rise to a magnetic field around it, called nuclear magnetic dipole moment and is represented by a vector quantity µ. The spin angular momentum and the magnetic moment vector are related by µ = γJ (1.1) where γ is a physical constant (nucleus dependant) known as gyromagnetic ratio



1.2.2



Activation of macroscopic magnetism



Althought the magnitude of µ is completely determined under any conditions and is related to the spin number as follows q



µ = γh I(I + 1)



(1.2)



I is the spin quantum number and can take the vallues I=0, 21 ,1, 32 ,2,· depending on the mass and charge number. its phase is completely random due to thermal motion. Therefore, at thermal equilibrium, no net magnetic field exists around a macroscopic object. Suppose now that our object is exposed to a strong external magnetic field B0 . We suppose that B0 is aligned with the z-axis such that B 0 = B0 k 1



In MRI, an ensemble of nuclei of the same type present in an object being imaged is referred to as a (nuclear) spin system.
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CHAPTER 1. PRINCIPLES OF MRI B0



µ



ω0 t Figure 1.2: Precession of the SPIN around the direction of the magnetic field. where k is the unit vector aligned with the z-axis (see fig. 1.2). We expect µ to get aligned with B 0 . However, due to quantic effect, µ will untertake a precession movement around the z-axis (around B 0 ) called nuclear precession. This precession can be caracterized by its angular frequency w0 = γB0 (1.3) known as Larmor frequency and is of capital importance in MRI. Its direction of rotation is given by the left hand-rule. As shown on fig.1.2



1.2.3



Bulk magnetization



An other important caracteristic of µ in the presence of external applied magnetic field B0 is its direction. µ can be either parallel with B 0 (spin-up) or antiparallel (spin-down). It can be shown that the spin-up state with the lower energy (more stable) is slightly more likely than the spin-down state. the population difference between the two spin states generates an observable macroscopic magnetization M 2 . If we let µn be the magnetic moment of the nth nuclear spin then, M=



Ns X



µn



(1.4)



n=1



where Ns is the total number of spins in the object to be imaged. The phase of each µn being random, M has no transverse component.(see fig. 1.3) 2



To see how the bulk magnetization is intrinsically related to quantic physic and energy levels see [2]
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Figure 1.3: Macroscopic representation of the magnetic moment vector.



1.2.4



Resonance and RF Exitation



As we’ve just seen, the transverse component of M is zero at equilibrium because the precessing magnetic moments have random phases. Establishment of a phase coherence among these randomly precessing spin is referred to as resonance. To achieve this condition we apply an external force by way of an oscillating magnetic field (the RF pulse) denoted B 1 (t). A common resonance condition based on classical physic is that B 1 (t) rotates in the same manner as the precessing spins. We will assume that B1 is of the form : e



B 1 (t) = B 1 (t)[cos (wrf t + ϕ)i − sin (wrf t + ϕ)j]



(1.5)



where e



B 1 (t) : pulse envelope function 3 wrf : excitation carrier frequency ϕ : initial phase angle Which is a circularly polarize wave.4 Note also that B1 is typically much more weaker than B0 . 3



equivalent to the well-known complex enveloppe in telecommunication This fiel could also be obtained with a linearly polarize wave along the x-axis as a linearly polarized wave can be decoposed into a left-hand and a right-hand circularly polarized wave. 4
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y’



y



wt x’ x



Figure 1.4: The movement of the magnetization is more conveniently descibed in a rotating frame x’y’z’. We will also adopt the following complex notation : B1 (t) = B1,x (t) + iB1,y (t) = B1e (t)e−iwrf t B1,x = B1,y =



B1e (t) cos(wrf t) −B1e (t) sin(wrf t)



(1.6) (1.7) (1.8)



where ϕ has been set to zero as it has no significant effect on the excitation result. wrf is constant and is determined by the resonance condition (wrf = w0 for an isochromat spin system). B1e (t) uniquely specifies the shape and duration of the RF pulse and often gives the name of the pulse, as for exemple : Rectangular pulse5 : Y  t − τp  e 2 B1 (t) = B1 τp sinc pulse :



B1e (t)



=



(



B1 sinc(πfw (t − 0



τp 2 ))



0 ≤ t ≤ τp otherwise



To describe the RF pulse and its excitation effect, we use a rotating frame of reference whose transverse plane is rotating clockwise at an angular frequency w in the stationary (laboratory) frame. We use x’,y’ and z’ to denote the three orthogonal axes of this frame as shown on fig 1.4. We now look into the effects of an RF pulse on the bulk magnetization M during the excitation. It can be shown, provided that we are on-resonance6 and that the exci5



Q



Notethat throughout this text denotes a rectangular function defined as Q 1 if |x| < 1/2 (x) = 0 otherwise 6 A spin system is said to be on resonance if it has a single isochromat resonating at w0 = γB0 . The system could be off-resonance due to magnetic field inhomogeneities or chemical shift
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Figure 1.5: Right : the bulk magnetization (M ) describe a circle in the rotating frame. Left : path of the tip of the bulk magnetization vector in the laboratory frame. tation time is short compare to the relaxation times (discussed later) that :  0   Mx0 (t) = 0



M 0 0 (t) = M 0 sin(w t)



1 z y   M 0 (t) = M 0 cos(w t) 1 z z0



o ≤ t ≤ τp



(1.9)



under the initial condition Mx0 (0) = 0, My0 (0) = 0, Mz 0 (0) = 0 Equation 1.9 means that the bulk magnetization vector processes about the x’ axis with angular velocity w1 = −γB 1 In the laboratory frame equ. 1.9 describes a spiral as it can be seen on the fig. 1.5 This result is quite intuitive as the effective field seen by the spins in the 0 rotating frame is B1 i . It therefore follows from the Larmor relationship. As a result of the forced precession, the bulk magnetization is tipped away from the z’-axis, creating a measurable transverse component M x0 y0 . We call “flip angle”, α , the smaller angle between M and the z-axis. The value of α at the end of an RF pulse is given by α=



Z



τp 0



w1 (t)dt =



Z



τp 0



γB1e (t)dt



(1.10)
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Figure 1.6: Exponential regrow of the longitunal componant and decay of the transverse component of the magnetization. If an RF pulse rotates M about the B 1 field in the rotating frame by an angle α, we call the pulse an α-pulse. Some commonly used pulses are π 2 -pulses an π-pulses. It follows from 1.10 that, as long as the integral of the enveloppe B1e (t) is constant, M xy (t) will end-up at the same place.



1.2.5



Free precession and relaxation



After a magnetized spin system has been pertubed from its thermal equilibrium state by an RF pulse, it will, according to the laws of thermodynamics, return to this state provided the external force is removed and sufficient time is given. The relaxation process is caracterized by a longitudinal and transverse relaxation. Although the mechanism involved in the relaxation are diverse and complex the longitudinal relaxation is said to be due to ‘spin-lattice’ interraction and correspond to the exponential regrow of the longitudinal component of M . The transverse relaxation, due to a ‘spin-spin’ interraction corresponds to the exponential decay of the transverse component of M [4].These two relaxations are respectively caracterized by the time constants T1 and T2. Their definition are usual for exponential functions and can be seen on fig. 1.6 . It can be shown that the analytical expression of M is : −t



Mxy = Mxy (0)e T 2 Mz = Mz0 (1 − e



t T1



(1.11) ) + Mz0 e



−t T1



(1.12)



The values of T1 and T2 depend on the tissue composition, structure and surrounding. For a given spin system, T1 is always longer than T2. As an example, T1 is about 300 to 2000 ms and T2 is about 30 to 150 ms in biological tissues. T1 can therefore be 10 times longer than T2. It may seem
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quite illogical as these constants are trivialy related to the norm of M during the transient. One has therefore to accept that |M | is not constant. In fact, the concept of vector is only a convenient way to macroscopicaly represent a quantic phenomenon. We reach here the limit of this representation.



1.3



Signal detection



So far, we have seen how the magnetic nuclear momentum ( µ ) can be transformed in a bulk magnetization vector ( M ) by placing it in a strong external magnetic field and then how it was excited by an RF pulse to give rise to a transverse measurable transverse component ( M xy ). To detect this component, the coils used for emission are often used7 . The Faraday law of induction states that time varying magnetic flux through a conducting loop will induce in the coil an electromagnetic force equal to the rate of change of the magnetic flux through the coil. We know through the principle of reciprocity that an antenna has the same properties used as a receiver or as an emetter, if we know that a unit direct current flowing through the coil produce a field B(r) at position r then the magnetic flux through the coil induced by M (r, t) will be : Φ(t) =



Z



object



B r (r).M (r, t)dr



(1.13)



It can be shown, after a few manipulations, that this signal can be written as : π cos[−w(r)t+φe (r)−φr (r)+ ]dr 2 object (1.14) where B r (r) has been rewritten in polar form.



V (t) =



Z



w(r)|Br,xy (r)||Mxy (r, 0)|e



t − T 2(r)



B r (r) = |Br,xy (r)|eiφr (r) and where φe (r) is the phase shift of M induce by the RF pulse. Equation 1.14 is a basic signal expression that explicitly shows the dependance of a detected voltage signal on the laboratory frame transverse magnetization Mxy (r, 0), the free precession frequency w(r), and the detection sensitivity of the receiver coil Br,xy (r). the factor cos(w(r)t) in 1.14 shows that V(t) is oscillating at Larmor frequency and therefore is a high frequency signal. To avoid trouble with electronical circuitry, the high frequency dependance is removed8 yielding 7



Typically, the antena used for the RF field is a ‘birdcage coil’. Extensive information can be found at http://CNMRR.collmed.psu.edu 8 Demodulation of the carrier frequency w0
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Figure 1.7: Quadrature transmission (left) and reception (rigth). By delaying current to coil A when transmitting, the field produced by A reaches its peak later than that produced by coil B. The field therefore rotates.



t π (w0 +∆w(r))|Br,xy (r)||Mxy (r, 0)|e− T 2 cos(−∆w(r)t+φe (r)−φr (r)+ )dr 2 object (1.15) w(r) has been rewritten as w(r) = w0 + ∆w(r). As w0 >> w(r) we can further simplify the last expression :



Vpsd (t) =



Z



t π |Br,xy (r)||Mxy (r, 0)|e− T 2 cos(−∆w(r)t+φe (r)−φr (r)+ )dr 2 object (1.16) In modern MRI equipment, a quadrature detection scheme (see fig. 1.7) is used allowing us to determine either the isochromat was precessing clockwise or counter-clockwise (phase-sensitive detection). It follows from the previously established expression that the output of the second detector is



Vpsd (t) = w0



Z



t π |Br,xy (r)||Mxy (r, 0)|e− T 2 sin(−∆w(r)t+φe (r)−φr (r)+ )dr 2 object (1.17) The two output of such a system are often put in a complex form. Specifically, let S(t) = SR (t) + iSI (t), then



Vpsd (t) = w0



S(t) = w0



Z



Z



t



object



π



|Br,xy (r)||Mxy (r, 0)|e− T 2 e−i[∆w(r)t−φe (r)+φr (r)− 2 ] dr (1.18)



Invoking the earlier-established complex notation that (



Br,xy = Br,x + iBr,y Mxy = Mx + iMy



we have ∗ |Br,xy (r)|e−iφr (r) = Br,xy (r)



|Mxy (r, 0)|e



iφe (r)



= Mxy (r, 0)



(1.19) (1.20)
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the signal expression becomes (neglecting the T2 relaxation) π



S(t) = w0 ei 2



Z



object



∗ Br,xy (r)Mxy (r, 0)e−i∆w(r)t dr



(1.21)



π



The scaling constant w0 ei 2 is often omitted and the receiver coil is assumed to have a homogeneous reception field in the region of interrest. The detected signal finally becomes S(t) =



1.4



Z



object



Mxy (r, 0)e−i∆w(r)t dr



(1.22)



Signal caracteristic



In this section we examine the time behavior of the received signal after a spin system has been excited by an RF pulse. We examine two very important categories : RF echoe and gradient echo.



1.4.1



RF echo or SPIN echo (SE)



Following our discution about relaxation, we expect the detected signal to have an exponentialy decaying behavior.One could expect that this exponential is described by the time constant T2. This is not the case. In effect, if we consider the result of an π2 pulse on a spin system with multiple isochromats, we can see the respective bulk vectors as rotating vectors in the transverse plane. If we consider a discrete set of isochromats 9 , we know that each vector will rotate at is own frequency (w , . . . , w ). 1 n After a time τ each vector i will have a phase difference (wi −w)τ with respect to the first vector. The sum of all this non-in-phase vector will produce a loss of the magnitude of the transverse component of M . Therefore, the observed decay of the measured signal will always be faster than T2 (or equal in the case of a single isochromat). We use T 2∗ to caracterize the effective decay. Let’s now consider what happen if we use the following excitation scheme 90 − τ − 180 wich means that we apply a π2 -pulse10 , we wait τ seconds (τ < T 2) and we apply a π-pulse. After having applying the π2 -pulse, we will have the different isochromats aligned with x’. If we wait τ seconds, we see the faster ones taking the head, that is, we assist to a decay caracterized by T 2∗ . After τ seconds, the signal is lost but we know that a transverse component still exists. If we apply 9 10



the same effect is produced in the presence of inhomogeneity We assume that the duration of the pulse is null,that is, we only consider its effect
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the π-pulse, we reverse the order of the ‘running spins’ (the first becomes the last). It will then take τ seconds to the faster spin to catch up with the slowliest one. At t = 2τ we therefore assist to the refocusing of the spin. This excitement scheme is called a two-pulses echo and its principles are explain on fig 1.8. The symmetrical shape of the echo is of primal importance as we’ll see later. The idea can be extended and different echo sequences can be generated as for example a three-pulses echo or a spin-echo train (CPMG echo train). On fig. 1.8 the norm of Mx0 y0 is constant. In practice, the signal is weigthed by T2 (see equ. 1.11) as it can be seen on fig. 1.9 From the discussion above, it is clear that the more isochromats we have the smaller T2∗ . Different isochromats arise if different SPIN system exist (different types of proton with different gyromagnetic ratios) or if the protons have different caracteristics (see 4.1.3 for the chemical shift effect). What is more important for us is the situation of off-resonance obtained because of inhomogeneity. In practice and for different reasons (see chap. 4.1 and 3) B0 won’t be constant. For this reason, the different spins composing the bulk magnetization M will oscillate at a different frequency. If an inhomogeneity δB(x, y, z) exists at point (x,y,z) each spin at position (x,y,z) will oscillate at frequency (B0 + δB(x, y, z))γ. In the rotating frame, the phase difference after a time τ will be (supposing that we take a reference): ∆φ(x, y, z) = γδB(x, y, z)τ



(1.23)



We will come back to this relationship in section 1.4.3



1.4.2



Gradient echo



Gradient field To introduce the gradient field, let’s consider a general magnetic field B G = BG,x i + BG,y j + BG,z k where BG,x ; BG,y ; BG,z are function of x,y,z First of all, we want our gradient field to be an additive gradient field with respect to B 0 and therefore we want it to have only a non-zero component for the k direction. We thus set BG,x = BG,y = 0.11 Secondly, we want our gradient field to be a linear gradient field in the G direction, that is to say that we want our field to be constant within a 11



This is not physically achievable (not a solution of Maxwell’s equations) but as B 0 is very strong, the others components can be ignored.



13



CHAPTER 1. PRINCIPLES OF MRI z’



z’



z’



π pulse along y π/2 pulse



y’ x’



y’



y’ x’



x’



faster



(w2-w) τ1



faster (w1-w) τ1



t= τ



t= τ1 < τ



t=0



S(t)



S(t)



S(t)



t



t



t



(a)



(c)



(b)



t= τ



t= τ



S(t)



t= τ



S(t)



S(t)



t



(d)



t



(e)



t



(f)



Figure 1.8: (a) π2 -pulse flip M in the xy plane (b) multiple isochromats rotate at their respective frequency, the received signal(the transverse component of M ) decrease (the phases add destructively), this is the FID (c) the πpulse flip the spins around the y-axis. The faster spin becomes the last (d) the faster being the last but still the faster, he catch up the slowier, the processus is reverse, the phase add now constructively, the signal regrow (e) echo-time, the faster has joined the slowier. the phase is null, the signal is maximun, we are back to the begining (f) idem than (b).
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T2*



TE/2



TE/2
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π -pulse TE



Figure 1.9: Successive echoes weighted by T2 The maximun value of the successive echoes is weighted by T2 plane perpendicular to G but to linearly increase as we progress in the G direction. We therefore impose : ∇BG,z =



∂BG,z ∂BG,z ∂BG,z i+ j+ k=G ∂x ∂y ∂z



(1.24)



The solution of this equation is trivial and yield BG,z = Gx x + Gy y + Gz z



(1.25)



which can be written as (the · denotes the scalar product) BG,z = G · r



r = (x, y, z)



(1.26)



Our gradient field then becomes B G = BG,z k = (G · r)k With this understanding, the overall magnetic field in the presence of a gradient field in the region of interest can be expressed as B = B0 + BG,z k



(1.27)



Formation of gradient echoes (GRE) Let’s now consider the application of an α-pulse (a gradient echo is often used in combinaison with small flip angle excitation for fast imaging) with a negative x-gradient (corresponding to G = (Gx , 0, 0)). The phase in different x-position is given by : φ(x, t) = γ



Z



t 0



−Gx xdt = −γGx xt



0≤t≤τ



(1.28)



We have seen, while discussing the RF-echo, that the enveloppe of the −t −t measured signal wasn’t described by e T 2 but by e T 2∗ because of phase dispersion. Of course, we still have a phase dispersion here because of, say, the inhomogeneity but we have something like a ‘second order effect’ for
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Figure 1.10: Gradient-echo pulse sequence.



x1 x2 x3 x4 x5



Figure 1.11: Effect of the gradient on the different spins. the phase dispersion is forced along the x direction. The decay will then be even faster and we can caracterise it with an other time constant T 2 ∗∗ (T 2∗∗ < T 2∗ < T 2). If we now reverse the gradient, the phase angle in the rotating frame is given by φ(x, t) = −γGx xτ + γGx x(t − τ ) τ ≤ t ≤ 2τ (1.29) We therefore get an echo when φ(x, t) = 0 as shown on fig. 1.10 As the x-gradient is not necessarly the same for dephasing then for rephasing, the echo doesn’t occur necessarly at t = 2τ . For a comparison with fig. 1.8 where each rotating spin was coming from a different isochromat, here, each spin would correspond to a different position along the x-axis(see fig. 1.11 ). Off course, this effect adds to the effect mentioned for SE and yield the T2∗∗ effect.



1.4.3



Comparison between SE and GRE



Let’s consider a 1-D isochromat spin system submited to an inhomogeneous static field B0 + δB(x). The phase at location x and time t is given by (in the rotating frame) φ(x, t) =



Z



t



γδB(x)dξ = γδB(x)t 0



(1.30)
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Figure 1.12: Evolution of the phase for SE as a function of time at a given point x0 . After a time TE/2 (TE = echo time) the phase along the x-axis is TE TE ) = γδB(x) (1.31) 2 2 At time TE/2, the π − pulse is applied. The effect of the pulse is to invert the phase (see fig. 1.8 (c)). After the pulse, the phase is therefore given by T E+ TE φ(x, ) = −γδB(x) (1.32) 2 2 After the pulse, the spins will go on running, rephasing during TE/2 seconds and dephasing again as shown on fig. 1.12 Therefore, at the echo time, the phase is null and in a spin-echo, the received signal doesn’t hold any information about the inhomogeneity at the echo-time. Let’s now consider the case of gradient-echo. As shown on fig. 1.13, let’s consider two points x0 , x1 along the x axis. In the rotating frame and after a time TE/2, the phases at the two points are given by φ(x,



φ(x0 ) = γδB(x0 )



TE 2



(1.33)



TE (1.34) 2 After a time TE/2, the gradient is reversed for TE/2 seconds. Therefore the phase at t=TE is given by φ(x1 ) = γ[δB(x1 ) + Gx x1]



TE TE + γδB(x0 ) = γδB(x0 )T E 2 2 TE TE φ(x1 ) = γ[δB(x1 ) + Gx x1 ] + γ[δB(x1 ) − Gx x1 ] 2 2 = γδB(x1 )T E



φ(x0 ) = γδB(x0 )



(1.35) (1.36) (1.37)
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Figure 1.13: Evolution of the phase during a GRE acquisition. Note that the gradient is is reversed but the inhomogeneity is not as opposed to the SE case. In conclusion we can state that the phase at point x is given by φ(x) = γδB(x)T E



(1.38)



and therefore, at echo-time, the phase is proportional to the field inhomogeneity. Intuitively, this is due to the fact that in SE, the phase is reversed by the π-pulse whereas in GRE, only the gradient is reversed. The phase acquired because of inhomogeneity increases all the time. This is the reason why GRE is more sensitive to field inhomogeneity than SE.



1.5



Signal localization



So far, we’ve seen how we can generate a measurable transverse magnetization and we’ve seen the form that our received signal takes. Clearly our signal is the sum of ‘local’ signals from all parts of the object. If our object is heterogeneous we need to be able to differenciate the different signals from different positions. There are basically two types of spatial localization method: ‘selective excitation’ and ‘spatial encoding’. We now discuss each of them.



1.5.1



Selective excitation



The most popular and also the simpliest form of selective excitation is the activation of a single slice. A slice is describe by the following inequality (see fig. 1.14) ∆S |µs · r − s0 | > 2
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Figure 1.14: Parameters caracterizing a slice of arbitrary orientation. or if the thickness of the slice is null (or can be neglected) µs · r = s 0 To select such a slice, we need a gradient field and a shaped RF pulse. In fact, the principle is very easy to understand. Let say we want to activate the slice shown on fig. 1.14 : We turn on a gradient field in the direction of µs giving µs = G or in term of the slice orientation (θ, φ) µs = (sin θ cos φ, sin θ sin φ, cos θ) and the condition on G becomes    Gx



Gy   G z



= Gss sin θ cos φ = Gss sin θ sin φ = Gss cos θ



Gss is the gradient field and could take any non-zero value provided that the field variation is stronger than the field inhomogeneity. Suppose that we want to activate the slice z = z0 , the suitable gradient is Gss = (0, 0, Gz ). Based on the Larmor relationship, the Larmor frequency at position z is given by w(z) = w0 + γGz z f (z) = f0 + γGz z



(1.39) γ γ= 2π



(1.40)
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Figure 1.15: Linear mapping from frequency to z-position. We therefore have a linear relationship between the position along z and the Larmor frequency. We now activate the slice with the RF pulse12 .Recall that an RF pulse can be written as B1 (t) = B1e (t)e−iwrf t (1.41) It is well known that the Fourier transform reveals the spectral content of a signal. Therefore, by taking the Fourier transform of the RF pulse we get a relationship between the frequency and the weight of this frequency in the pulse. This weight can be directly mapped13 onto the the z-position with equation 1.39 as shown on fig 1.15 More strictly, let’s write our desired spatial selection as follows : ps (z) =



Y  z − z0 



∆z



=



(



1 if 0



|z − z0 | < otherwise



∆z 2



(1.42)



According to 1.39 the desired frequency selection is p(f ) = ∆f fc



Y  f − fc 



∆f



(1.43)



= γGz ∆z = f0 + γGz z0



The key assumption is that B1 (f ) is related to p(f) by the Fourier transform, B1 (t) α



Z



+∞



p(f )e−i2πf t dt



(1.44)



−∞



Making use of the well known relationship sinc(πat) 12



↔



1Yf a a



(1.45)



A pulse which selectively activate the different isochromats of an object is called a soft pulse (because smoother) while a non-selective pulse is called hard pulse 13 This method is not strictly correct because a spin system doesn’t behave linearly during excitation. A more accurate approach uses the Bloch equation.
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we get B1e (t) = Asinc(π∆f t)



(1.46)



as the pulse enveloppe as to be causal B1e (t) = Asinc[π∆f (t −



τp )] 2



0 ≤ t ≤ τp



(1.47)



τp 2



(1.48)



neglecting, for now, the truncation effect p(f ) = ps (z) =



Y  f − fc  Y



ei2π(f −fc )



∆f  z − z0 iγGz (z−z0 ) τp 2 e ∆z



(1.49)



Practicle consideration As it can be seen in equation 1.48, a linear phase shift is introduced during the slice selection. As this phase shift introduce a signal loss, it is removed by applying a refocussing z-gradient. This procedure is called post-excitation rephasing. The refocusing gradient is caracterized by its strength Gr,z and by its τ duration τr . As an example, if we set τr = 2p , Gr,z must be set to Gr,z = −Gz . An other consideration is the truncation effect. This problem is similar to the filter design. If we truncate our desired function in time, we introduce some ripples in the frequency domain end a finite slope to the edges. To handle this situation some more suitable pulses have been design such as the gaussian pulse with less sidelobes and sharper edges.



1.5.2



Spatial information encoding



Spatial information encoding consist in making a measurable variable dependent on the position. As the variable we measure is in the form of a complex exponential, localization can be either phase-encoded or frequency-encoded. We now describe successively these two methods. Frequency encoding Consider first one idealized one-dimensional object with spin distribution ρ(x). In the presence of a linear gradient field, the Larmor frequency at position x is w(x) = w0 + γGx x (1.50) Correspondingly, the FID signal generated locally is dS(x, t) α



ρ(x)dxe−iγ(B0 +Gx x)t



(1.51)
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The received signal is therefore Z



S(t) =



dS(x, t)



(1.52)



ρ(x)e−iγ(B0 +Gx x)t dx



(1.53)



ρ(x)e−iγGx xt dxe−iw0 t



(1.54)



object Z +∞



=



−∞ Z +∞



=



−∞



After demodulation (removal of eiw0 t ) Z



S(t) =



+∞



ρ(x)e−iγGx xt dx



(1.55)



ρ(r)e−iγGf e ·rt dr



(1.56)



ρ(r)e−iγGf e ·r(t−Te ) dr



(1.57)



−∞



Generalizing for a 3D object S(t) =



Z



object



where Gf e = (Gx , Gy , Gz ) or in the case of a spin echo signal S(t) =



Z



object



However, unlike the 1-dimensional case, each spatial point is not assigned a unique frequency. Setting the Larmor frequency to be a constant yields γGf e · r = c



(1.58)



which is the equation of a plane perpendicular to Gf e. Therefore, spatial encoding is only achieved along the Gf e direction. It is now straightforward to go one step further and to express equ. 1.56 in term of Fourier transform. S(k) =



Z



ρ(r)e−i2πk·r dr



(1.59)



object



by making a simple variable substitution k=



(



γGf e t F ID signal γGf e (t − TE ) echo signal



(1.60)



Phase encoding Phase encoding, in the one-dimensional case, is achieved by turning on a gradient Gx for a short time Ppe . This time, the infinitesimal received signal is
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dS(x, t) =



(



ρ(x)dxe−iγ(B0 +Gx x)t ρ(x)dxe−iγ(B0 +Gx x)Tpe



0 ≤ t ≤ Tpe t ≥ Tpe



(1.61)



If we only acquire the signal after Tpe , the collected signal will bear an initial phase angle φ(x) = −γGx xTpe (1.62) or, in the general case, φ(x) = −γGpe · rTpe



(1.63)



which yield a received signal of the form (after demodulation) S(t) =



Z



ρ(r)e−iγGf e ·rTpe dr



(1.64)



object



Again, we express our received signal in term of a fourier transform S(k) =



Z



ρ(r)e−i2πk·r dr



(1.65)



object



where k = γGpe Tpe



(1.66)



Basic imaging method By looking at the equations 1.59 and 1.65 one could think that we are done. Indeed, one last step would be to invert the fourier transform to get ρ(r). However, we only access to the k-space through the parametric equation defined by equations 1.60 and 1.66 respectively for frequency encoding and phase encoding. For frequency-encoding and in the 2D case, we get from 1.60 (



F ID signal



echo signal



(



kx = γGx t ky = γGy t



kx = γGx (t − TE ) ky = γGy t(t − TE )



t≥0



t≥0



(1.67)



(1.68)



Equation 1.67 describes a segment starting at (0,0) in the k-space while equ. 1.68 is symmetrical as illustrated on fig 1.16. If we rewrite Gx = G cos φn and Gy = G sin φn , the angle between the segment and the kx -axis is given by φn . It is now easy to see how one can scan the entire plane by varying φn . This will result in a polar sampling of k-space. Two dimensional imaging
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Figure 1.16: k-space sampling trajectories of (a) a frequency-encoded FID signal, and (b) a frequency-encoded echo.



Figure 1.17: Excitation sequences for generating a frequency-encoded (a) FID signal (b) gradient-echo signal (c) spin-echo signal.



Figure 1.18: Example of a sequence used for two-dimensional imaging. The signal is frequency encoded along the x direction and phase encoded along the y direction.
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Figure 1.19: K-space coverage of the imaging sequence in fig. 1.18. (a) k-space trajectory during a cycle (b) k-space coverage by all the sequence Let’s now analyse another basic imaging scheme shown in fig. 1.18. Each spin-echo is first phase-encoded along the y-direction and then acquired in the presence of a frequency-encoding gradient Gx . To understand how k-space is travesed by this imaging scheme, consider the nth excitation. During the phase-encoding interval, we have (



kx = γGx (t − t0 ) ky = γn∆Gy (t − t0 )



t0 < t < t 0 +



Tacq 2



(1.69)



which represents a radial line from the origin to point A defined by kA = (γGx Tpe , γn∆Gy Tpe )



(1.70)



The subsequent 180 pulse swings the trajectory to point B,as shown on fig. 1.19 kB = −kA (1.71) During the subsequent data acquisition interval, we have (



kx = γG(t − TE ) ky = γn∆Gy Tpe



|t − TE | 



Tacq 2



(1.72)



which is a horizontal line parallel to the kx -axis., whose interception on ky -axis is γn∆Gy Tpe . Therefore, by varying the phase-encoding strengh, each line will assume different ky locations resulting in the rectilinear sampling of k-space. Three dimensional imaging For true three dimensional imaging, non-selective pulses are used for signal generation and information along the three dimensions must be encoded into the activated signal.
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However, a common way to accomplish three dimensional imaging is by using slice-selective excitations for localization in the third dimension, leaving the other two to be done with encoding methods.



1.5.3



Two dimensional imaging under B0 inhomogeneity



Taking a general expression of the received signal we have Z



S(t) =



ρ(x, y)e−i[w(x)t+φ(y)] dxdy



(1.73)



object



w(x) = γ[Gx x + B0 ] φ(y) = γ[Gy y + B0 ]Tp Adding the effect of the inhomogeneity and after demodulation w(x) = γ[Gx x + δB(x, y)]



(1.74)



φ(y) = γ[Gy y + δB(x, y)]Tp



(1.75)



Let’s first consider the effect of the inhomogeneity on the phase. The signal, expressed in k-space will be S(t) =



Z



ρ(x, y)e−γδB(x,y)Tp i e−i2π(kx x+ky y) dxdy



(1.76)



object



After reconstruction, we will then recover a complex signal I(x, y) = ρ(x, y)e−γδB(x,y)Tp i |I(x, y)| = ρ(x, y) arg(I(x, y)) = −γδB(x, y)Tp



(1.77) (1.78) (1.79)



The phase of our reconstructed signal (which would be real in absence of all kind of inhomogeneity) is proportional to the inhomogeneity of the static field 14 However, recalling section 1.4.3 we know that we must be carefull. In effect, for SE signal, the phase is NOT proportional to the inhomogeneity, we even saw that it was zero at echo-time! Therefore, we can state that for a SE sequence, the phase is not influence by the inhomogeneity. Let’s now consider the effect of the inhomogeneity on the frequency. Due to the presence of the term ‘xt’, the exponential cannot be split and the effect is more difficult to understand. The signal takes the form S(t) = 14



Z



ρ(x, y)eγi[(Gx x+δB(x,y)t)+Gy yTp ] dxdy



(1.80)



object



More generally, the phase of the signal would be proportional to any signal modulating the phase of the encoded signal (the magnetization). In particular, the phase is related to the motion of the object
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kx∗ = γ[Gx + δB(x) x ]t = kx + ky = γ[Gy Tp ]



S(t) =



Z



δB(x) x t



∗



ρ(x, y)e−i2π(kx x+ky y) dxdy



(1.81)



object



Although we are no more in presence of a fourier transform we can try to explain the effect in term of the k-space trajectory. In effect, when we take a sample, we beleive that it comes from (kx , ky ) when it comes from (kx∗ , ky ). The grid in the k-space is therefore distorded (producing a distorsion of the image). An other effect appears if the relationship between kx and kx∗ is no more a bijection. In this case, many points can be mapped onto the same k-space point producing an intensity modulation of the image. From the discussion above, it is easy to draw conclusions for GRE image. The image will be distorded and submitted to intensity modulation. These phenomenons will be worse in GRE images as the spins are not refocused by the π-pulse. Another effect of field inhomogeneity is a signal lost. In effect, the inhomogeneity increases the phase dispersion and the signal sisapears more quickly. The inhomogeneity can be such as the signal can’t even be measured, resulting in typical black hole in the image. Last but not least, gradient echo imaging open the door of field mapping. In effect, we have shown that the phase image is proportional to the field inhomogeneity. More precisely arg(I(x, y)) = −γδB(x, y)T E



(1.82)



Therefore, the phase image is proportional at each point to the field inhomogeneity 15 . As we know that the function ‘atan’ used to calculate the phase of a complex yields a result between − π2 and π2 we deduce that the inhomogeneity must be smaller than π 2γT E ≤ 2.97 10−7



|∆B(x, y, z)| ≤



(1.83) [T ]



(1.84)



taking an echo-time of 0.02 [s] and a gyromagnetic ratio (for hydrogen) of 42.58X2π [M Hz/T ]. This value can be quite small in a situation of bad shimming.
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See section 4.3 for more details about field ploting
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IMAGE RECONSTRUCTION Recalling equ. 1.59 and 1.65 we obviously notice that we will soon deal with fourier transform. Therefore, the next section is devoted to put DTFT and FFT back in place before explaining the last step : S(kx , ky ) → I(x, y). The problem of reconstruction is further explained in section 5.1.



2.1 2.1.1



Discrete Time Fourier Transform DTFT



Denoting H(f) the frequency representation of h(t), we can start with the well known ‘fourier trasnform’ equations



H(f ) = h(t) =



Z



+∞



h(t)e−2πif t dt



(2.1)



−∞



1 2π



Z



+∞



H(f )e2πif t df



(2.2)



−∞



If t is measured in seconds, then f is in cycles per seconds, or hertz. However, the equations work with other units. If h is a function of position x (in meters), H will be a function of inverse wavelength (cycle per meter). In the most common situation, function h(t) is sampled (that is to say its value is recorded) at evenly spaced intervals in time as shown on fig. 2.1 We can see on this figure that sampling in time induce a periodization in frequency. To avoid overlap of the repeated spectrums (aliasing) the ‘sampling theorem’ or ‘Nyquist theorem’ must be satisfied. That is to say fs ≥ 2fmax
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(2.3)
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Figure 2.1: DTFT of a real, bandlimited function, sampled exactely at twice its maximun frequency (fs =2fmax). Note that sampling induces periodization.
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where fs is the sampling rate and fmax the maximun frequency component presents in the spectrum of h(t). If this theorem is satisfied, h(t) can be recovered entirely by the formula h(t) = ∆



+∞ X



hn



n=−∞



sin(2πfs (t − n∆)) π(t − n∆)



(2.4)



We now estimate the fourier transform of a function from a finite number of its sampled points. Suppose that we have N consecutive sampled values hk = h(tk ),



tk = k∆,



k = 0, 1, 2, ..., N − 1



(2.5)



so that the sampling interval is ∆. To make things simpler, let us also suppose that N is even. If the function h(t) is non-zero only in a finite interval of time, then that whole interval of time is supposed to be contained in the range of the N points given. Alternatively, if the function h(t) goes on forever, then the sampled points are supposed to be at least “typical” of what h(t) looks like at all other times. With N number of input, we will evidently be able to produce no more than N independent numbers of output. So, instead of trying to estimate the Fourier transform H(f) at all values of f in the range −fc to fc , let us seek estimates only at the discrete values fn =



n , N∆



n=−



N N , ..., 2 2



(2.6)



The extreme values of n in 2.6 correspond exactly to the lower and upper limits of the Nyquist critical frequency range. You may have noticed that there are N+1, not N values of n in 2.6. It will turn out that the two extreme values of n are not independent (there are equal), but all the other are. This reduces the count to N. The remaining step is to approximate the integral in 2.1 by a discrete sum H(fn ) =



Z



+∞ −∞



h(t)e2πifn t dt =



N −1 X



hk e2πfn tk ∆ = ∆



k=0



N −1 X



kn



hk e2πi N



(2.7)



k=0



The final equation summation in equation 2.7 is called discrete Fourier tranform of the N points hk . Let us denote it by Hn , Hn =



N1 X



kn



hk e2πi N



(2.8)



k=0



The discrete Fourier transform maps N complex numbers (the hk ’s) into N complex numbers (the Hn ’s). It does not depend on any dimensional parameter, such as the time scale ∆. The relation 2.7 between the discrete
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Fourier transform of a set of number and their continuous function sampled at an interval ∆ can be rewritten as H(fn ) = ∆Hn



(2.9)



where fn is given by 2.6 If we define define W as the complex number W =e we can re-write 2.7 as Hn =



N −1 X



2πi N



(2.10)



W nk hk



(2.11)



k=0



Taking the DTFT is therefore equivalent to smple the fourier transform at N evenly spaced points on the circle. The formula for the discrete inverse Fourier transform, which recovers the set of hk ’s exactely from the Hn ’s is: hk =



2.2



−1 kn 1 NX Hn e−2πi N N n=0



(2.12)



Reconstruction from fourier transform samples



We have seen in chapter 1 that the received signal was encoded in the form of a fourier transform. Furthermore, we know that this signal is sampled uniformly yielding (one dimensional case) S(kn ) =



Z



+∞



I(x)e−i2πkn x dx



(2.13)



−∞



This is therefore the DTFT of the image. Is the Nyquist theorem (eq. 2.3) satisfied ? To answer this question, we have to notice that we face the inverse problem. We sample in the k-space (frequency domain). However, eq. 2.1 being symmetric, we can use the result from section 2.1.1. That is to say that we have to sample (in the k-space) at twice the maximun ‘frequency’. The term frequency refers here to the maximun point x after which the signal (the image) is null. In practice, it will always be the case as any image will be support-limited. That is, there exists a finite Wx such that W (2.14) I(x) = 0 |x| > 2 where the region defined by |x| < Wx /2 is referred to as the field of view (FOV).Therefore, the condition we are looking for can be written as Wx 



1 ∆



or



∆k 



1 Wx



(2.15)
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With this condition in our head can we now blindly apply eq. 2.12 and recover I(x) ? Not yet. Remember that with N points we will be able to reconstruct only N points. Now, if we take the problem in the usual direction, that would require that the maximun frequency of the image along the x direction is smaller than half the sampling frequency (N/Wx ). Nothing is less sure that the image is band-limited (its spectrum is band-limited). In effect, any sharp edge in the image will have a non-bandlimited spectrum. A little bit more rigorously, we can rewrite the problem of reconstruction with finite sampling as N 2



I(x) = ∆k



−1



X



n=− N 2



S(n)ei2πn∆k +



X



n


cn ei2πn∆kx



(2.16)



;n≥ N 2



It can be shown that if we set cn to zero, the norm of the image will be minimun. This is what is done in practice and it is equivalent to dropping the high frequencies. This will lead to the Gibbs ringing artifact (see section 4.1.1).



Chapter 3



MAGNETS AND MAGNETIC FIELDS 3.1



Concerning magnets



The magnets used for biomedical magnetic resonance purposes tend to be expensive, high technology items which require considerable care in handling, both from the point of view of personal safety and also with regard to the equipment. Because the forces on a ferromagnetic object (including one inside a patient) vary as the inverse fourth power of distance from the magnet, they can change from being negligible to overpowering in just a few steps. Let’s now look at some of the specifications of a magnet. The relevant caracteristics are : the strengh, the size, the requirements of stability and homogeneity over a specified volume and the ability to generate any field gradients. These factors interact considerably, the extent depending on the type of magnet employed : permanent, resistive or superconducting. Permanent magnets are build of blocks of magnetic material, for example, samarium-cobalt compounds, ferrites or iron-rare-earth combinations. They can generate up to 0.3T over volumes of many liters. Permanent magnets for medical magnetic resonance use are uncommon as, to ensure field stability, temperature control to typically 1 millidegree is needed. Which, over a device large enough to hold a human is not feasible. Of course, the main attribute of a permanent magnet is that they require negligible power. For this reason, permanent magnets are used in country with limited ressources. By contrast, resistive magnets (up to about 0.15T) can consume up to 60kW of electrical power, and of course, that power ( dissipated ) has to be removed by an impressive supply of cooling water 1 1



A flow of 1 liter per second would suffer a temperature rise of nearly 15 degrees
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Figure 3.1: The use of superconducting switch. When a small current i passes through the heater, the superconducting wire (the ’switch’) next to the latter becomes resistive and so, as the magnet has no resistance, all the main current I eventually flows therein. Once the desired current I has been established, the heater is turned off, and the ’switch’ resumes its superconducting state. Thus the magnet is short circuited, and no inductive voltage can develop across it as the power supply current I is now decreased to zero slowly. Thus the full curent must continue to flow in the magnet, but in a closed loop via the the switch rather than through the power supply. Superconducting magnets represent the majority of manufactured magnets, for, apart from their price, they posses the advantages of very high field (up to 10T) and excellent stability. A few metals, considerably more alloys (for example, niobium-titanium and niobium-tin) and certain ceramics exhibit the property of superconducting. At room temperature all known metals and alloys posses resistance. However, at sufficiently low temperature, superconductors completely lose their resistance (provided they are not in a magnetic field). Thus, a superconducting magnet is made by immersing a large coil of, say, niobium-titanium alloy wire in liquid helium (4.2K). Current is then put into the coil to generate the magnetic field and, as the wire has no resistance, no heat is generated and the liquid is not rapidly boiled off. In order to put the current into the coil, the power supply is connected to the magnet and, over a space of typically an hour or two, the instrument is wound up, the current is increased to the desired value. At this point, as shown in figure 3.1, a superconducting ’switch’ is closed. A ’switch’ is simply a length of superconducting wire with a heater wrapped around it. During ’wind up’, the switch, being ’warm’, was resistive, and so the current passed into the zero-resistance magnet. Nothing changes when the switch is opened for there is no voltage across the magnet to set current flowing through the switch. However, when we commence ’winding down’, a voltage is developed in the magnet as the current through it starts to change (self induction). Current immediately flows through the switch and, by the time the power supply has been wound down to zero, the full current is flowing in a closed loop through the magnet and switch. The power supply is now removed and after a settling period the magnet is
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stable to better then 0.1 PPM.



3.2 3.2.1



Homogeneity and field correction Introduction



Imaging experiment demands a linear relationship between distance and frequency. However when a magnet is first installed, it is very unlikely that sufficient precision is obtained. Over the volume of interest, say a human head, the field strenght may well vary by 100 PPM 2 or more. Some rational and easily implemented method of correcting this inhomogeneity is thus required. A map of the field is obtained by way of a small NMR sample 3 . or by some correcting coil or induced by the main magnetic field magnetic pieces of metal strategicaly placed around the magnet. This operation is done at the installation of the machine and can be repeated periodically as the magnet can drift in time. Another way of correcting the field is referred to as ’shimming’. The presence in the field of the body to be imaged induce a distortion of the field 4 . Therefore the current flowing in the correcting coils (shimming coils) are calculated before the acquisition . Typically, the current is calculated to maximise the enveloppe of the received FID signal. As we saw in the chapter 1, the FID signal is caracterized by a T2* exponential decay, T2* depending on the inhomogeneity. Therefore, the shimming process tries to obtain a pure exponential decay with a T2* as long as possible. We note that this technique is global and doesn’t need a map of the field 5 .



3.2.2



Field correction



In order to gain a better understanding of these concepts, we now look to a mathematical analysis. If we express our magnetic field as B = Bx i + B y j + B z k



(3.1)



where the symbols have their usual meaning, we may show, using the Maxwell’s equations in free space and without source, that ∇ 2 Bx = ∇ 2 By = ∇ 2 Bz = 0



(3.2)



Making use of the particular distribution of the field we can neglect Bx and By and we end up with the well known Laplace’s equation ∇ 2 Bz = 0 2



(3.3)



the required accuracy is in the order of 1 PPM or less. typically 100 µl of water doped with CuSo4 or NiCl2 to have a T2 of about 100 ms. 4 See section 4.1.3, 4.2.1, 4.2.2 5 as opposed to the initial correction or to the technique described in 5.3. 3
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1 σ 1 2 2 (3σ − 1) 1 3 2 (5σ − 3σ) 1 4 2 8 (35σ − 30σ + 3) 1 5 3 8 (63σ − 70σ + 15σ) 1 6 4 2 16 (231σ − 315σ + 105σ



− 5)



where σ = cos θ Table 3.1: Legendre function. The solution of Laplace’s equation is given in many standard mathematical texts. We give the results in the form of spherical harmonics Bznm = Cnm · rn · Pnm (cos(θ)) · cos(n(φ − ψnm ))



(3.4)



where Cnm and ψnm are constants, Pnm are the associated Legendre functions, n and m are integers obeying n ≥ m ≥ 0, n is the order of the harmonics and m its degree, φ, θ, r are defined on fig. 3.2 This equation is usually split in two parts : those for which n is zero (zonal harmonics) and the others (tesseral harmonics). Our task now is to devise means of producing spherical harmonics fields so that we may use our creations to annul the undesirable inhomogeneities we have measured. The following sections explain how the homogeneous field can be created.6 From measured data, derive the coefficient Cmn and φmn of equation 3.4 Zonal harmonics : Rewritting the zonal harmonics as Bzonal = Cn rn Pn (cos θ)



(3.5)



it may quickly be seen with the help of table 3.2.2 that with θ = 0 (i.e. along the z-axis, see fig. 3.2) that we can write equ. 3.4 as Bzaxis = C0 + C1 z + C2 z 2 + ...



(3.6)



In other words, the unknown coefficients Cn0 of equ. 3.4 are the coefficients of the Taylor series developpement of the field along the z axis. A few points can be measured with a small probe and the coefficients can therefore be easily computed. 6



See [3] section 3.4
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z θ r
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Figure 3.2: Spherical polar coordinates (r, θ, φ). P11 (σ) = sin θ P21 (σ) = 3 sin θ cos θ P31 (σ) = 32 sin θ(5 cos2 θ − 1) P33 (σ) = 15 sin3 θ P41 (σ) = 52 sin θ(7 cos3 θ − 3 cos θ) P43 (σ) = 105 sin3 θ cos θ 4 2 P51 (σ) = 15 8 sin θ(21 cos θ − 14 cos θ + 1) 105 2 3 P52 (σ) = 2 sin θ(3 cos θ − cos θ) 105 3 2 P53 (σ) = 2 sin θ(9 cos θ − 1) 5 P55 (σ) = 945 sin θ 5 3 P61 (σ) = 21 8 sin θ(33 cos θ − 30 cos θ + 5 cos θ) 2 4 2 P62 (σ) = 105 8 sin θ(33 cos θ − 18 cos θ + 1) 315 3 3 P63 (σ) = 2 sin θ(11 cos θ − 3 cos θ) 345 4 2 P64 (σ) = 2 sin θ(11 cos θ − 1) 6 P66 (σ) = 10395 sin θ where σ = cos θ



P22 (σ) P32 (σ)



= =



3 sin2 θ 15 sin2 θ cos θ



P42 (σ) P44



= =



15 2



sin2 θ(7 cos2 θ − 1) 105 sin4 θ



P54 (σ)



=



945 sin4 θ cos θ



P65



=



10395 sin5 θ cos θ



Table 3.2: Associated Legendre function. Tesserals harmonics : In order to calculate the coefficients of the tesseral harmonics, let’s now rewrite equ. 3.4 in the central xy-plane. That is, set (for example) r=5cm, θ = π2 (z=0) and let φ vary from 0 to 2π.A tesseral harmonic becomes Bmn = Fmn cos m(φ − ψmn ) (3.7) where Fmn = Cmn rn Pmn (cos θ) and is constant under these conditions. Spherical harmonics oscillate at frequencies which are harmonics of the fundamental (hence their name). Therefore, a Fourier analysis would tell us how much each harmonic is present and what is its phase. However, what we still don’t know is from which order these harmonics come from as, for example, a first order harmonic is, in general a mixture of B11 , B21 , B31 , etc. We have to go a little bit further. By inspecting table 3.2, we can see that whenever the order n is even, the associated Legendre function is zero
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for theta = π2 . Therefore, the spherical harmonic of first degree can be rewriten as 3 15 Bm=1 = C11 r cos(φ − ψ11 ) − C31 r3 cos(φ − ψ31 ) + C51 r5 cos(φ − ψ51 ) + ... 2 8 (3.8) which in turn can be rewriten as 15 3 Bm=1 = cos φ[(C11 cos ψ11 )r − ( C31 cos ψ31 )r3 + ( C51 cos ψ51 )r5 + ...] + 2 8 3 15 sinφ[C11 sin ψ11 )r − ( C31 sin ψ31 )r3 + ( C51 sin ψ51 )r5 + ...](3.9) 2 8 If we remember that the real part of the Fourier transform is associated with the odd part of the signal (here, the cosine term) and the imaginary part with the even (the sine) we can now calculate each constant by measuring the field on a circle for different value of r, taking the fourier transform, measuring how much a given degree si present for each value of r and fitting the curve to the polynome described (for the first degree) by equ. 3.9. The constant can finaly be calculated by ψn1 = Atan



Cn1 sin ψn1 Cn1 cos ψn1



2 2 Cn1 = (Cn1 sin2 ψn1 + Cn1 cos2 ψn1 )2



(3.10) (3.11)



Cancel the measured harmonics Generation of B11 : Consider first the tesseral harmonics produced by a pertubation, for example, a small piece of steal placed on the inner bore wall of the magnet at position (f, α, ψ). This piece of metal, magnetized by the main filed will produce a large memeber of harmonics. However, if we add the same piece of metal at position (f, α, −ψ) it can be shown that the resulting field will be Bn2 = Cn2 rn Pn2 (cos θ)[ cos 2(φ +



π π ) + cos 2(φ − )] = 0 4 4



(3.12)



In fact, all degree 2 + 4k, k  N will cancel. By appropriately choosing the angle between the two pieces, all the undesired degrees can be cancelled yielding a pure first degree spherical harmonic. A similar strategy is also used to cancel the undesirable order. Pieces of metal are placed in planes parallel to xy and equidistant to the origin, the symmetry of the system unsure the cancellation of the undesirable order (see fig. 3.3).
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Figure 3.3: With the particular declination shown (θ = 40.1 and 139.9), the field created round the origin is essentially the spherical harmonic B11 .



Electrical shim and gradient coils As we saw in chapter 1, a linear gradient must be switch on and off during the imaging process. Although we have just seen how a B11 harmonic (a linear gradient) could be created, it is not conceivable to switch it dynamiquely. Spherical harmonics must therefore be created by current so as to be turned on in time compatible with NMR requirement. This is done by loop of current as shown on figure 3.4 and 3.5 called shimming coils or gradient coils7 . The ring are used for zonal harmonics while the loop are used for tesseral harmonics. More precisely, The field produced along the z axis by a ring of current is given by ∞ µ0 I X z Bzaxis = ( )n sin αPn+1,1 (cos α) (3.13) 2f n=0 f f is the radius of the ring, µ0 , the permitivity of free space, α is the angle between the origin and one point of the ring (see fig. 3.4). If we now place an other ring symmetrically about the xy plane, that is to say at an angle π − α, and if we use the fact that Pn+1,1 [cos(π − α)] = (−1)n Pn+1,1 (cos α)



(3.14)



we understand that the resulting field won’t have any odd order(z, z 3 , ...). If we reverse the current in one of the loop we now cancel every even order. A complete description of harmonic generation is out of the scope of the text (see [3] for more details) but we now understand better how a linear relationship can be established between space and magnetic field. We also note that the relationship between the current and the strength of the order is linear. We will use this linear relation in chapter 5.



7



electrical shimming is sometimes refered to as ambiant temperature shimming as opposed to the shimming of the magnet itself which is done at temperature compatible with supraconductivity
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Figure 3.4: Some possibilities, among many, for the design of zonal correcting coils. First-, second-, third- and fourth-order current correction system are shown wound on a cylindrical surface.



Figure 3.5: A design, using arcs of current, for the production of B11 .



Chapter 4



INHOMOGENEITY AND FIELD MAPPING After having explain the theory of reconstruction, it is now time to go one step further and explain its distance from the reality. Fortunately, a lot of problems (usually called artifacts) associated with RMI are well understood and methods for eliminating them exist. For the purpose of this text, artifacts implying the static field are explained in a separated section. In fact, they differ from the former because their impact on today imaging is said to be significant or even limitating in some cases. They also distinguish themself by the fact that eliminating them is incredibly difficult.



4.1



Image artifacts



In this chapter common problems associated with images reconstruction are outlined. The methods used to reduce their effect are explained.



4.1.1



Gibbs ringing artifact



The Gibbs ringing artifact is a common image distortion that exists in Fourier images, which manifests itself as spurious ringing around sharp edges, as illustrated in fig 4.1. The maximum undershoot or overshoot of the spurious ringing is about 9% of the intensity discontinuity and is independent of the number data points used in the reconstruction. The frequency of oscillation, however, increase as more data points are used. For this reason, when a large number of data points is used in practice, the spurious ringing does not cover an appreciable distance in the reconstructed image and thus becomes ‘invisible’. The Gibbs ringing artifact is a result of truncating the Fourier series model owing to finite sampling or missing of high-frequency data. In practice, Gibbs ringing can occur in both phase- and frequency-encoding direc-
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Figure 4.1: Gibbs ringing artifact in Fourier reconstructions. Notice the ringing pattern as a function of number of data points used in the reconstruction. tions, but more often along the phase encoding direction because temporal constraints often limit the amount of high-frequency data collected along that direction. An obvious way to reduce the Gibbs ringing artifact is to collect more high-frequency data. This may not be possible in practice because of practical physical or temporal constraints on MR data acquisition. Another approach is to filter the measured data before they are Fourier Transformed[10].



4.1.2



Aliasing artifact



As stated by Nyquist theorem (equ. 2.3), one has to take enough samples for a signal to be perfectly reconstructed. As illustated on fig. 4.2(a), the non-respect of this condition leads to an overlap of the spectrums (compare to fig. 2.1.1). As we already mention in section 2.1.1 and as shown on fig. 2.1.1, discretization in one space is equivalent to periodization in the corresponding space. In 2 dimensions, the periodization is shown on fig. 4.2(b). It is therefore easy to understand the problem of aliasing in MRI. If the number of samples acquired in, say, the frequency encoding direction is too small, the spectrums will overlap, resulting in a replication of the image in the x-direction as shown on fig. 4.3(a). Aliasing artifact is in general difficult to fix after the fact. A common approach to this problem is to prevent it from happening in the data acquisition stage by properly choosing the sampling rate or limiting the measured
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Figure 4.2: (a) Spectrum of an undersampled signal (b) replication in object domain



Figure 4.3: (a) Aliasing artifact due to undersampling along the horizontal direction by a factor of two. (b) Chemical shift artifact.
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signal bandwidth through the use of antialiasing filtering (low pass filter).



4.1.3



Chemical shift artifact



The term chemical shift refers to the shift in resonance frequency of nuclear spins in different chemical environments. An important example in MRI is that the Larmor frequency of fat protons is shifted to a lower frequency with respect to that of water protons by approximately 3.5 ppm. Since spatial position is frequency-encoded in the readout direction in the imaging process, signals from water protons and fat protons in the same spatial location will be assigned to different spatial locations, thus creating a misregistration artifact as illustrated in fig. 4.3 (b) The degree of spatial displacement caused by chemical shift can be readily calculated based on the known experimental parameters. Assume that the main field strength is B0 , the frequency-encoding gradient is G, and the pixel size is ∆x. The frequency shift is ∆wc = γ · δ · B0



(4.1)



where δ is a shielding constant. Since the frequency bandwidth of a pixel is ∆wx = γG∆x



(4.2)



the amount of spatial displacement, in the unit of a pixel, caused by the chemical shift is δ · B0 ∆wc = δx = (4.3) ∆wx G∆x An effective way to reduce the chemical shift artifact is therefore to use a strong readout gradient so as to make the displacement smaller than a pixel.



4.2 4.2.1



Field inhomogeneity B0 inhomogeneity



By now, it should be clear that the inhomogeneity of the main static field will produce a mislocalization of the pixels (which can produce amplitude modulation) and will therefore distort the image. Although the cause is exactly the same, we have to consider two different source of inhomogeneity as they are typically handled independently. • Main static field inhomogeneity : inhomogeneity due to the magnet itself. This can be due to bad shimming of the magnet or to the presence of magnetic materials around it. This inhomogeneity is the object of this section and of chapter 5.
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• ’object induced inhomogeneity : ’ Although eq. 3.4 gives a general solution for the magnetic field inside the magnet, we are let with two sets of constants to be calculated. Typically, these constants are fixed by initial conditions and border conditions. For anyone having already solved a differential equation, the importance of these conditions is well known. Therefore, the presence of the object within the magnetic field will produce a distorsion of the field, imposing new border conditions (a border being the limit between different zones with different magnetic propreties). This problem is of high importance and is discussed in the next section. We now, explain a method for reducing the inhomogeneity of the main magnetic field. Algebraic Reconstruction for Magnetic Resonance Imaging Under B0 Inhomogeneity [11] Various methods have been suggested and implemented to overcome the problem of inhomogeneity-induced image distortions. These techniques can be generally classified into two main categories : the first category acquires a field map in some way (see next section) and use it to compute the expected pixel displacement or to correct the data directly in the k-space. The second category of correction techniques are those that do not require field mapping. The most important of such methods is the one that uses two images acquired with gradients of reversed polarity. Since the inhomogeneity effect does not change between the two images, the direction of the resultant distorsions is opposite between the two. Hence, by comparing the two, it is possible to derive a distorsion-free image. In any cases the problem is to invert a mathematical operator (the inhomogeneity) which is, in general, no more than an approximation. The technique presented here use an algebraic model and yields a solution whose norm of the error is minimun. The technique is presented for a frequency encoded 1-D object such that Fd (k) =



Z



+∞



f (x)eiγδB(x).t(k) exp(−i2πkx)dx



(4.4)



−∞



Here, γ is the gyro magnetic ratio and t(k) is a time function that depends on the k-space trajectory of the imaging sequence. This equation represents a linear FREDHOLM integral equation of the first kind with kernel, KI (x, k) = eiγδB(x).t(k) exp(−i2πkx). That is, the k-space data can be expressed as the outcome of applying a linear operator Γ (Note that B 0 (x) is known, see next section) to the original or true spatial intensity such that : Fd = Γ(f )



(4.5)
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Γ is referred to as the transformation operator since it performs the mapping between the original object and the k-space taking into account the inhomogeneity effects. The reconstruction problem becomes one if finding an inverse operator τ Γ such that (Γτ Γ)(f ) = I(f ) = f (4.6) Let’s now discretize our problem : equ. 4.4 becomes : N X



KI (kn , xn )f (xn ) = F (kn )



n = 1, 2, ..., M



(4.7)



n=1



In this case, the original integral equation is approximated by an MxN linear system Af = F d where A is an MxN matrix with entries [KI (kn , xn )], f is an Nx1 vector with entries [f (xn )] and F d is an Mx1 vector with entries [Fd (kn )]. Discretization of the operator Γ is the matrix A. In general, the mapping rule that defines the operator may not be one-toone. In this case, the operator is ’singular’, and it is not possible to construct the inverse operator. In some other case, the operator maps different points in its domain to different yet very close points in its range. If these points are too close, slight contamination with additive noise can render them indistinguishable, making it difficult to compute the inverse operator. In such cases, the operator is ill posed. It is therefore by no mean an easy task to find the inverse of A. For example, our matrix A can take the form of the Vandermonde matrix wich is well known to be difficult to handle 



   V =   



1 λ0 λ20 .. .



1 λ1 λ21 .. .



... 1 . . . λN . . . λ2N .. .



λN 0



λN 1



. . . λN N



       



(4.8)



with λn = eiγδB(x0 ,yn )∆k exp(−i2πn ∆k). Robust methods for solving illconditioned system have already been studied as for example the 2 methods proposed in [11] • Singular Value Decomposition (SVD) Solver • Conjugate Gradient Method The interrested reader is invited to read [11] for more details. Fig 4.4 shows some images obtained with this method.
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Figure 4.4: Correction of single-shot blipped-EPI data with two-iteration conjugate gradient iteration. Images from top to bottom are: field maps, distorded images and corrected images.



4.2.2



Susceptibility



As we mentioned before, the susceptibility artifact is a special form of B0 inhomogeneity induced by the border conditions. Typically, we will encounter this problem at the tissue-air interface. Depending on the application, different effect of this artifact are outlined. If we are interrested in planning or precision radiotherapy, the geometrical distorsion induced by the relatively-high inhomogeneity will be of primal importance. Another effect of the susceptibility artifact is the intravoxels spin phase variation wich leads to a signal loss. For example, image of the large inferior frontal and lateral temporal cortices of the human brain are typically subject to signal loss and therefore difficult to be imaged. These zones are however of interest, especially for functional imaging (fMRI). Difference in susceptibility can also lead to positive applications as the variation of susceptibility can be used to measure caracteristics of interest as for example venous blood (explained in [13]). Another interresting application uses the so called BOLD effect (Blood Oxygen Level Dependent). It has been reported [16] that the magnetic properties of the blood vary with the level of oxygenation. Therefore, a measure of the susceptibility can become a measure of activity of the brain and is used in fMRI. In [7], tumors are imaged by measuring their susceptibility variation inducing a field variation. The signal loss phenomenon is especially noticeable in gradient echo imaging which makes the problem of fMRI even worse as such images must be acquired rapidly and therefore uses gradient based imaging methods.



CHAPTER 4. INHOMOGENEITY AND FIELD MAPPING



47



Figure 4.5: Phantom image demonstrating the effect of B0 inhomogeneity. The XY gradient is misadjusted.



4.3 4.3.1



Field mapping Field mapping using dedicated sequences



As we already explained in section 1.5.2, the phase image acquired with gradient echo is proportional to the inhomogeneity at each point. Nevertheless, the inhomogeneity is not the only variable to be encoded in the phase : phase imaging is well known to encode velocity [15]. In effect, let G = G(t) denote a linear magnetic gradient and x = x(t) the proton’s position. Then if dx dt = V , the phase shift ∆Φ is ∆Φ = =



Z



TE 2



γGxdt +



0



1 γGV T E 2 4



Z



TE TE 2



γGxdt



(4.9) (4.10)



and the phase is proportional to velocity. This technique is employed in fluid study but limits the use of the filed mapping to static objects (consider the blood flowing in the veins for in vivo experiments). For this reason, a method called double-DANTE-tagging (DDT) sequence has been proposed1 [8]. The DDT sequence uses a DANTE (for more details refer to [8]) pulse train in the presence of a continuous magnetic filed gradient to spatially encode the magnetization within the sample just prior to imaging. Preirradiation with the DANTE pulse train produce excitation at the carrier frequency and the DANTE harmonic frequencies. These excited or ‘tagged’ regions appear as a set of parallel dark lines. Each tag represents an isochromat accross regions where the total magnetic field is of equivalent amplitude. The deviation from the rectilinear grid is therefore proportional to the inhomogeneity. An image acquired with this technique is shown on fig 4.5. 1 among others : echo-time encoding method, phase contrast (modified Dixon technique), group spin echo selection, spectral decomposition
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Figure 4.6: Vector diagram showing the principle of the method This image can be acquired with a scanner equiped with the DANTE sequence and the shimming can be made ‘real time’ by modifying the field in order to orthogonalize the grid.



4.3.2



Field mapping with amplitude image



The phase image can be considered equivalent to a map of the inhomogeneity, however, there exists some cases where we are interested in value of a variation of magnetic field, other than the inhomogeneity. It can be used to image the magnetic field induced by a small piece of metal[6] or could find application in detecting a variation of susceptibility in, for instance, a tumor as described above. This method is clearly discribed by fig. 4.6. This figure shows the complex value obtained after reconstruction at a given pixel. m0 belongs to a reference image and Φ therefore represents the inhomogeneity while ψ is the value we want to measure. The method simply consists in calculating the norm of ∆m which is strongly modulated by Ψ Some images obtained in [6] with this method are shown on fig. 4.7. They show the possibility of mapping the field generated by a small magnetic sample.
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Figure 4.7: GRE amplitude images of 2 mM CuSO4 phantom. (a) Reference image of the phantom; (c) image of the phantom with the ferromagnetic object; (e) amplitude image reconstructed from the difference between the two data sets; (b and d) Phase images corresponding respectively to (a) and (c)



Chapter 5



A PRACTICAL PROBLEM: Homogeneization of B0 in a 4.7T experimental NMR machine 5.1



Reconstruction



The problem of reconstruction has already been described in 5.1. This section explains an algorithm writen in C 1 which implements the reconstruction from the raw data acquired with these sequences shown in fig. 5.2 for spin-echo and fig. 5.3 for gradient-echo. With this sequence, the data are interlaced as shown on fig. 5.1. The reason why interlacement is used is that for selecting a second line within the same slice, one has to wait, after having measured the first (that is to say the order of T2 seconds), for the system to come back to equilibrium (that it to say the order of T1 seconds). As we said before, T1 is many times greater than T2 and this difference in time would be wasted if one has to wait. By activating an other slice, we don’t have to wait for anything as the signal from the first slice has already disapeared. The acquisition is therefore a lot faster (acquiring N slices, N < 10, takes the same time than acquiring one). Each sample is long integer of 4 bytes. The structure of fig. 5.1 exists in C and can be expressed as long signal[n_lines][n_slices][n_columns][2_value_per_complex] All the sections of the algorithm are quite straightforward and are quickly explained here. The section ‘swapping the bytes’ is needed for compatibility between small-endian and big-endian computers. The section ‘phase correction’ is needed to correct the data. It comes from the fact that the real 1



see appendix A
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r1 i1 r2 i2 r3 i3 ... rM iM



slice1



slice2



slice3



........



slice1



line1



slice2



lineN



Figure 5.1: Interlacement of the slices.Each line is made up of 3 other lines, each from a different slice. The line itself is made up of complex points (r,i). and imaginary values are not measured at the same time and therefore they don’t have the same phase. The inverse fourier transform uses the FFT algorithm and has been found on the internet2 . The format chosen to hold the images is PGM for its simplicity. The PGM file is made of a header define as P5 # this is a comment x_resolution y_resolution maximun_int_value followed by all the values defining each pixel. An image obtained with this algorithm is shown on fig 5.5. This is a five-slice image of a ping-pong ball filled with CuSO4 to obtain a correct value of relaxation constants3 . A linear mapping is used to map the range of values obtained after the ifft to the displayable values [0,255]4 (see fig. 5.4)



5.2 5.2.1



Measurement of the inhomogeneity GRE phase image



As discussed in chap. 1, the phase image acquired with a GRE sequence is proportional, at each point to the magnetic field inhomogeneity. Such an image is shown on fig. 5.6. However, a sharp transition can be observed from black to white indicating a discontinuity of the field. Off course, there is no reason at all for the field to be dicontinuous. The reason of this phenomenon is to be found in eq. 1.83. We already pointed out in this equation that the field had to be under a given value 2



http://www.intersrv.com/ dcross/fft.html for example the T2 of the plastic is too small and the signal disappears too quickly to be measured. This is also the reason why the bones appear black on medical images 4 the depth of the image has been set to 1 3



slice3
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Figure 5.2: MSME sequence used for multi-slice acquisition with spin echo.



52



CHAPTER 5. A PRACTICAL PROBLEM



53



Figure 5.3: GEFI sequence used for multi-slice acquisition with gradient echo.
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displayed value



255



0 min_el



max_el



value of the reconstructed signal



Figure 5.4: Linear mapping from data to displayable values.



Figure 5.5: Example of image obtained with the reconstruction algorithm (scaled along the x-axis) using gefi sequence. The frequency encoded axis is horizontal



Figure 5.6: Phase map obtained with GRE sequence, corresponding to the image of fig. 5.5. Observe the discontinuity between the black and white zone corresponding to a jump between −π/2 to π/2 of the phase.
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pixels −π/2



Figure 5.7: Example of a phase profile along a given direction. The discontinuity comes from the computation of the function Atan for the phase encoding method to work properly. This sharp transition clearly shows the phase jump between −π/2 and π/2. To avoid this anoying situation, the phase has to be corrected.5 . Correction of the phase A simple correction method is implemented in algorithm recons. This method assumes that the inhomogenity strength is such that there is no successive jump in the same direction, that is to say that we have to correct for a jump of either π or −π. Running the same algorithm twice would however correct the ‘second jump’. Let’s suppose that the phase has the profile shown on fig. 5.7. It is easy to see how the discontinuity can be corrected. In effect, we now the size of the jump (π). Therefore correcting the phase means adding or substracting π in the regions between two jumps. The flowcart of this algorithm is presented on fig. 5.8. The result of the algorithm is shown on fig. 5.9 : the correction is successful! However, one error would have catastrophic consequences has it would propagate. As we will see later, this method does’nt work inconditionaly, there exist some cases where the result is far from the expected one. So far, these conditions have not been explicitely formulated.



5.2.2



SE phase image



We explained in section 1.5.3 that the phase image of a SE sequence was considered as zero. It may therefore seem strange that we obtain all these fringes on fig. 5.10, showing a phase image acquired with SE. In fact, this effect is no so uncommon when dealing with fourier transform. What we see is nothing else than a linear phase. We don’t see a linear progression from left to right because the phase is calculated with the function ‘atan’ which yields a result between − π2 , + π2 . Therefore, the straigth line is wrapped 5



T2∗ )



One could also reduce TE although TE has a minimun aceptable value (related to
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i=0



i=i+1



set current position =i



phase[]i+1]= phase[i+1]- π



i=i+1



UP phase[i+1]= phase[i+1]+ π



NO



YES



DOWN direction ?



next = jump ?



Figure 5.8: Method used to correct the discontinuty of the phase.



Figure 5.9: Left: phase image corrected with the algorithm of fig. 5.8(the background has been set to zero). Right: without correction.
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every π. In fact, the straigth line comes from the fact that the acquisition is not perfectly aligned with the echo. In this case, assuming a delay of τ seconds, the received signal can be rewritten as S(t) = =



Z



Z



ρ(x, y)e−2πiγ [Gx (t−τ )x+Gy Tp y] dxdy



(5.1)







(5.2)



object



object







ρ(x, y)e



−Gx γτ xi



e(kx x+ky y)i dxdy



with the usual definition for kx , ky . Indeed, the phase image (after reconstruction) is linear along the frequency-encoded axis with a slope equal to −Gx γτ .



Figure 5.10: Phase map obtained with SE sequence. Note the linear behavior along the frequency encoded axis.



5.3



Correction of the field: SHIMMING



At this stage, we now have a map of the inhomogeneity that we want to remove. Although, algebraic methods have proven sucessull to improve the reconstructed image by using this information, it is also possible (and usefull) to physical removed it. That is to say we can use this information to localy shim6 the scanner (the DANTE method is also local) before taking an other picture hopefully better. The tool to accomplish this task is a set of scanner’s parameters that can be changed before the operation that correspond to a certain current in the correcting coils. More precisely, these coefficients tell how much of a given function is present in the correcting field. These correcting function are for example : x, y, z, z 2 , xy, ... A simple idea, yet powerful is therefore to develop the measured bias field in term of these functions and simply substract them from the correcting field. This is exactly what the algorithm mk coef (appendix B) does. In order to explain how it works, we have to go back to theory. We know our function δB(x, y, z) at n points (xj , yi , zk ) δB(xj , yi , zk ) = yijk 6



i = 1, ..., I



j = 1, ..., J



the process of shimming is explained in section 3.2.1



k = 1, ..., K



n = IJK (5.3)
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where I,J,K define a bounding box inside the sphere. We want to approximate this function by a linear combination of m base functions ϕl (x, y, z) δB ∗ (x, y, z) = α1 ϕ1 (x, y, z) + ... + αm ϕm (x, y, z)



(5.4)



with m ≤ n. If we want our n points to verifie 5.4 we may write             



ϕ1 (x1 , y1 , z1 ) ϕ1 (x2 , y1 , z1 ) .. .



ϕ2 (x1 , y1 , z1 ) ϕ2 (x2 , y1 , z1 ) .. .



ϕ1 (xJ , y1 , z1 ) ϕ1 (x1 , y2 , z1 ) .. .



ϕ2 (xJ , y1 , z1 ) ϕ2 (x1 , y2 , z1 ) .. .



... ... .. .



ϕm (x1 , y1 , z1 ) ϕm (x2 , y1 , z1 ) .. .







      . . . ϕm (xJ , y1 , z1 )     . . . ϕm (x1 , y2 , z1 )    .. ..  . .



ϕ1 (xJ , yI , zK ) ϕ2 (xJ , yI , zK ) . . . ϕm (xJ , yI , zK )



α1 α2 .. . αn







       ≈         



y111 y211 .. . yJ11 y121 .. . yJIK



or using matrices notation : Φα ≈ y



(5.5)



Of course this system is sur-dimensioned and there is no solution. However, it may be shown that the solution which minimise the square root of the error is given by solving the system ΦT Φα = ΦT y



(5.6)



This system can be solved by using LU decomposition with partial pivoting7 followed by a backward and forward substitution to actually solve the system8 . It is now straightforward to solve our problem. We choose our base functions to be9 ϕ1 = 1



ϕ2 = x ϕ3 = y



ϕ4 = z



ϕ5 = z 2



ϕ6 = xy



ϕ7 = xz



ϕ8 = yz



Unfortunately, we now face two big problems : • We don’t know exactly where is the origin of the correcting system. In this context, the function specified above are not orthogonal. For example if we add some z 2 we will in fact add (z − a)2 which is the sum of 3 of these functions. • We don’t know the link between the coefficients of the development and the correcting coefficients. While the former are expressed in tesla, the later are expressed in fraction of the maximun allowed current in a given shimming coil. Following eq. 3.13 we expect the relationship to be linear. 7



routine from numerical recipies in C : ludcmp routine from numerical recipies in C :lubksb 9 This choice is of course not innocent and corresponds to available correcting coils.



8
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The shimming itself cannot be done immediately, we first have to compensate for these two points. Furthermore, apart from these ‘practical problems’, it has been reported that high-order10 shimming is unstable [9]. That is to say that system 5.6 is likely to be ill-conditioned11 . For this reason, [9] propse to solve the ‘shimming system’ by using singular value decomposition, canceling out the small singular values and thus insuring convergence 12 toward a solution. It is still to be proved, though, that this method is not robust enough and would’nt converge.



5.3.1



Test



In order to prove the validity of the algorithm presented above, some tests have been carried out on phantom images. These images are shown on fig. 5.11 and the results are presented on table 5.1. The test coefficients are choosen to correspond to the order of the expected inhomogenety, that is to say the order of the PPM. These tests are clearly conclusive. A B C



a0 1e-6 1.0000e-06 0 3.06e-14 0.2e-7 1.9995e-08



ax 1e-6 9.9999e-07 0 9.79e-16 0 -6.82e-15



ay 1e-6 9.9999e-07 0 7.96e-17 1e-6 1.0000e-06



az 1e-6 9.9999e-07 0 0 0 0



az2 1e-6 9.9999e-07 1.2364e-6 1.236398e-06 0 5.657016e-12



axy 1e-6 1.0000e-06 0 -1.78-18 0 1.374852e-14



axz 1e-6 9.9999e-07 0 3.5e-17 0 3.37e-16



Table 5.1: Results of the test carried out respectively on fig 5.11 A B C. The first line of each entry shows the forced coefficients (used to create fig. 5.11), the second line shows the coefficients obtained with mk coef.



5.3.2



Result



Before attempting to reduce the inhomogeneity, we have to find the relationship between the coefficients. To accomplish this task a serie of image is taken. All the parameters are held constant while one coefficients is changed. We now present the results obtained with two sets of data. The x gradient Nine acquisitions have been made, each of them corresponding to a different value of the x shimming coil current. The image is reconstructed using recons, the phase is computed and corrected as described above (see fig. 10



used in this context for xy, zx, zy, x2 − y 2 , z 2 , z 3 More precisely, this is the action of shimming itself which is ill-posed, i.e trying to solve the coefficient for a null field 12 The same reason is given in the algebraic reconstruction from section 4.2.1 11



ayz 1e-6 1.0000e-06 0 1.1e-15 0 4.61e-15
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Figure 5.11: Phantom figures used for the test. The results are shown on table 5.1 (A) all the base function are presents (B) z 2 only (c) constant term and y 5.12)). However, as it can be seen on the fig. 5.12, only the region of interest (ie the region used by mk coef ) is corrected. The development is then computed with mk coef. The calculated coefficients are presented in fig. 5.13. A serie of graphique is then drawn : • On fig. 5.14 one can see all the coefficients. Obviously, the most varying coefficient is not the expected one but the constant term a0 . However, as we mentioned before, we don’t know is we are using the right origin. Therefore, adding any term has an effect on the constant coefficient13 . Taking into acount the fact that the simming coil are probably not exactly aligned, we can explained this quite surprising behaviour of the a0 coefficient. • On fig. 5.15 we compare all the coefficient without the constant term a0 . Unfortunately, we still don’t see what we except. The term az and az 2 are dominant. However, by looking at fig. 5.12 we see that both the second (line 81) and third (line 82) line (corresponding respectively to -2.4 and -2.6 ) have a particular caracteristic. The last slice of the first line is very white while the first slice of the third line is very black. This is due to the phase correction algorithm which depends on the 13



For obvious reasons, the shimming coil are less optimized than the linear coils, in general, the value of the coefficients we are dealing with doesn’t even play any role at all.
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Figure 5.12: Set of images used to find the relationship between the shim current and the generated field. The squares are off course artificial and indicate the region used by mk coef to calculate the coefficients. The phase is corrected inside the squares only. first pixel read for correction. In turn, this jump in the z-direction induce a variation of the computed coefficient along this direction. • On fig. 5.16 we finaly observe the linear relationship! We first notice a little surprise : what we called ‘x’ is in fact called ‘y’. This is off course absolutely arbitrary. The only shadow on our straigth line is the last point corresponding to a gradient value of −3.8. However, if we go back to fig. 5.12, we see that the line 87 is corrupted. The phase correction algorithm didn’t work. Without taking this point into acount, we find that the linear relationship between the computed coefficient ax and the shimming coil coefficient that we call Ax is ax 108 = 7.01 + 2.73Ax



(5.7)



The correlation coefficient is 0.9924, indicating a very strong confidence in the linear relation. The xy gradient The methodology explained above is also followed for the determination of the relationship between the computed coefficients of the serie developpment and the current intensity value of xy-shimming coil. The serie of images used is shwon on fig. 5.17, the numerical values can be found in fig. 5.13. We are not very surprise, in the light of the comments we made for the x-gradient, to discover in fig. 5.18 that the coefficient a0 varies quite a lot.
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Figure 5.13: table showing all the calculated coefficients. The second and third columns correspond to the selected (‘hardware’) coefficients.
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Figure 5.14: Graphic showing all the coefficients for x-gradient.
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Figure 5.15: Graphic showing all the coefficients, except a0 for x-gradient .
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Figure 5.16: Linear relationship between calculated and chosen coefficients. Furthermore, the three dark zones of the first lines of fig. 5.17 indicate that the three first point of the z- and z 2 -coefficients will be problematic. This is endeed what we observe. Unfortunately, fig. 5.19 is not at all what we expected. We don’t find any relationship at all. Even worse, we can’t even state which coefficient is
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Figure 5.17: Set of image used for the xy gradient shim. Note the pathological behaviour along the z-direction of the three first lines.



related to the xy-gradient of the scanner. It is too early to try to explain the behaviour of these curves. More experiments have to be carried out, some more points have to be measured, the phase in the z-direction has to be corrected. However, it is certainely not a reason for suicide, the curves shown in this text are the result of a lot of manipulations and the calculated coefficients appear to be quite responsive.



5.3.3



Conclusion



Although we haven’t fulfilled our initial promise, this chapter showed that we have been able to measure the field and decompose it in a serie of usefull functions. This decomposition is optimun in the sense of the least square error. We found that the inhomogenity was big and we couldn’t measure it with typicall values of encoding parameters. We therefore proposed a method for correcting the measure. We found that method could give very good results but wasn’t converging to the solution under any circumtances. We were able to prove the linear relationship between the current of the x-shimming coil exists but were unable to extend that result to other coils. The remaining steps are therefore : • Improving the phase correction so as to unsure convergence towards the true field. • Correcting the error introduced by that algorithm along the z-direction. • Acquiring more data so as to obtain a straight line for all coils. • Feeding the coefficients back in the scanner while praying for the best.
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Figure 5.18: Graphic showing all the coefficients for xy-gradient.



67



CHAPTER 5. A PRACTICAL PROBLEM



Figure 5.19: Graphic showing the relevant coefficients for xy-gradient.
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CONCLUSION The end has always been a particular moment. As in physic an interface, this is where unexpected things happen. Right now, we don’t have much, says the pragmatic, tomorrow we may have much more answers the persevering. The technique presented here is certainly not a goal by itself and seems desperately helpless in front of the NMR reality. However mastering is an art, if not an illusion. For this reason, having played with the basic equations dealing with an inhomogeneous field and having been able to derive concrete results is one step towards a better understanding of the phenomenon, understanding that will be needed for, one day, controling the field at the scale of the pixel. Far from that, we have nevertheless summarized the principles of NMR, introducing the effect of the inhomogeneity. We have written an algorithm allowing for the mapping of the field under strong inhomogeneity. We have develop the basic tools that would permit to reduce the field inhomogeneity in any region of interest, without any modification of the scanner. This is the end, I hope unexepected things will happen.
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Appendix A



Algorithm RECONS #include #include #include #include #include



   "include/myUtils.h" "include/fft/fourier.h"



#define LENGTH 50 #define THRESHOLD 60 #define EPS 1 float max(float*,int); float min(float*,int );



int main(int argc,char* argv[]) { if (argc != 2) { printf("recons \n"); exit(1); } FILE * fp; // READING PARAMETER FROM FILE "param" char strbuf[256]; // no more than 256 char per line in file param int SWAP_ENDIAN; int PHASE_COR, JUMP_COR; int N_BYTE;
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float GAMMA; float Tp; float DELTA_X,DELTA_Y,DELTA_Z; int X_MAX,Y_MAX,Z_MAX; int H_RES,V_RES; int N_SLICE; char DATA_PATH[256]; char DATA_EXT[256]; char FLD_PATH[256]; char IMG_PATH[256]; int WR_PGM_NORM, WR_PGM_PHASE, WR_PGM_SIGNAL_R, WR_PGM_SIGNAL_I; int WR_FLD;



if ((fp=fopen("param","r"))==NULL) { printf("can’t open parameter file ’param’\n"); exit(1); } fgets(strbuf,255,fp); fgets(strbuf,255,fp); fscanf(fp,"%d\n",&SWAP_ENDIAN); fgets(strbuf,255,fp); fscanf(fp,"%d %d\n",&PHASE_COR,&JUMP_COR); fgets(strbuf,255,fp); fscanf(fp,"%d\n",&N_BYTE); fgets(strbuf,255,fp); fscanf(fp,"%f\n",&GAMMA); fgets(strbuf,255,fp); fscanf(fp,"%f\n",&Tp); fgets(strbuf,255,fp); fscanf(fp,"%f %f %f\n",&DELTA_X,&DELTA_Y,&DELTA_Z); fgets(strbuf,255,fp); fscanf(fp,"%d %d %d\n",&X_MAX,&Y_MAX,&Z_MAX); fgets(strbuf,255,fp); fscanf(fp,"%d %d\n",&H_RES,&V_RES); fgets(strbuf,255,fp); fscanf(fp,"%d\n",&N_SLICE); fgets(strbuf,255,fp); fscanf(fp,"%s\n",DATA_PATH); fgets(strbuf,255,fp); fscanf(fp,"%s\n",DATA_EXT); fgets(strbuf,255,fp);
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fscanf(fp,"%s\n",FLD_PATH); fgets(strbuf,255,fp); fscanf(fp,"%s\n",IMG_PATH); fgets(strbuf,255,fp); fscanf(fp,"%d %d %d %d\n", &WR_PGM_NORM, &WR_PGM_PHASE,// &WR_PGM_SIGNAL_R, &WR_PGM_SIGNAL_I); fgets(strbuf,255,fp); fscanf(fp,"%d\n",&WR_FLD); fgets(strbuf,255,fp); if (strcmp(strbuf,"#end\n")!=0) { printf("%sparam file doesn’t seem corect!\n",strbuf); exit(1); } fclose(fp);



printf("*****



processing %s



*****\n",argv[1]);



long signal [V_RES][N_SLICE][H_RES][2]; // initial signal float signal_float[V_RES][N_SLICE][2*H_RES][2]; float signal_real [V_RES][N_SLICE][2*H_RES]; float signal_img [V_RES][N_SLICE][2*H_RES]; float image_real [V_RES][N_SLICE][2*H_RES]; float image_img [V_RES][N_SLICE][2*H_RES]; float norm[V_RES][N_SLICE][H_RES]; float phase[V_RES][N_SLICE][H_RES]; char char char char char char



file_to_read[LENGTH]; file_fld[LENGTH]; file_norm[LENGTH]; file_phase[LENGTH]; file_signal_r[LENGTH]; file_signal_i[LENGTH];



sprintf(file_to_read,"%s%s%s",DATA_PATH,argv[1],DATA_EXT); sprintf(file_fld,"%s%s.fld",FLD_PATH,argv[1]); sprintf(file_norm,"%s%s_norm.pgm",IMG_PATH,argv[1]); sprintf(file_phase,"%s%s_phase.pgm",IMG_PATH,argv[1]); sprintf(file_signal_r,"%s%s_signal_r.pgm",IMG_PATH,argv[1]); sprintf(file_signal_i,"%s%s_signal_i.pgm",IMG_PATH,argv[1]);
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//********************* READING THE FILE



***************************



if ((fp=fopen(file_to_read,"rb"))==NULL) printf("can’t open %s\n",file_to_read); else { printf("reading %s ...",file_to_read); printf("%d values read\n",fread(signal,N_BYTE,// V_RES*H_RES*N_SLICE*2,fp)); fclose(fp); } //******************** SWAPPING THE BYTES ************************** if (SWAP_ENDIAN) { long* ptr; ptr = &(signal[0][0][0][0]); for (register int i=0;i


APPENDIX A. ALGORITHM RECONS



74



for (register int j=0;j


} //************



SPLITING REAL & IMAGINARY PART *********************



for (register int i=0;i


//***************** COMPUTING THE IFFT *****************************



for (register int k=0;k


ptr_real_in; ptr_real_out; ptr_img_in; ptr_img_out;



// inverting along the x_direction for (register int i=0;i
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// inverting along the y_direction float float float float



v_real_in [V_RES]; v_img_in [V_RES]; v_real_out [V_RES]; v_img_out [V_RES];



for (register int j=0;j


// ************* COMPUTING NORM AND PHASE **************************************



for (register int j=0;j


}



APPENDIX A. ALGORITHM RECONS



76



} // end for k



//********* saving the reconstructed signal to disk ********************** float signal_reconstructed[V_RES][N_SLICE][H_RES][2]; char file_name[LENGTH];



for (register int k=0;k


//****************** MEAN AND VARIANCE *********************************** float min_el=min(&norm[0][0][0],V_RES*N_SLICE*H_RES); float max_el=max(&norm[0][0][0],V_RES*N_SLICE*H_RES);



double mean[N_SLICE]; double variance[N_SLICE]; int compt = 0;



// mean for (register int k=0;k
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{ mean[k] = 0; for (register int i=0;i (max_el-min_el)/2) { mean[k] += norm[i][k][j]; compt++; } if (compt != 0) mean[k] = mean[k]/compt; else printf("problem while calculating the mean : // no value exceeds threshold\n"); compt = 0; }



// variance for (register int k=0;k (max_el-min_el)/2) { variance[k] += SQR(norm[i][k][j]-mean[k]); compt ++; } if (compt != 0 ) variance[k] = variance[k]/compt; compt = 0; }



//************** WRITING THE IMAGE TO DISK ************************************* unsigned char img_pgm [V_RES][N_SLICE][H_RES]; //writing the norm if (WR_PGM_NORM) {
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if ((fp = fopen(file_norm,"wb"))== NULL) printf("can’t open %s\n",file_norm); else { for (register int i=0;i


} } //*********



correction of the phase in the region of interrest *****



if (JUMP_COR) { for (register int k=0;k (M_PI-EPS) ) phase[i+1][k][j] = phase[i+1][k][j] + M_PI; else if ((phase[i][k][j]-phase[i+1][k][j]) < (- M_PI+EPS) ) phase[i+1][k][j] = phase[i+1][k][j]- M_PI;
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} for (register int k=0;k M_PI-EPS ) phase[i][k][j+1] = phase[i][k][j+1] + M_PI; else if ((phase[i][k][j]-phase[i][k][j+1]) < -M_PI+EPS ) phase[i][k][j+1] = phase[i][k][j+1]- M_PI;



} // ********* draw a rectangle around the region of interrest for (register int k=0;k


// writing the phase if (WR_PGM_PHASE) { unsigned char img_pgm [V_RES][N_SLICE][H_RES]; float min_el=min(&phase[0][0][0],V_RES*N_SLICE*H_RES); float max_el=max(&phase[0][0][0],V_RES*N_SLICE*H_RES);



********
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if ((fp = fopen(file_phase,"wb"))== NULL) printf("can’t open %s\n",file_phase); else { for (register int i=0;i


} } //writing the real part of the original signal if (WR_PGM_SIGNAL_R) {



float tmp_pgm [V_RES][N_SLICE][H_RES]; unsigned char img_pgm [V_RES][N_SLICE][H_RES]; for (register int i=0;i
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if ((fp = fopen(file_signal_r,"wb"))== NULL) printf("can’t open %s\n",file_signal else { for (register int i=0;i


} } // writing the imaginary part of the original signal if (WR_PGM_SIGNAL_I) { short img_pgm [V_RES][N_SLICE][H_RES];



if ((fp = fopen(file_signal_i,"wb"))== NULL) printf("can’t open %s\n",file_signal else { for (register int i=0;i
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fclose(fp);



} } // writing the magnetic field if (WR_FLD) { float fld [V_RES][N_SLICE][H_RES];



if ((fp = fopen(file_fld,"wb"))== NULL) printf("can’t open %s\n",file_fld); else { for (register int i=0;i


printf("%d bytes written in %s\n",fwrite(fld,4,H_RES*V_RES*N_SLICE,fp),file_f fclose(fp);



} } printf("*****



}// end main



done %s



*****\n",argv[1]);



Appendix B



Algorithm MK COEF #include #include #include #include #include #include



   "include/matrix.h" "include/nrutil.h" "minmax.c"



#define FLD_EXT ".fld" void ludcmp(float **a,int n,int *indx, float *d); // performs LU decomposition (numerical recipies) void lubksb(float **a,int n,int *indx, float b[]); // solve linear system a.x=b int main(int argc,char* argv[]) {



if (argc != 3) { printf("mk_coef  \n"); exit(1); }



FILE * fp; // READING PARAMETER FROM FILE "param" char strbuf[256]; // no more than 256 char per line in file param
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int SWAP_ENDIAN; int PHASE_COR,JUMP_COR; int N_BYTE; float GAMMA; float Tp; float DELTA_X,DELTA_Y,DELTA_Z; int X_MAX,Y_MAX,Z_MAX; int H_RES,V_RES; int N_SLICE; char DATA_PATH[256]; char DATA_EXT[256]; char FLD_PATH[256]; char IMG_PATH[256]; int WR_PGM_NORM, WR_PGM_PHASE, WR_PGM_SIGNAL_R, WR_PGM_SIGNAL_I; int WR_FLD;



if ((fp=fopen("param","r"))==NULL) { printf("can’t open parameter file ’param’\n"); exit(1); } fgets(strbuf,255,fp); fgets(strbuf,255,fp); fscanf(fp,"%d\n",&SWAP_ENDIAN); fgets(strbuf,255,fp); fscanf(fp,"%d %d\n",&PHASE_COR,&JUMP_COR); fgets(strbuf,255,fp); fscanf(fp,"%d\n",&N_BYTE); fgets(strbuf,255,fp); fscanf(fp,"%f\n",&GAMMA); fgets(strbuf,255,fp); fscanf(fp,"%f\n",&Tp); fgets(strbuf,255,fp); fscanf(fp,"%f %f %f\n",&DELTA_X,&DELTA_Y,&DELTA_Z); fgets(strbuf,255,fp); fscanf(fp,"%d %d %d\n",&X_MAX,&Y_MAX,&Z_MAX); fgets(strbuf,255,fp); fscanf(fp,"%d %d\n",&H_RES,&V_RES); fgets(strbuf,255,fp); fscanf(fp,"%d\n",&N_SLICE); fgets(strbuf,255,fp); fscanf(fp,"%s\n",DATA_PATH);
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fgets(strbuf,255,fp); fscanf(fp,"%s\n",DATA_EXT); fgets(strbuf,255,fp); fscanf(fp,"%s\n",FLD_PATH); fgets(strbuf,255,fp); fscanf(fp,"%s\n",IMG_PATH); fgets(strbuf,255,fp); fscanf(fp,"%d %d %d %d\n", &WR_PGM_NORM, // &WR_PGM_PHASE, &WR_PGM_SIGNAL_R, &WR_PGM_SIGNAL_I); fgets(strbuf,255,fp); fscanf(fp,"%d\n",&WR_FLD); fgets(strbuf,255,fp); if (strcmp(strbuf,"#end\n")!=0) { printf("%s param file doesn’t seem corect!\n",strbuf); exit(1); } fclose(fp);



float reader[V_RES][N_SLICE][H_RES]; float (*backbone)[H_RES][V_RES]; int first_slice,last_slice,k; char file_to_open[50]; float float float float float



**phy; **matrix_a; **matrix_y; * vector_y; **b;



float lu_flag; int *indx; float x; float y; float z;



first_slice = atoi(argv[1]); last_slice = atoi(argv[2]);
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k =0; backbone = (float(*)[H_RES][V_RES]) // malloc(sizeof(float[H_RES][V_RES])*(last_slice-first_slice+1)*N_SLICE); for (register int i=first_slice;i


//number of images



// ********************************************************************************* // // DEVELOPPING THE MAIN STATIC MAGNETIC FIELD // B(x,y,z) ~= a_0 + a_x.x + a_y.y + a_z.z + a_z2.z^2 + a_xy.xy + a_xz.xz + a_yz // // // // printf("% d %d \n",X_MAX,Y_MAX); phy = matrix(1,(X_MAX*2+1)*(Y_MAX*2+1)*(Z_MAX*2+1),1,8); b = matrix(1,(X_MAX*2+1)*(Y_MAX*2+1)*(Z_MAX*2+1),1,1); int line_compt = 1;
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for (register int j=-X_MAX;j


= = = = = = = =



1; x; y; z; SQR(z); x*y; x*z; y*z;



b[line_compt][1] = // backbone[(int )(k/2+l)][(int) (H_RES/2)+i][(int) (V_RES/2)+j]; line_compt ++; } // solving phy_t * phy * alpha = phy_t * b matrix_a = matrix(1,8,1,8); matrix_y = matrix(1,8,1,1); vector_y = vector(1,8); indx = ivector(1,8);



matrix_a = mult(trans(phy,(X_MAX*2+1)*(Y_MAX*2+1)*(Z_MAX*2+1),8),8,// (X_MAX*2+1)*(Y_MAX*2+1)*(Z_MAX*2+1),phy,(X_MAX*2+1)*(Y_MAX*2+1)*(Z_MAX*2+1),8); matrix_y = mult(trans(phy,(X_MAX*2+1)*(Y_MAX*2+1)*(Z_MAX*2+1),8),8,// (X_MAX*2+1)*(Y_MAX*2+1)*(Z_MAX*2+1),b,(X_MAX*2+1)*(Y_MAX*2+1)*(Z_MAX*2+1),1);



for (register int i=1;i


ludcmp(matrix_a,8,indx,&lu_flag);
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lubksb(matrix_a,8,indx,vector_y);



printf("\nB(x,y,z) ~= a_0 + a_x.x + a_y.y + a_z.z + a_z2.z^2 + a_xy.xy + a_xz.xz + a_yz yz\n"); for (register int i=1;i


}
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FFT 1



How much computation is involved in computing the discrete Fourier transform 2.8 of N points ? For many years, until the mid-1960s, the standard answer was this : If we take a look at eq 2.11, we see that the vector of hk ’s is multiplied by a matrix whose (n, k)th element is the constant W to the power n x k. The matrix multiplication produces a vector result whose components are the Hn ’s. This matrix multiplication evidently requires N 2 complex multiplications, plus a smaller number of operations to generate the required powers ot W. So, the discrete Fourier transform appears to be an O(N 2 ) process. These appearances are deceiving! The DTFT can, in fact, be computed in O(N log2 N ) operations with an algorithm called the Fast Fourier Transform or FFT. The difference between N log2 N and N 2 is immense. With N = 106 , for example, it is the difference between, roughly 30 seconds of cpu time and 2 weeks of cpu time on a microsecond cycle time computer. The existence of an FFT algorithm became generally known only in the mid-1960’s, from the work of J.W. Cooley and J.W. Tukey, who in turn had been prodded by R.L. Garwin of IBM Yorktown Heights Research Center. Retrospectively, we now know that a few clever indivuals had indepently discovered, and in some case implemented, FFT as many as 20 years previously. One of the earliest ”discoveries” of the FFT, that of Danielson and Lanczos in 1942, still provides one of the clearest derivations of the algorithm. Danielson and Lanczos showed that a discrete Fourier transform of length N can be rewritten as the sum of two discrete Fourier transforms, each of length N/2. One of the two is formed from the odd-numbered points. The proof is simply this : Fk =



N −1 X



e2π



ijk N



fj



(C.1)



j=0



1



from [18]
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In the last time, W is the same complex constant as in eq. 2.10, Fke denotes the k th component of the Fourier transform of length N/2 formed from the even components of the original fj ’s, while Fko is the corresponding transform of length N/2 formed from the odd components. Notice also that k in the line C.4 varies from 0 to N, not just to N/2. Nevertheless, the transforms Fke and Fko are periodic in k with length N/2. So each is repeated through two cycles to obtain Fk . The wonderful thing about the Danielson-Lanczos Lemma is that it can be used recursively. Having reduced the problem of computing Fk to that of computing Fke and Kko , we can do the same reduction of Fke to the problem of computing the transform of its N/4 even-numbered input data and N/4 odd-numbered data. In other words, we can define Fkee anf Fkeo to be the discrete Fourier transforms of the points which are respectively even-even and even-odd on the successive subdivisions of the data. Although there are ways of treating other cases, by far the easiest case is the one in which the original N is an integer power of 2. In fact, we categorically recommend that you only use FFTs with N a power two. If the length of your data set is not a power of two, pad it wth zeros up to the next power of two. With this restriction on N, it is evident that we can continue applying the Danielson-Lanczos Lemma until we have subdivided the data all the way down to transforms of length 1. What is the Fourier transform of length one? It is just the identity operation that copies its one input number into its one output slot! In other words, for every pattern if e’s and o’s (numbering log2 N in all), there is a one-point transform that is just one oj the input number fn Fkeoeeoeo...oee = fn



f or some n



(C.5)



(Of course this one-point transform actually does not depend on k, since it is periodic in k with period 1.) The next trick is to figure out which value of n corresponds to which pattern of e’s and o’s in equation C.5. The answer is : reverse the pattern of e’s and o’s, then let e=0 and o=1, and you will have, in binary, the value of n. Do you see why it works? It is because the successive subdivision of the data into even and odd are tests of successive low-order (least significant) bits of n. This idea of bit reversal can be exploited in a very clever way which, aling with the Danielson-Lanczos Lemma, makes FFTs practical: suppose
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Figure C.1: Reordering an array (here of length 8) by bit reversal, (a) between two arrays, versus (b) in place. Bit reversal reordering is a necessary part of the Fast Fourier Transform (FFT) algotithm we take the original vector of data fj and rearrange it into bit-reversed order (see fig. C.1), so that the individual numbers are in the order not of j, but of the number obtained by bit-reversing j. Then the bookkeeping on the recursive application of the Danielson-Lanczos Lemma becomes extraordinarily simple. The points as given are the one-point transform. Each combination takes of order N operations, and there are evidently log2 N combinations, so the whole algorithm is of order N log2 N (assuming, as it is the case, that the process of sorting into bit-reversed order is no greater in order than N log2 N ). This, then, is the structure of a FFT algorithm: It has two sectiond. The first section sorts the data into bit-reversed order . Muckily this takes no additional storage, since it involves only swappong paits of elements.(If k1 is the bit reverse of k2 , then k2 is the bit reverse of k1 .) The second section has an outer loop which is executes log2 N times and calculated, in turn, transforms of length 2,4,8,...,N. For each stage of this process, two nested inner loops range over the subtransforms already computed and the elements of each transform, implementing the Danielson-Lanczos Lemma. The operation is made more efficient by restricting calls for trigonometric sines and cosines to the outer loop, where they are made only log2 N times. Computation of the sines and cosines of multiple angles is trough simple recurrence relations in the inner loops.
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