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Abstract. Topic-based publish/subscribe (pub/sub) is a popular paradigm to decouple message producers and consumers with the help of brokers. However, third-party brokers may be hacked, sniffed, subpoenaed, or impersonated. Thus, the brokers cannot be trusted. In particular, the collusion attack between compromised subscribers and untrusted brokers easily exposes the privacy of honest subscribers. Given the untrusted brokers and collusion attacks, traditional security techniques alone cannot protect subscribers’ privacy. By adopting the kanonymity model to the topic-based pub/sub, we propose to use cloaked subscriptions to blur subscribers’ real interests. Such cloaked could protect the subscription privacy but meanwhile incur high forward cost. Thus, we want to minimize the forwarding cost meanwhile satisfying the privacy requirement, and formulate an integer programming (IP)-based optimization problem. After relaxing the IP problem to a linear programming (LP) problem, and design a new rounding algorithm that optimally minimizes the expected forwarding cost. The experiments show that our scheme efficiently balance the trade-off between the forwarding cost and the privacy requirement.



1 Introduction The topic-based publish/subscribe (pub/sub) [8] is a simple yet very popular paradigm to decouple message producers and consumers. Subscribers declare their interests by specifying logic topics in subscription conditions, and brokers maintain channels associated with topics specified in subscriptions. Publications are identified by specific topics. On receiving the publication messages from publishers, brokers forward publications to interested subscribers in a one-to-many manner. Many real applications, such as online games, RSS feeds, have adopted the topic-based pub/sub paradigm to offer asynchronous event delivery services. Unfortunately, there are security concerns with respect to (w.r.t) the broker: it may be hacked, sniffed, subpoenaed, or impersonated. Thus, the broker cannot be trusted. If some users subscribe to publications related to sensitive topics (e.g., corporation or military) or political/religious affiliations, the untrusted broker could expose such subscribers. In particular, by deploying brokers as public third-party servers, many modern applications, e.g., online game and social computing platforms, have adopted the pub/sub paradigm which allows end users to subscribe to favorite content. Attacks



against public third-party servers could easily leak sensitive privacy information belonging to subscribers. On April 27 2011, Sony admitted that its PSN platform had been hacked, leading to the information leakage of 70 million users [1]. This example confirms that untrusted public servers could lead to users information leakage. Due to the existence of untrusted broker servers and potentials of information leakage, a number of research proposals [14, 20, 13, 19] have been proposed to address the security issues in pub/sub. Most of them are related to publication access control, data (i.e., publication) confidentiality, secure publication routing (using cryptographic techniques), and so on. However, none of these works is related to the subscriber privacy. In particular, the collusion attack [6] between compromised subscribers and untrusted brokers easily leaks subscribers’ privacy. For example, a group of users subscribe to a specific topic pertaining to sensitive publications. Suppose one of such users is compromised and colludes with the untrusted broker. Due to the one-to-many communication pattern, the broker can link the sensitive publications with a set of recipients (including the compromised user and the remaining honest ones). Though we can encrypt the publications (and even the topic name), the compromised user decrypts such encrypted publications. Then, attackers can easily infer that the honest users are also interested in such sensitive publications. Public subscription proxy services, widely used by students of the campus or internal users of large companies, further jeopardize the leakage of subscribers’ privacy. Suppose that two subscribers (one honest and another compromised) use the same proxy service to subscribe to favorite publications (some are sensitive and some not). Though the compromised subscriber does not subscribe to sensitive topics, attackers can leverage the collusion attack to identify that the honest subscriber is truly interested in the sensitive topics. The above example clearly indicates that traditional security solutions for pub/sub alone cannot defend against the collusion attack. In this paper, to protect subscribers’ privacy, we adopt the k-anonymity [21, 18] to the topic-based pub/sub, called k-subscription-anonymity. With this privacy model, the collusion between an untrusted broker and compromised subscribers exposes honest subscribers with probability at most 1/k. To implement the privacy model, we propose to use cloaked subscriptions in order to blur subscribers’ real interests (i.e., real subscriptions). That is, though subscribers are not truly interested in a topic ti , we register a set of cloaked subscriptions are registered to the channel of ti . Thus, among the cloaked subscriptions (including both fake and real subscriptions) in the channel of ti , it is indistinguishable which subscriptions are truly interested in ti . A naive approach is to register all subscriptions on every channel. However, this approach offers the privacy protection but it meanwhile incurs extremely high network traffic. Thus, we propose to minimize the overall forwarding cost (i.e., the objective), and formulate an integer programming (IP)-based optimization problem, equivalent to build a cloaked subscription matrix (CSM). After relaxing it to a linear programming (LP) problem. Differing from the classic rounding approach [15], we design a new rounding algorithm that guarantees to optimally minimize the expected overall forwarding cost. To summarize, we make the following contributions. – We identify that that the traditional secured pub/sub alone cannot defend against the collusion attack between untrusted brokers and compromised subscribers.



– We introduce an anonymizer engine to separate the roles of brokers, propose the k-subscription-anonymity model, and achieves the trade-off between the privacy protection and efficiency goal. – Our experiments show that our solution only consumes a slightly higher cost to offer the subscription privacy protection (e.g., for a large anonymity level k = 40, the proposed scheme uses only 2.48 folds of cost compared with the original pub/sub). The rest of this paper is organized as follows. Section 2 gives the preliminaries of this paper. Next, Sections 3 introduces the proposed technique and derives the criteria to meet the privacy requirement. After that, Section 4 designs the algorithm to tradeoff the privacy requirement and the efficiency goal. Section 5 evaluates the proposed scheme. Section 6 investigates the related work. Finally Section 7 concludes this paper.



2 Preliminaries In this section, we first give an overview of the topic-based pub/sub. After that, we define the k-subscription-anonymity model, and state our problem. 2.1 Topic-based Publish/Subscribe The topic-based pub/sub is a popular paradigm to decouple message publishers and subscribers, due to its simple interface, inherent scalability, and widely acceptance by both academic and industry communities. Many applications adopt the topic-based pub/sub to offer asynchronous delivery services [4, 5], including RSS feeds, on-line gaming, etc. In this paper, we consider a typical scenario where a broker is connected with proxies of publishers and subscribers. Subscribers subscribe to publications via trusted subscription proxies (e.g., a campus proxy server is shared by student subscribers). Publisher
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Fig. 1. Topic-based Pub/Sub: (a) architecture; (b) broker internals



Fig. 1(a) consists of publishers, subscribers and a broker server. The broker dispatches messages, which are regulated by advertisements, subscriptions, and publications [3]. Publishers first advertise publications that they intend to publish by means of advertisements. The advertisement contains valid topics and statistics associated with to-be-published publications. Subscribers specify the topics of interest by means of subscriptions. For every topic ti in subscriptions, the broker maintains an associated channel, and registers the subscriptions to the channel of ti . When publications come, the broker checks whether or not the topics of the publications are exactly the same as the ones defined by the filters. If true, the broker consequently forwards publications to the matching subscribers via notifications. Fig. 1(b) illustrates the channels maintained by a broker. Among the five subscriptions, three of them, fa , fb and fe , are interested in two topics t1 and t2 , and the remaining



subscriptions fc and fd are interested in t3 and t4 , respectively. The broker registers each filter to the associated channel. When 4 publications are published, based on the channel of each topic, the publications are forwarded to interested subscribers. Notations: Given the sets of topics T , publications M and subscribers N, we assume that each topic ti ∈ T with 1 ≤ i ≤ T is associated with mi publications and ni subP scribers. Denote the cardinality of M and N to be M and N. We have Ti=1 mi = M and PT i=1 ni = N, respectively. We note that the advertisements given by publishers contain the statistical parameters like mi , M, etc. Given the above sets T and N, we define a binary coefficient xi j = 1 if a subscriber f j ∈ N is interested in a topic ti ∈ N, and otherwise xi j = 0. For a specific topic ti , multiple subscribers may be interested in ti and we denote the set of the associated subscriptions to be Θi . Next a subscriber f j could be interested in multiple topics, and we denote the set of the associated subscriptions to be Φ j . Intuitively, given the T topics and N subscribers, we then treat the subscriptions xi j as the elements of a T × N matrix. The Θi (resp. Φ j ) can be as a row (resp. column) of the matrix in terms of ti (resp. f j ). Consdier that Subscribers subscribe to publications with the help of subscription proxies. We then define an indicator z j j′ = 1 if two subscribers f j and f j′ (1 ≤ j , j′ ≤ N) use the same proxy and otherwise z j j′ = 0. Given such an indicator, we build a matrix Z consisting of N × N elements z j j′ . We call the property that subscribers use the same proxy as the subscriber locality property. This property shares the network bandwidth between brokers and subscribers to save the network traffic cost. 2.2 Privacy Model Brokers offer the excellent decoupling property for subscribers and publishers. Unfortunately, the decoupling property meanwhile leads to the leakage of subscribers’ privacy, because the the broker inherently acts as the two roles: (i) registering subscriptions with (encrypted) topics ti to associated channels, and (ii) forwarding (encrypted) publications with (encrypted) topics ti to subscribers inside associated channels. Thus, via the topic ti , the broker can link sensitive publications of ti with a set of recipients. Due to the linkage, the following collusion attack exposes subscribers’ privacy. Collusion Attack: For a subscription set Θi and a honest subscriber f j ∈ Θi , the broker and up to (N − k) compromised subscribers (except the other k − 1 honest subscribers in Θi ) collude together against f j . Given the collusion attack, for a specific topic ti , attackers can link sensitive (though encrypted) publication of ti with a set of recipients (including both compromised and honest subscribers). After the compromised subscribers decrypt the encrypted publications, attackers then infer that honest subscribers are truly interested in such sensitive the publications. Therefore, even if the publications are encrypted, attackers correspondingly expose the privacy of the honest subscribers.
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Fig. 2. Privacy-aware Pub/Sub
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To overcome the above issue, we introduce an anonymizer engine, illustrated in Fig. 2(a). After receiving subscription requests with encrypted topics (step 2.1), the anonymizer engine then generates cloaked subscriptions and sends them to the broker (step 2.2). Cloaked subscriptions contain both real subscriptions (truly interested in the associated topics) and fake subscriptions (not interested in the associated topics). Consistent with the notations in Section 2.1, we denote the set of cloaked subscriptions of ti to be Θ′i . After receiving Θ′i from the anonymizer engine, the broker builds a channel for each topic ti inside Θ′i . Next, still following the original forwarding protocol, the broker checks the topics ti of publications and the associated channels, and forwards the publications to all (cloaked) subscriptions inside the channels. Since the set Θ′i contains both real and fake subscriptions, subscription proxies may receive useless publications. In view of this, our purpose is to minimize the total number of useless publications, and thus subscription proxies spend least effort to filter out useless publications and notify subscribers only of truly interested publications. To enforce subscribers’ privacy, we adopt the k-anonymity [21, 18] to the topicbased pub/sub, called k-subscription-anonymity. Because the subscriptions x′i j in Θ′i contain both real and fake subscriptions, then given x′i j = 1, the claim of xi j = 1 holds with probability at most 1/k. That is, (i) the set Θ′i contains at least k subscriptions; and (ii) given the set Θ′i and x′i j = 1, attackers cannot identify that xi j = 1 must hold. Until now, the anaonymizer engine and traditional cryptography technique can work together to defend against the collusion attack. In details, – First, though the broker forwards sensitive publications to subscribers, some subscriptions are fake and it is indistinguishable which subscribers are really interested in the sensitive publications. Thus, the broker, even with the help of (N − k) compromised subscribers, cannot reveal the honest subscribers’ privacy. – Second, though the anonymizer engine receives real subscriptions, typically the topics are encrypted using the cryptography technique. Thus, a curious anonymizer engine alone cannot reveal the subscribers who are truly interested in such sensitive topics. It is because the topics inside real subscriptions can be encrypted as meaningless ciphertext. Therefore, neither the anonymizer engine nor the broker alone can separately reveal the subscription privacy, unless the anonymizer engine and the broker (plus compromised subscribers) collude together. Obviously, it disobeys the definition of the collusion attack. However, we note that the anonymizer engine is typically operated by the trusted authority (the same situation occurs for the widely used certificate authority (CA)). Thus, the strong collusion between the anonymizer engine and the pub/sub services is practically infeasible. Nevertheless, to defend against such strong collusion, we use classical cryptographic techniques such as secure multi-party computation [23, 10]. Specifically, a subscriber, together with the remaining (k − 1) honest subscribers, registers its filter to the subscription proxy by the technique of secure multi-party computation. This allows a set of N subscribers to register subscriptions and receive content of interests without revealing subscriptions to each other or to outside observers of their publication traffic. It shields every subscriber even against the collusion attack plus the



collusion between the untrusted broker and curious anonymizer engine. Thus, our solution is not to replace cryptographic techniques. Instead, they work together to offer the complete solution to protect subscribers’ privacy (for example, topics are encrypted as meaningless ciphertext). 2.3 Problem Statement and Challenges Given the privacy models above, we define the following problem for the privacy aware topic-based pub/sub scheme. – Function Requirement: each subscriber, if truly interested in a topic ti , should receive all publications of ti without false negatives; – Privacy Requirement: given the collusion attack, a subscriber is exposed to be interested in ti by probability at most 1/k; – Capacity Constraint: for each subscription proxy, the number of received publications is no more than the proxy’s capacity constraint; – Efficiency Goal: when M publication messages are published, the total number of forwarded publications from the broker to subscription proxies is minimized. We will formally formulate the above problem by an integer programming form in Section 4. The challenge of the above problem is to meet all requirements. For example, if without meeting the efficiency goal and the capacity constraint, the anonymizer engine registers all N subscriptions to each channel. Then, it is the most difficult to expose a subscriber. However, this solution leads to the largest number M ∗ N of messages from the broker to subscription proxies. It incurs the lowest efficiency and easily breaks the capacity constraint. Differing from the solution above, Section 3 will derive the criteria to protect subscription privacy, and Section 4 will finally solve the proposed problem.



3 Privacy Protection In this section, we first give an overview of cloaked subscriptions. Next, we derive the criteria to meet the k-subscription-anonymity and to defend against the collusion attack. Our basic idea is to ensure that the channel of a topic ti registers both fake subscriptions and real subscriptions (together called cloaked subscriptions). That is, though the subscriber f j is not interested in ti but really interested in ti′ (, ti ), i.e., xi′ j = 1 but xi j = 0, the processing of the anonymizer engine ensures that the (cloaked) subscriptions w.r.t f j include both x′i′ j = 1 and x′i j = 1. The cloaked subscriptions indicate that f j is registered to the channels of both ti and ti′ . Therefore, it is indistinguishable which subscriptions are truly interested in ti and which are not. Example 1: To protect the subscriber fc that is truly interested in t3 (see the real subscriptions of Fig. 1(b)), we register four other subscribers ( fa , fb , fd and fe ), though not truly interested in t3 , to the channel of t3 , shown in Fig. 2(b). Thus, the cloaked subscription set Θ′3 contains five subscriptions fa , fb , fc , fd and fe where fc is truly interested in t3 . Similar situation occurs in the cloaked subscription set Θ′4 associated with t4 . Given the anonymity number k = 2, we show that the collusion attack cannot expose fc of Fig. 2(b). In the cloaked subscription set Θ′3 , even if knowing the interests of any (N−k) = 3 subscribers (e.g., fa , fb and fe ), attackers cannot distinguish which subscriber ( fc or fd ) is truly interested in t3 . Meanwhile, since fc is registered to the channels of both t3 and t4 , attackers cannot identify which topic, either t3 or t4 , fc is interested in. Thus, fc (plus fa , fb and fd ) is safe against the collusion attack.



3.1 Analysis Model Before deriving the criteria to meet the privacy protection, we first report the used analysis model, which helps formulate the proposed integer programming problem. Consider the subscriber set N and the topic set T . Recall that xi j = 1 if a subscriber f j ∈ N is truly interested in a topic ti ∈ T and otherwise xi j = 0. Based on xi j , we build a matrix X consisting of T rows and N columns. The element of X (i.e., the subscription xi j ), is associated with a topic ti and a subscriber fi . The matrix X has the following properties: – The row of X w.r.t a topic ti ∈ T , i.e., Θi , represents the subscriptions that are P interested in ti . Thus, the sum of all elements in the row of ti , i.e., Nj=1 xi j , is the total number of subscribers inside N that are truly interested in ti . For any two P topics ti and ti′ , then we easily verify that Nj=1 (xi j · xi′ j ) is the number of subscribers that are interested in both ti and ti′ . – The column of X w.r.t a subscriber f j ∈ N (i.e., Φ j ) represents the topics that f j is P truly interested in. Thus, the sum of all elements in the column of f j , i.e., Ti=1 xi j , is the total number of topics that f j is interested in. Note that we assume that each P subscriber f j is interested in at least one topic, then Ti=1 xi j ≥ 1 holds. Given the matrix X, the anonymizer engine generates a cloaked matrix X ′ , also consisting of T × N element. The element x′i j ∈ X ′ indicates whether a subscriber f j is added to the cloaked subscription set Θ′i . Section 4 will present the details to build X ′ . 3.2 Privacy Criteria Before deriving the privacy criteria, we first present a theorem to study the cases that subscribers are exposed (here we assume that f j is truly interested in ti ). Theorem 1 f j is exposed to be interested in ti with probability higher than 1/k, if either of the following cases occurs: (i) Θ′i contains fewer than k subscriptions; or (ii) f j appears in fewer than k cloaked subscription sets. Now, based on the above theorem, we derive the criteria to meet the privacy requirement. First, in terms of any topic ti , if the row of ti in X ′ contains at least k elements equal to 1, then the probability of identifying that ti is of interest to f j with probability P at most 1/k. Thus, we have Criterion (1): if ∃ti with xi j = 1, then Nj=1 x′i j ≥ k. Next, in terms of any topic f j , the column of f j in X ′ contains at least k elements equal to 1. Otherwise, it is easy to infer that f j must be interested in ti with probability P higher than 1/k. That leads to Criterion (2): if ∃ f j with xi j = 1, then Ti=1 x′i j ≥ k. Criterion (2) is important as follows. Consider that f j is truly interested in ti and even a very large number of fake subscriptions are registered to the channel of ti (due to Criterion (1)). If f j appears in only one channel (e.g., ti ), f j is then exposed to be certainly interested in ti . Besides the above two criteria that are used to meet the k-subscription-anonymity, we need to consider how the collusion attack can expose subscribers’ privacy. Theorem 2 Though Criteria (1) and (2) are satisfied, the collusion attack can still expose f j to be interested in ti . Example 2: We use Fig. 2 (c) as an example (the k-anonymity number is 2) to verify the above theorem. The channel of t3 contains three subscribers, and Criterion (1) thus holds. Meanwhile, fc , truly interested in t3 , appears in the channel of t1 as a fake subscription. Thus, Criteria (2) also holds. Similar situation occurs for the channel of t4 .



Now, given the collusion attack, we assume that in channel of t3 , two subscribers fc and fd are honest (due to k = 2) and all other three subscribers fa , fb , and fe are comprised. Among the three subscribers fa , fd and fe in the channel of t4 , the two subscribers fa and fe are compromised (due to the collusion attack), and they are not interested in t4 . Because t4 is of interest to at least one subscriber, attackers infer that fd must be interested in t4 . Thus, the privacy of fd is exposed. By Example 2, we find Criteria (1-2) cannot defend against the collusion attack. Thus, we derive Criterion (3) together with Criteria (1-2) to defend against the attack: P P P if ∃ti with Nj=1 xi j = 1, then Nj=1 x′i j · x′i′ j ≥ (k + 2)and Nj=1 (x′i j + x′i′ j − 2x′i j x′i′ j ) ≤ (k − 2) hold.



4 Building Cloaked Subscription Matrix X′ Besides the privacy requirement in Section 3, in this section, we build the cloaked matrix X ′ to satisfy the other requirements of the problem definition in Section 2.3. Overview: Among all four requirements of the proposed problem, we consider the problem to build the matrix X ′ as an integer programming-based optimization problem, where the objective is to minimize the forwarding cost, and three criteria in Section 3 are as constraints. It is an integer problem because the element x′i j in X ′ is either 0 or 1. To minimize the overall forwarding cost, we first leverage the subscriber locality property of Section 2.1 to reduce the forwarding cost (Section 4.1). After that, we formulate an integer programming based optimization problem, and relax it to a linear reprogramming problem with fractional results (Section 4.2). Finally, instead of the simple closest integer rounding algorithm or the classic randomized rounding approach [15], we propose a guaranteed randomized rounding algorithm to satisfy the required privacy criteria and optimally minimize the expected forwarding cost (Section 4.3). 4.1 Optimization Policy Recall that the subscriber locality property means some subscribers share the same subscription proxies to save the network bandwidth between the broker and subscription proxies. Thus, the overall forwarding cost of the privacy-aware pub/sub is the total number of messages forwarded from the broker to subscription proxies. For each topic ti , we denote the number of publications of ti to be mi (the number is given in advertisements). Then, due to the effect of subscriber locality, the cost to forP P P j−1 ward these publications is mi · [ Nj=1 x′i j − Nj=1 j′ =1 (z j j′ · x′i j · x′i j′ )]. Here, the first item PN ′ j=1 xi j is the total number of publications of ti from the broker to subscription proxies P P j−1 when the subscriber locality is not adopted. The second item Nj=1 j′ =1 (z j j′ · x′i j · x′i j′ ) means that if f j and f j′ use the same proxy (i.e., z j j′ = 1), the forwarding of a publication of ti to the two subscribers f j and f j′ needs only one message copy from the broker to the proxy which both f j and f j′ share. Given T topics, the overall forwarding cost is PT PN ′ PN P j−1 ′ ′ ′ i=1 mi · [ j=1 xi j − j=1 j′ =1 (z j j · xi j · xi j′ )]. Background Knowledge Attack: First consider that a large number of subscribers are truly interested in a topic ti , i.e., the set set Θi contains a large number of member subscriptions. Next, if more (cloaked) subscriptions inside the subscription set Θ′i share the same subscription proxies, the overall forwarding cost becomes smaller. Given our optimization objective to minimize the overall forwarding cost, purposely adding more



fake subscriptions, which share the same subscription proxies as those real subscriptions inside Θi , to the set Θ′i then helps reduce the overall forwarding cost. The above optimization essentially is a greedy policy. It does helps reduce the forwarding cost, but meanwhile incurs a potential risk of exposing real subscriptions if attackers know the optimization policy and some background knowledge. We call this attack background knowledge attack. In terms of the background knowledge, it is wellknown that the number of subscribers who are interested in topics typically follows a Zipf distribution [11]. That is, more users are interested in popular topics and few are interested in unpopular topics. If the greedy optimization policy is adopted, the channel of a popular topic will register more fake subscriptions. This is because, with more real subscriptions (that are interested in the popular topics), then there are more available subscription proxies and thus more fake subscriptions are added to the associated cloaked subscription set. By counting the number of cloaked subscription elements inside the channels, we correspondingly derive the following observations: (i) the channels having the smallest number of subscribers might be associated with unpopular topics; and (ii) most subscribers registered to unpopular channels are real and have more potential to be truly interested in unpopular topics. Since the privacy criteria in Section 3.2 do not consider the background knowledge attack, we need to set up an upper bound H to limit the number of subscribers registered P to each channel. The number H is inside the range between Nj=1 xi j and N; otherwise, P incurring an infeasible solution for our optimization problem. Considering that Nj=1 xi j PN subscribers are truly interested in ti , we can set up H smaller than k · j=1 xi j . It makes sense because the probability to identify any of those subscribers truly interested in ti is at most 1/k, which is consistent with the definition of k-anonymity. Now, we improve P Criterion (1): if ∃ti with xi j = 1, then k ≤ Nj=1 x′i j ≤ H . 4.2 Problem Formulation We formulate an optimization problem to build the matrix Xi′ (called Cloaked Subscription Matrix problem, in short CSM) as follows. Given To build Minimize Subject to



matrix X, matrix Z, and mi with 1 ≤ i ≤ T matrix X ′ with T×N elements x′i j PT PN ′ PN P j−1 (z j j′ · x′i j · x′i j′ )] ′ i=1 mi · [ j=1 xi j − j=1 Pj =1 (1)∃ti with xi j = 1, then k ≤ Nj=1 x′i j ≤ H; P (2)∃ f j with xi j = 1, then k ≤ Ti=1 x′i j ≤ C j ; P P (3)∃ti with Nj=1 xi j = 1, then Nj=1 x′i j · x′i′ j ≥ (k + 2), PN and j=1 (yi j + yi′ j − 2x′i j x′i′ j ) ≤ (k − 2); (4)∃ f j with xi j = 1, then x′i j = 1;



In the above CSM problem, there exist four criteria. Among these criteria, Criteria (1-3), pertaining to the privacy requirement, are given by Section 3.2. The original CriP terion (2) is improved by setting Ti=1 x′i j ≤ C j , where C j is the capability limitation of P the associated proxy. It ensures Ti=1 x′i j , i.e., the number of publications forwarded to the proxy associated with f j , is no larger than C j . In addition, the Criterion (4) ensures the function requirement (see Section 2.3). That is, if a subscriber f j is truly interested in ti (i.e., xi j = 1), then x′i j = 1 must hold. We show that CSM is NP-hard. Due to space limit, we ignore the details of the proof (refer to our technical report). Thus, we relax the 0/1 element x′i j into an fractional



element yi j ∈ [0.0, 1.0], and replace x′i j with yi j . Then, the CSM problem is transformed into a linear programming problem (in short LPCSM). P P P j−1 Note that the subitems Nj=1 j′ =1 (z j j′ · x′i j · x′i j′ ) and Nj=1 x′i j · x′i′ j in the objective and Criterion (3) of CSM are not in strict linear programming (LP) form. Thus, we need P P ′ ′ to simplify both subitems to a LP form. In detail, (i) in the subitem Nj=1 jj−1 ′ =1 (z j j′ · xi j · xi j′ ), ′ ′ we replace the inner variables j by those variables j satisfying xi j′ = 1. Since xi j′ is given by X, the objective of CSM becomes the LP form. The intuition of this simplification is that for any subscriber f j′ truly interested in ti with xi j′ = 1, we expect those to-be-registered fake subscriptions share the same proxies as real subscribers f j′ . It is consistent with the optimization policy in Section 4.1. (ii) to simplify Criterion (3), we note that Criterion (3) is to ensure that the set memberships of Θ′i and Θ′i′ should be common as much as possible. Thus, we set x′i j = x′i′ j for all 1 ≤ j ≤ N for the simplification of Criterion (3) such that Θ′i and Θ′i′ have exactly the same memberships. In this way, we relaxe Criterion (3) to a LP form. 4.3 Rounding Algorithm Until now, the simplified CSM becomes the strict 0/1 LP form, which can be solved by the classical simplex algorithm with polynomial-time. The result of LPCSM can be intuitively viewed as a fractional scheme, where a subscriber f j can be split into arbitrary parts and registered to a channel by probability yi j . Given the fractional result yi j of LPCSM is ready, the next step is the rounding scheme. The simple closest integer rounding or the classic randomized rounding approach [15]. However, such approaches incur problems. For example, by the approach [15] (we call it simple rounding scheme, in short SRS), in the fractional results related to f j , there are two elements with yi j = 0.5 and yi′ j = 0.5. It means that f j is added to two sets Θ′i and Θ′i′ respectively with the equal probability 0.5. In a trial of adding f j to Θ′i and Θ′i′ , SRS might not add f j to any set of Θ′i and Θ′i′ , and break the criteria of LPCSM. Even with more trials, SRS might add f j to one set, for example, Θ′i . However, given mi ≥ mi′ , adding f j to Θ′i , instead of Θ′i′ , incurs a larger forwarding cost. Algorithm 1 Random Alg (matrix Y with 0 ≤ yi j ≤ 1) 1: initiate matrix X ′ with x′i j = 0; PN C j , Ll ← k · N, L ← 0; 2: Lu ← i=1 3: while (Ll ≤ L ≤ Lu ) is NOT satisfied do 4: {/* There still exist subscribers dissatisfying Criteria (2) */} 5: uniformly set y with a random value between 0.0 and 1.0; uniformly set t with a random num. between 1 and T ; 6: for j = 1 to N do P 7: ℓu ← C j , ℓl ← k, ℓ ← Ti=1 x′i j ; 8: if (ℓl ≤ ℓ ≤ ℓu ) is NOT satisfied and y ≤ yt j then 9: {/* for each f j dissatisfying Criteria (2), add f j to the channel of t with probability yt j */} 10: x′i j ← 1; yt j ← yt j − 1.0; L ← L + 1.0. 11: end if 12: end for 13: end while



To avoid the issues above, we develop a new rounding algorithm (Alg. 1). This algorithm can optimally minimize the expected forwarding cost and strictly satisfy all required criteria (except that Criterion (1) is expectedly satisfied). Its intuition is to



ensure that the event of adding f j to Θ′i with probability yi j occurs by multiple trials, until Θ′i strictly registers at least k and at most C j cloaked filters, (i.e., Criteria (2) is P met), and on the overall, at least k · N (and at most Ti=1 C j ) cloaked filters are created. Finally, we analyze the objective. Given a subscriber f j ∈ N uses a proxy P, we are interested in the probability that f j and other subscribers using the same proxy P are registered to the same channel. We assume that P contains NP subscribers (including f j ) with 1 ≤ j′ ≤ NP . Then, we have the following theorem. Theorem 3 A subscriber f j and other subscribers using the same proxy P are regisP P tered to the same channel with probability at least 1 − Ti=1 Nj′P=1, j′ , j min(yi j , yi j′ ). P P By the item 1 − Ti=1 Nj′C=1, j′ , j min(yi j , yi j′ ), Theorem 3 guarantees that Alg. 1 maximizes the expected occurrence of registering f j and f j′ into the same channel. It immediately means that the expected forwarding cost of LPCSM is minimized and equal to the optimal cost of CSM.



5 Evaluations We use the popular lpsolve 1 to solve LPCSM. For each running instance of LPCSM, we translate it to an input file of lpsolve. To generate the experimental data set (including the number of real subscriptions per topic and per subscription proxy, and the number of publications per topic), we follow the previous work [4, 5] to use the Zipf distribution. Each subscriber specifies at least one subscription. Efficiency Study: We first study the efficiency of the privacy aware pub/sub. We measure the efficiency by the ratio between the number of publications used by the privacy aware pub/sub and the number of publications of the original pub/sub. Such a metric is called cost ratio. In addition, we compare the LPCSM solution with the approach that broadcasts each publication to all proxies (in short broadcast solution). First, Fig. 3(a) studies the effect of the anonymity number k. When the anonymity number k is larger, the cost ratios of both approaches become larger. This is because Criteria (1) and (2) directly require more fake subscriptions. In this figure, when k = 40, the cost ratio is only 2.48. It means that offering the high anonymity level k = 40 does not incur significantly high cost. For k > 60, the cost ratio of LPCSM keeps stable (= 6.62). That is, the proposed optimization policy in Section 4.1 ensures that fake subscriptions and real subscriptions share the same proxies, and thus even given a large k, LPCSM at most forwards the publications to the channels on which all real subscriptions are registered. It thus reaches such an upper bound. Instead, the broadcast approach has the cost ratio of 12.06, independent upon the anonymity number k. Obviously the broadcast approach incurs larger forwarding cost than LPCSM. Second, in Fig. 3(b), we vary the number of topics T . In this figure, when T = 40 is equal to the default anonymity number k, the cost ratio of LPCSM is exactly equal to that of the broadcast approach. That is, given T = k = 40, LPCSM adds each subscription to all channels and each subscription proxy receives all publications, which just is the broadcast approach. After T > 40, more topics in LPCSM lead to lower cost ratio. When more channels are allowable to register fake subscriptions, LPCSM has more chance to optimize the forwarding cost, and achieves a smaller cost ratio. Meanwhile, 1
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Fig. 3. Efficiency Study and Attack Resilience



due to the fixed number of subscriptions, more topics (i.e., channels) mean a diverse distribution of subscriptions over channels and a smaller average of subscriptions per channel. It thus help have more chance to select the best channels to register fake subscriptions, leading to a smaller cost ratio. Instead, for the broadcast approach, when T is larger, it always registers each subscriber to all channels, and thus the cost ratio of the broadcast approach becomes larger. Fig. 3(c) shows the effect of subscribers. A larger number N of subscribers incurs higher cost ratios for both approaches. When N is larger, each channel has to register more subscriptions. Thus, more cost is paid to forward publications to associated proxies. Note that, since the number of subscription proxies (and topics) is fixed, the increased forwarding cost is relatively slight as shown in this figure. Fig. 3(d) studies the effect of proxies. When the number P of proxies is larger, the cost ratio of the broadcast approach grows very fast because each publication is forwarded to all proxies. Instead, for LPCSM, the optimization policy ensures that fake and real subscriptions share the same proxies. Thus, even if P in increased, LPCSM ensures fake subscriptions share the bandwidth between the broker and proxies as much as possible. Therefore, a larger number of proxies will not significantly increase the cost ratio as the broadcast approach. Fig. 3(e) studies the effect of the Zipf parameter α. When α is larger, the distribution of publications (and subscribers) across topics is skewer, i.e., most topics are unpopular and only several topics are very popular. Thus, LPCSM can optimize the assignment of fake subscriptions and register them to the channels of unpopular topics, and achieve a lower cost ratio. For the broadcast approach, since the number of channels associated with popular topics is very small, the overall number of subscribers registered to



these popular channels is correspondingly small (also indicating a small number of subscription proxies). Thus, a very small number of proxies receive popular publications but most proxies receive unpopular publications, and the overall forwarding cost of the broadcast approach is smaller. Finally Fig. 3(f) shows the effect of the maximal number H of real subscribers per channel. When such number is larger, then given a fixed number of subscribers, some channels register more subscribers than others. This indicates an uneven distribution of subscribers across all channels. Thus, when H becomes larger, the cost ratio becomes smaller. Note that, the decreasing trend of this figure is relatively smooth than Fig. 3(e), because a larger H only affects the distribution of subscribers across channels but does not change the total number of publications. Attack Resilience: Next, we proceed to evaluating the resilience of the proposed solution against the background knowledge attack. We measure the strength of the subscription privacy protection by the following metrics. P P P – Given a topic ti , we respectively compute its popularity in Θ′i and Θi by pi = Nj=1 x′i j / Ti=1 Nj=1 x′i j (where the denominator is the total number of all cloaked subscriptions, and the nuP P P merator is the number of clacked subscriptions w.r.t ti ) and ρi = Nj=1 xi j / Ti=1 Nj=1 xi j . We are interested in (i) the correlation between wi and pi and (ii) the correlation between ρi and pi . We also calculate the entropy of pi . A large entropy means an even distribution, which helps guard against the background knowledge attack in Section 4.1. – If a subscription f j is registered to T ′j channels (denoted as T j′ ), we define the following formula: q j =



PT xi j PTi=1 ′ i=1 xi j



· (1 −



#of



subscriptions commonly registered to T j ). In this #of all subscriptions registered to T j



formula, the former subitem indicates the rate of the channels that f j is truly interested in against all channels to which f j is registered; its smaller value indicates better privacy protection (due to Criterion (2)). The latter subitem is related to the rate of subscriptions commonly registered to the channel set T j against all subscriptions registered to T j ; its smaller value also indicates better privacy protection (due to Criterion (3)). Besides, we calculate the entropy value of normalize q j . Fig. 3(g) shows the relation between ρi and pi , where the x-axis shows the sorted ranking Id and the y-axis shows the corresponding ρi and pi . In this figure, the originally popular topics in X (i.e., a larger ρi ) might be unpopular in X ′ (i.e., a smaller pi ) and vice versa. Thus, given a skew distribution of topic popularities, it is indistinguishable which topics are of interest to subscribers, and the background knowledge attack cannot easily expose subscribers’ privacy. Fig. 3(h) shows the relationship between wi and pi . The x-axis shows the ranking Id of pi in ascending order, and the associated wi and pi are respectively given in the y-axis. This figure clearly indicates low correlation between wi and pi . It prevents the background knowledge attack from exposing real subscriptions. The reason is that our optimization policy in Section 4.1 does not greedily register fake subscriptions to the channels with the lowest wi . Instead, it registers the faked subscriptions at the same proxies as real subscriptions. Fig. 3(i) plots the entropy values of pi and q j for LPCSM. First, when k becomes larger, the entropy value of pi increases, indicating that the distribution of pi becomes



uniform. It helps defend against the background knowledge attack in Section 4.1. Second, the entropy value of q j keeps unchanged because Criteria (2) and (3) are independent upon the value of k. Finally, for k > 16, the entropy value of pi for LPCSM becomes stable, consistent with Fig. 3(a). Due to the space limitation, we do not plot the figures of those entropy values for other parameters like T , N, α and C, but with similar curves as Fig. 3(i).



6 Related Works The k-anonymity privacy model [21, 18] prevents attackers from identifying an individual with probability 1/k. The main techniques of the works include generalization and suppression. In addition, ℓ-diversity [12] guards against attackers with homogeneity attack and background knowledge attack. Such works significantly differ from our work. First, they are completely different areas: these works focus on the generalization and suppression of the micro data and the protection of the individual’s privacy (e.g., healthy records), and our solution is designed for middleware systems. Second, these works focus on the protection of the published data. Instead, our solution protects the subscription privacy, and does not generalize publications; otherwise, subscribers cannot receive correct and precise content. Finally, different from the micro data publishing, our solution works together with the traditional cryptographic techniques to protect subscription privacy. Many location services adopt location k-anonymity [9], location ℓ-diversity [2], and road segment s-diversity [22]. For example, the location k-anonymity mainly utilizes a cloaked region to represent the client location and this region needs to contain at least (k − 1) other client locations.The main difference between our work and the location privacy is the attack model. We consider the collusion of the broker server and all other (N −k) compromised subscribers. The location privacy does not consider such collusion attack, and only focuses on the attack that attackers know privacy protection algorithms and some background knowledge, which are also considered in this paper. Secured pub/sub systems [20, 6] utilize cryptographic techniques to protect the data confidentiality, secure routing, publishers’ privacy, but they did no consider the privacy issue of subscribers. Finally, our recent work [17] focused on the privacy protection for an different kind of pub/sub (namely content-based pub/sub), where publications consist of a set of attribute values, and subscriptions contain predicate conditions over the attributes. The significantly different data model leads to the corresponding different privacy model and solutions. In addition, another recent work [24] proposed the privacy protection utility used to to publish a privacy preserving graph.



7 Conclusion Untrusted brokers in pub/sub lead to the leakage of subscribers’ privacy. To address this problem, we propose a k-subscription-anonymity model and use fake subscriptions to protect subscribers’ privacy. To trade-off the efficiency goal and privacy requirement, we consider an integer programming-based optimization problem, and relax it to a linear programming problem. We propose a guaranteed rounding algorithm to optimally minimize the expected forwarding cost. The experimental results indicate that the solution requires a slightly higher cost to offer the privacy protection.



Our work on the privacy-aware pub/sub will continue along several dimensions. For example, we are interested in considering more other strong privacy protection model [7] in the pub/sub. In addition, we are planning to plug-in the privacy-aware solution into more semantic filtering pub/sub [16].
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8 Appendix Proof of Theorem 1: Because f j is truly interested in at least one topic, both cases are obviously valid; otherwise, attackers can simply (i) compute the cardinality of Θ′i or (ii) count the number of cloaked subscription sets that f j appears in, and then it is easy to expose f j is interested in ti with probability higher than 1/k.  Proof of Theorem 2: By Criterion (1), Θ′i contains at least k subscriptions. Meanwhile, besides ti , f j appears in at least k channels. For one of these channels, say ti′ (, ti ), f j is added to Θ′i′ as the fake subscription. Thus, Criterion (2) is also satisfied. Now, consider the special case that for topic ti , only one subscriber f j is truly interested in ti . Given the collusion attack, for topic ti′ (, ti ), k subscribers in Θ′i′ (including f j ) are honest and all other (N − k) subscribers are compromised. Here, there exists the case that in Θ′i , all subscribers except f j belong to those (N − k) compromised subscribers. Thus, it is known that except f j , all other subscribers in Θ′i are not truly interested in ti . Given such a case, f j must be interested in ti , because ti is of interest to at least one subscriber. Proof of Criterion (3): The general idea of Criterion (3) is (i) for two topics ti and ti′ , the associated sets Θ′i and Θ′i′ contain at least (k + 2) subscribers in common, i.e., those subscribers are commonly interested in both topics ti and ti′ ; (ii) at most (k − 2) subscribers appear in either Θ′i \ Θ′i′ or Θ′i′ \ Θ′i . The intuition of Criterion (3) is that, the subscriber membership of Θ′i and Θ′i′ should be common as much as possible, such that it is indistinguishable which subscriber is really interested in ti (or in ti′ ); and which topic, either ti or ti′ , a subscriber is interested in. Before prove Criterion (3), we first make the denotation as follows. Due to the collusion attack, we denote a subset Θui ⊑ Θ′i to be such filters that the broker does not know the real interests belonging to the k honest subscriptions (because the collusion attack assumes that the broker does know the real interest of all other (N − k) subscriptions). To prove Criterion (3), we consider two following extreme situations. (i) Θ′i and Θ′i′ share the exactly same set membership. Then, due to the same membership between Θ′i and Θ′i′ , Θui is unknown to Θ′i′ . Thus, the collusion attack cannot expose any subscription f ∈ Niu and Criterion P (3) is valid for this case. (ii) We consider another extreme case that Nj=1 x′i j · x′i′ j = (k + 2) and PN ′ ′ j=1 (yi j + yi′ j − 2 · xi j · xi′ j ) = (k − 2). For this case, the following proof will show that it can defend against the collusion attack. Besides the two extreme cases, based on the following proof, it is easy to extend the two extreme cases to a general case and show it can defend the collusion attack. Now, we prove that the second extreme case is safe to defend against the collusion attack, illustrated in Fig. 4. Here, segment A-D represents set Θ′i . Inside segment A-D, the internal subsegment A-C represents set Θui , and the remaining subsegment C-D represents the intersection between Θ′i \Θui . If we assume the cardinality of Θ′i is L, then segment C-D contains (L − k) subscriptions, since segment A-C contains k subscriptions of Θui . Following Criterion (2), besides ti that f j is truly interested in, subscription f j ∈ Θ′i , as a fake subscription, must be added to other set Θ′i′ related to ti′ (, ti ). There are two scenarios about ti′ . P In the first scenario with Nj=1 xi′ j ≥ 2, Theorem 1, the collusion attack cannot identify whether or not f j is interested in ti′ , and thus cannot expose f j . P In the second scenario with Nj=1 xi′ j = 1, due to common subscriptions in sets Θ′i and Θ′i′ , our proof mainly shows that, if k subscriptions in Θ′i are not compromised, then how many subscriptions in Θ′i′ cannot be exposed. By the first condition of the above second extreme case, the number of common subscriptions in sets Θ′i and Θ′i′ , respectively illustrated by segment B-D and segment B′-D′ , is (k + 2). Thus, the number of subscriptions inside Θ′i , but not in Θ′i′ , is (L − k − 2) (i.e., segment A-B). Next, by the second condition of the above extreme condition, we can infer the number of subscriptions inside Θ′i′ , but not in Θ′i , is (2k − L), i.e., segment D′ -E ′ . Thus, if



Fig. 4. Illustration of Criterion (3)



considering 2k − L ≥ 0 is satisfied (i.e., segment D′ -E ′ contains 2k − L subscription), we can infer L ≤ 2k. Otherwise, we consider Θ′i′ is a subset of Θ′i : segment A-B contains L − k − 2 ≤ (k − 2) subscriptions (by the second condition). On the overall, we have L ≤ 2k. Based on the analysis above, when k subscriptions of Θi (shown by segment A-C) are honest and not compromised, we are interested how many subscriptions inside Θ′i′ cannot be exposed. Those subscriptions are illustrated by segment B′ -C ′ . Easily we can compute the number of subscriptions inside segment B′ -C ′ is (2k + 2 − L). Since L ≤ 2k is met, we can infer segment B′ -C ′ contains 2 subscriptions, surely containing f j . For these two subscriptions, attackers cannot identify (i) which one of them is really interested in ti′ , and (ii) which topic, either ti or ti′ , they are interested in.  Proof of Theorem 3: Given a subscription f j ∈ N and any other subscription f j′ inside the proxy P, f j and f j′ are not added to the same set Θ′i for any 1 ≤ i ≤ T (i.e., the same channel of ti ) if and only if f j and f j′ do not appear in the same step (lines 5-16) with the same generated value of t. Suppose f j is added first to the set Θ′i=t with 1 ≤ t ≤ T . Considering those NP subscriptions inside P and totally T topics, the probability that both f j and any other subscription f j′ are not registered to the same channel is an accumulative probability that is given as follows. Prob( f j′ is not registered to the same channel as any f j′ ∈ P) = 1 − Prob( f j′ is registered to the same channel as any f j′ ∈ P) =1−
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∧ f j′ is added at that step) Next, the probability that f j is registered to the channel of topic t, i.e., Prob( f j is added to Θ′i=t at some step), is just equal to yi j . The conditional probability yi j′ Prob( f j′ is added at that step| fi is added to Θ′i=t ) ≤ min( , 1) yi j Thus, Prob( f j′ is not assigned to the same channel as any f j′ ∈ P) ≥1−
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