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SUMS OF KLOOSTERMAN SUMS OVER ARITHMETIC PROGRESSIONS SATADAL GANGULY AND JYOTI SENGUPTA Abstract. We give an upper bound on the sum of Kloosterman sums S(m, n; c) over an arithmetic progression c ≡ 0(mod q), c ≤ X with explicit dependence of m, n, q and X.



1. Introduction Kloosterman sums are ubiquitous in modern analytic number theory due to their deep connection with the spectrum of GL2 automorphic forms. We refer the reader to the books by Iwaniec and Kowalski [IK04], Iwaniec [Iw95], and also to the papers by Selberg [Sel65], Kuznetsov [Ku80], Iwaniec and Deshouillers [DI82], Goldfeld and Sarnak [GS83], to name a few, for an introduction to this beautiful circle of ideas in the theory of automorphic forms and number theory. The Kloosterman sum S(m, n; c), for integers m, n and integer c ≥ 1 is defined by S(m, n; c) =



X? a(mod c) ad≡1(mod c)



 e



ma + nd c



 ,



X? where is the notation for sum over relatively prime residue classes and e(z) means e2πiz . Kloosterman sums satisfy the following bound which follows from the work of Weil [Weil48] and is referred to as the Weil bound: 1√ |S(m, n; c)| ≤ (m, n, c) 2 cτ (c),



(1)



where τ (n) is the notation for the total number of divisors of an integer n. The signs of the Kloosterman sums are believed to be fairly random so that in a sum over c, one expects a large amount of cancellations. Linnik [Li63] and later Selberg [Sel65] proposed a conjecture quantifying the expected cancellation, a slightly modified form of which can be stated in the following way: X S(m, n, ; c) ε,m,n X ε , (2) c c≤X 2000 Mathematics Subject Classification. 11F30, 11F41, 11L05. Key words and phrases. Kloosterman sums, Maass cusp forms. 1
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and more precisely, X S(m, n, ; c) c≤X



c



ε (|mn|X)ε .



(3)



Without the dependence on m and n, the above bound would be false as noted by Sarnak and Tsimerman (see [ST09], §2). In 1980, Kuznetsov [Ku80] established a formula (see Theorem 5) giving an explicit relation between the spectrum of the automorphic forms over GL2 /Q and the Kloosterman sums. He used this formula, together with the fact that there are no exceptional eigenvalue for the full modular group (see the next section for the definition of the exceptional eigenvalues and see [DI82], §6.1 for a simple proof of the fact mentioned) to obtain the bound X S(m, n, ; c) m,n X 1/6 (log X)1/3 . (4) c c≤X Note that Weil bound applied directly would give the exponent 1/2 in place of 1/6. This remains the strongest bound to this day. For a discussion on the 1/6 barrier, see the remarks at the end of [ST09]. We should also point out that if one “smooths” the above sum then a bound of equal strength as the conjectured Linnik-Selberg bound (2) can be obtained. See Theorem 16.9 in [IK04]. In Kuznetsov’s work, a lower bound for the exceptional eigenvalues for Γ0 (q) plays an important role and we need a hypothesis concerning that. Let π = ⊗p≤∞ πp be an irreducible cuspidal automorphic representation of GL2 (AQ) with unitary central character. For an unramified place v, we denote the Satake parameters by µj (πv ); j = 1, 2. Recall that for such a finite place v, the local Euler factor of the L-function associated to π is Y L(s, πv ) = (1 − µj (πv )v −s )−1 , j=1,2



while for v archimedean, it is nothing but the Gamma factor given by (see [Ja97]) Y L(s, πv ) = ΓR (s − µj (πv )), j=1,2



with ΓR (s) = π −s/2 Γ(s/2). In this notation, the generalized Ramanujan conjecture for finite unramified places asserts (see [LRS95], [LRS99]) |µj (πv )| = 1, and for v archimedean, the Selberg eigenvalue conjecture is equivalent to the statement (op. cit.) Re µj (πv ) = 0. For a finite unramified place v, let us make the hypothesis: Hypothesis Hθ : 0 ≤ logv |µj (πv )| ≤ θ, j = 1, 2.
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Note that H0 is the Ramanujan conjecture and Hθ is known for θ = 7/64 by a work of Kim and Sarnak [KS03]. The dependence on the size of m and n in the above formula (4) was not good and rectifying this problem was the main point in the article by Sarnak and Tsimerman [ST09]. Modifying Kuznetsov’s proof, they obtained the theorem below. Theorem 1. Under Hθ , one has X S(m, n; c) c≤X



c



 1  1 1 θ  X 6 + (mn) 6 + (m + n) 8 (mn) 2 (Xmn)ε .



1



The idea of their proof is to divide the interval [(mn) 3 , X] into dyadic segments and use the Kuznetsov formula (7) for each dyadic intervals. For 1 c < (mn) 3 , it seems very difficult to obtain cancellation among Kloosterman sums. See Theorem 4, [ST09] and the comments following it for an explanation. Therefore, these terms are estimated individually by the Weil bound. The application of the Kuznetsov formula transforms each dyadic sum into a sum over the spectrum of the Laplace operator. It turns out that the continuous part can be handled easily. The discrete spectrum consisting of non-holomorphic forms requires some work but the holomorphic part requires the most delicate handling and makes use of the asymptotic behaviour of the Bessel functions of large order and argument in transition ranges using Airy function. In this article we consider the sum with c running over an arithmetic progression c ≡ 0(mod q) and seek a good bound not only in X, m and n, but also in q. The method used to obtain the following theorem is similar to that of [ST09] and [Ku80] and exploits the spectral theory of automorphic forms for the Hecke congruence group Γ0 (q). Theorem 2. Let q, m, and n be positive integers such that (mn, q) = 1. Assume the hypothesis Hθ . Then we have



( 1 1 1 θ 6 S(m, n; c) (mn) 6 (m + n) 8 (mn) 2 ε X  (Xmnq) + 1 + 2 1 c 3 3 q q q4 c≡0(mod q) X



c≤X θ



+



1



(mn) 2 + 8 q



1 2



) + (mn)θ .



Since Hθ is known for θ = 7/64 by the work of Kim and Sarnak [KS03], we have the following corollary.
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Corollary 3. ( 1 1 1 7 6 S(m, n; c) (mn) 6 (m + n) 8 (mn) 128 ε X  (Xmnq) + 1 + 2 1 c q3 q3 q4 c≡0(mod q) X



c≤X



)



23



+



(mn) 128 1



q2



+ (mn)



7 64



Remark 1: Since we are dealing with the spectrum of the laplace operator for the congruence group Γ0 (q) here, we need to take into account contributions from the exceptional spectrum as well as from those eigenvalues with tj between zero and one. These are absent in the case of the full modular group as in the work of Sarnak and Tsimerman. We show (see §3.5) that these eigenvalues contribute no more than O((mn)θ ) . This follows from the large sieve inequality for Maass cusp forms due to Deshouillers and Iwaniec [DI82]. In particular, we do not need to assume the Selberg’s eigenvalue conjecture. √ Remark 2: If the size of q is large compared to X; namely, if q  X, then one gets a better bound by applying the Weil bound to each Kloosterman sum and estimating trivially. Indeed, one gets the bound O(Xmnq)ε that way. In fact, we do use the Weil bound for small values of c in the proof. Remark 3: In certain ranges for the parameter q, one can get a term 1/6 smaller than the term (mn) in the above theorem by treating the holoq 2/3 morphic part in the Kuznetsov formula by Petersson formula to get back Kloosterman sums and then using Weil bound rather than using Deligne’s bound to bound the Fourier coefficients as in [ST09]. We obtain two different bounds this way, stated in the theorem below, each of which being the strongest in certain ranges of m, n and q. Theorem 4. The theorem and the subsequent corollary above remain true 1/6 1/3 1/4 if we replace the term (mn) by (mn) or (mn)q . q 2/3 q 7/6 Notation and convention: We denote by ε arbitrarily small positive real number which may be different in different occurrences. By δ(m, n), we mean the function defined on pairs of integers which takes the value 1 or 0 according as m = n or m 6= n. τ (n) denotes the total number of divisors of a positive integer n. Acknowledgements: We thank Ritabrata Munshi, Goutam Pal, and Dipendra Prasad for helpful conversations. 2. Preliminaries We first recall a few basic facts from the spectral theory of automorphic forms on Γ0 (q)\H. The main references for us are the book by Iwaniec [Iw95] and the paper [DFI02].
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2.1. Spectral theory of autmorphic forms. Definition 1. Let Γ be a discrete subgroup of P SL2 (R) with finite covolume; i.e., Vol (Γ\H) is finite, with respect to the measure dµ(z) =



dx dy . y2



A function f : H −→ C which satisfies the condition   az + b = f (z) f (γz) = f cz + d   a b for all γ = ∈ Γ is called is called an automorphic function (of c d weight zero) for the group Γ. We define the hyperbolic Laplacian operator ∆ to be:  2  2 ∂ ∂2 2 2 ∂ ∆ = −y + = (z − z) ∂x2 ∂y 2 ∂z∂z This operator acts on the space of smooth functions from H −→ C. We define a Maass form (of weight zero) for the group Γ to be a smooth function f on H which is automorphic for Γ and is an eigenfunction of the operator ∆, that is, (∆ − λ)f = 0 for some λ ∈ C. Such a Maass form f is said to have eigenvalue λ. Below we consider the Hecke congruence group Γ = Γ0 (q). Let L2 (Γ\H) be the space of such automorphic functions which are square integrable with respect to the inner product Z hf, gi = f (z)g(z) dµ(z). Γ\H



Let B(Γ\H) be the space of smooth Γ-automorphic functions f such that both f and ∆f are bounded. B(Γ\H) is a dense in L2 (Γ\H) and the operator ∆ admits a self-adjoint extension to the whole L2 space as an unbounded operator. A theorem of von Neumann [Ne95] now implies that the L2 space has a complete spectral resolution with respect to the Laplacian operator ∆. The operator ∆ has an infinite, discrete spectrum on a subspace consisting of automorphic forms of a special type, called cusp forms. A Maass cusp form is a Maass form with the additional property that its zero-th Fourier coefficient vanishes at all the cusps of the group Γ. Let {uj } be an orthonormal basis of the space of Maass cusp forms for Γ. Each uj (z) has a Fourier expansion (see section 5 in [DFI02]) of the type uj (z) =



X n6=0



τj (n)W0,itj (4π|n|y)e(nx),
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where Wα,β is the Whittaker function (see section 4, op. cit.), which, for Re β − α + 12 > 0, can be written as Z ∞ y α e− y2 −t β−α− 12  Wα,β (y) = dt, e t Γ β − α + 12 0 and the eigenvalue of uj is λj which we write as λj = sj (1 − sj ) =



1 + t2j , 4



with sj and tj being complex numbers such that sj = 12 + itj . When α = 0, the Whittaker function Wα,β is related to the K-Bessel function by  π  12 Kν (z) = W0,ν (2z); 2z since, for Re ν > −1/2 and Re z > 0, the K-Bessel function has the integral representation   ν− 21 Z ∞  π  12 e−z t −t e dt. Kν (z) = t 1+ 2z 2z Γ(ν + 12 ) 0 Thus, the above Fourier expansion can be written as √ X uj (z) = y ρj (n)Kitj (2π|n|y)e(nx), n6=0



where p ρj (n) = 2 |n|τj (n). Note that the property of being self-adjoint of ∆ implies that the eigenvalues λj corresponding to the forms uj are non-negative and we assume that they are ordered according to their size. The Selberg conjecture asserts that the smallest non-zero eigenvalue λ1 of ∆ satisfies 1 λ1 ≥ , 4 or equivalently, tj ∈ R. The Kim-Sarnak bound mentioned above is equivalent, in this set-up, to the statement 975 λ1 ≥ . 4096 Since Selberg conjecture is not known for a general congruence group, one needs to work with eigenvalues less than 1/4 and these eigenvalues are referred to as the exceptional eigenvalues. The Laplace operator has a continuous spectrum also and the eigenpacket of the continuous spectrum consists of analytic continuation to the line Re s = 12 of the Eisenstein series
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Ea (z, s) at all the inequivalent cusps a for the group. The Eisenstein series is defined, for Re s > 1 as X Ea (z, s) = jσa−1 γ (z)−k (Im σa−1 γz)s . γ∈Γa \Γ



Here jγ (z) =



cz + d = eiarg(cz+d) , |cz + d|



Γa = {γ ∈ Γ : γa = a} is the stability group of the cusp a, and σa ∈ SL(2, R) is a matrix (called the scaling matrix), unique up to translation on the right, having the property that σa ∞ = a and σa−1 Γa σa = Γ∞ , where Γ∞



    1 b :b∈Z = ± 0 1



is the stability group for the cusp at infinity. The Eisenstein series Ea (z, s) has a Fourier expansion at the cusp at infinity of the following kind (see (5.3) in [DFI02]): 1 1 1 Ea (z, s) = δa y 2 +it + φa ( + it)y 2 −it 2 √ X τa (n, t)Kit (2π|n|y)e(nx), + y



n6=0



where δa is a non-zero complex number and φa (s) is the determinant of the scattering matrix. The number τa (n, t) is called the n-th Fourier coefficient of the Eisenstein series. 2.2. Petersson and Kuznetsov formulae. The Kuznetsov formula (see, for example, Theorem 16.3 in [IK04] or Theorem 1 in [Ku80]) is an equality between a sum of Kloosterman sums multiplied by a test function and a sum over the spectrum of various integral transforms of the test function multiplied by the Fourier coefficients of the automorphic forms. Suppose h is a complex function satisfying the conditions   h(t) = h(−t), h is holomorphic in the horizontal strip |Im (t)| ≤  h(t)  (|t| + 1)−2−δ ,



1 2



+ δ,



δ > 0 being arbitrary. Then for any m, n > 0, we have the following formula due to Kuznetsov:



8



SATADAL GANGULY AND JYOTI SENGUPTA



Theorem 5. ∞ X X 1 Z ∞ h(tj ) h(t) + dt ρj (m)ρj (n) τa (m, t)τa (n, t) cosh πtj 4π −∞ cosh πt a j=0 X S(m, n, ; c)  4π √mn  = δ(m, n)g0 + g . c c c≡0(mod q)



Here 1 g0 = 2 π



Z



∞



th(t) tanh(πt) dt, −∞



Z th(t) 2i ∞ dt J2it (x) g(x) = π −∞ cosh(πt) and a runs over all the inequivalent cusps for the group. Suppose, for k ≡ 0(mod 2) > 0, {fj,k (z) : 1 ≤ j ≤ dim Sk (Γ0 (q))} is an orthonormal Hecke basis for the space of holomorphic cusp forms Sk (Γ0 (q)) with each fj,k (z) having the Fourier expansion fj,k (z) =



∞ X



ψj,k (n)n



k−1 2



e(nz).



n=1



Set 1 Γ(k − 1) 2 ρf (n) = ψf (n). (4π)k−1 Since f is an Hecke eigenform, we can write for any n with (n, q) = 1, 



ρf (n) = ρf (1)λf (n), where λf (n) is the eigenvalue of the n-th Hecke operator and by Deligne’s proof of the Ramanujan conjecture, these Hecke eigenvalues satisfy the bound |λf (n)| ≤ τ (n).



(5)



The Petersson trace formula (see Theorem 3.6 in [Iw97]) says, Theorem 6. X



ρjk (m)ρjk (n)



1≤j≤dimSk (Γ0 (q)) k



= δ(m, n) + 2πi



∞ X 1≤c≡0(mod q)



S(m, n; c) Jk−1 c







 √ 4π mn . c



(6)



Adding Petersson formula for every k to the Kuznetsov formula yields the following spectral summation formula which will also be referred to as the Kuznetsov formula (see Theorem 16.5 in [IK04]).



SUMS OF KLOOSTERMAN SUMS OVER ARITHMETIC PROGRESSIONS



9



Theorem 7. Let f be a a function defined on the set of positive real numbers with continuous second derivative. Suppose further that



f (0) = 0



and



f (j) (x)  (1 + x)−α



for j = 0, 1, 2 and α > 2. Then for two integers m and n with mn > 0, we have



X c≡0(mod q)



 X √ ∞ 4π mn = Mf (tj )ρj (m)ρj (n) c j=0 X 1 Z ∞ Mf (t)τa (m, t)τa (n, t) dt + 4π −∞ a X X + Nf (k) ψjk (m)ψjk (n),



S(m, n; c) f c







0


(7)



1≤j≤dimSk (Γ)



where



πi Mf (t) = sinh(2πt)



Z



∞



(J2it (x) − J−2it (x)) 0



f (x) dx x



(8)



and



4(k − 1)! Nf (k) = (4πi)k



Z



∞



Jk−1 (x) 0



f (x) dx x



(9)
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2.3. Special functions. The importance of Bessel functions in the theory of automorphic forms can be gauged from the result of Sears and Titchmarsh (see [ST09] or Chapter 16, [IK04]) which says that the Bessel functions Jl (x) of odd orders l together with {J2it (x) − J−2it (x); 0 < t < ∞} form a complete, orthonormal basis in L2 (R>0 , x−1 dx), the latter in the sense of continuous spectral measure. One can see a reflection of this in Theorem 7. During the course of the proof of our theorem, we shall need estimates for various Bessel functions as well as certain formulae satisfied by the Bessel functions. In this section, we collect some basic facts about these special functions. The J-Bessel function is given by the power series Jν (z) =



∞ X j=0



 z ν+2j (−1)j , j!Γ(j + 1 + ν) 2



(10)



which converges absolutely on the whole complex plane and defines an entire function in z. It is entire in the ν variable also provided z 6= 0. ν is called the order of the Bessel function. If 0 < z < 1 + |ν|1/2 , the first term of the series gives a good approximation for Jν (z). On the other hand, if the argument of the Bessel function is large compared to the order, we have the following asymptotic series expansion of the Bessel function (see [Wat44], 7.21): r "  ∞ 2 νπ π  X (−1)m (ν, 2m) Jν (z) ∼ cos z − − πz 2 4 m=0 (2z)2m # ∞  νπ π  X (−1)m (ν, 2m + 1) − , − sin z − 2 4 m=0 (2z)2m+1 where Γ(ν + m + 21 ) (ν, m) = . m!Γ(ν − m + 12 ) For our purpose, it will be enough to have the following asymptotic formula (see [Iw95], Appendix B): r     2 νπ π  1 + |ν|2 cos z − − +O , (11) Jν (y) = πy 2 4 y which is valid for y > 1 + |ν|2 . When the order and the argument are close, investigating the asymptotic behaviour of the Bessel function becomes somewhat involved. One has (see 8.43, [Wat44]) the following asymptotic behaviour in the transitional range: !  1 3 3 1 2(k − x) 2 2 2 (k − x) 2 Jν (x) ∼ K1 (12) 1 3 π 3x 3x 2 for k − k 1/3  x < k and
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1 Jν (x) ∼ 3







2(x − k) x



 21



3



(J 1 + J− 1 ) 3



3



2 2 (x − k) 2



! (13)



1



3x 2



3



11



for k < x  k + k 1/3 . The transitional range analysis plays an important role in estimating the contribution of the holomorphic forms. The following two formulae ([Iw95], Appendix B) will be used for treating the holomorphic part of the spectrum.



Z



X



1



uJ0 (ux)J0 (uy) du.



2lJl (x)Jl (y) = xy



(14)



0



0


z(Jν−1 (z) + Jν+1 (z)) = 2νJν (z).



(15)



Because of such formulae, it is sometimes possible to take advantage of a lot of cancellations that take place in sums of Bessel functions of odd orders. This feature of Bessel functions is exploited heavily in the proof of various large sieve inequalities by Deshouillers and Iwaniec in [DI82]. Another function of interest is the so called Bessel function of second kind (or Weber’s function) defined by



Yν (z) =



Jν (z) cos πν − J−ν (z) , sin πν



(16)



where, for ν = n, an integer, this is understood to be the limit of the ratio as ν −→ n. Jν (z) and Yν (z) form a pair of linearly independent solutions of the Bessel differential equation



z 2 f 00 (z) + zf 0 + (z 2 − ν 2 )f (z) = 0. Asymptotically Yν (z) has the same behaviour as the J-Bessel function except that it is off by a phase π/2 (see [Olv97], section 5 in Chapter 7). In particular, for y > 1 + |ν|2 , we have (see [Iw95], Appendix B) r Yν (y) =



2 πy







νπ π  sin y − − +O 2 4 







1 + |ν|2 y



 .



(17)
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3. The proof 3.1. The dyadic sum. We shall show later (see Proposition 11) that the theorem follows straightway from a bound on the dyadic sum



X c≡0(mod q) x≤c≤2x



S(m, n; c) c



and now the job at hand is to estimate the above dyadic sum. First we smooth the above dyadic sum and estimate the error in replacing the original dyadic sum by the smoothed one. Let φ be a smooth function on R that satisfies the following conditions as well as the conditions for the function f in theorem 7: √ √ ≤ t ≤ 4π xmn , √ (i) φ(t) = 1 for 2π xmn √ (ii) φ(t) = 0 for t ≤ 2πx+Tmn and t ≥ 4πx−Tmn , and √ √ √ √ (iii) φ is monotone in the intervals [ 2πx+Tmn , 2π xmn ] and [ 4π xmn , 4πx−Tmn ]. Here T , 1 < T < x/2, is a parameter to be chosen later. Then we have the proposition below.



Proposition 8.



X c≡0(mod q)



S(m, n; c) φ c











 √ 4π mn − c



X c≡0(mod q) x≤c≤2x



S(m, n; c) c



(mnq)ε T log x √ . q x



Proof.



X √ X S(m, n; c) 4π mn S(m, n; c) φ( )− c c c c≡0(mod q) c≡0(mod q) x≤c≤2x



(18)
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≤



X c≡0(mod q) x−T ≤c≤x 2x≤c≤2x+2T



≤



S(m, n; c) c 1 τ (c) √ (m, n, c) 2 (by the Weil bound) c



X c≡0(mod q) x−T ≤c≤x 2x≤c≤2x+2T



τ (q) ≤ √ q



13



X x−T ≤c1 ≤ xq q 2x ≤c1 ≤ 2x+2T q q



τ (q) X ≤ √ q



1 τ (c1 ) √ (m, n, c1 ) 2 c1



X



d|(m,n)



x−T x ≤c2 ≤ qd qd 2(x+T ) 2x ≤c2 ≤ qd qd



τ (q) X τ (d) ≤ √ q d|(m,n)



τ (dc2 ) 1 √ d2 dc2



X x−T x ≤c2 ≤ qd qd 2(x+T ) 2x ≤c2 ≤ qd qd



τ (c2 ) √ c2



τ (q) X τ (d) T log x √ √  √ q xq d d|(m,n) (mnq)ε T log x √  , q x since



(19)



X τ (n) √ √ √ ∼ B log B − A log A, n A≤n≤B



as A, B −→ ∞, which can be proved easily by the Perron formula or otherwise.  Now our goal is to estimate the sum X S(m, n; c) c≡0(mod q)



c



√ 4π mn φ( ) c



by the formula in Thoerem 7. Next few subsections will occupy us with estimating the contributions from various parts of the spectrum in the right hand side of the formula. 3.2. Bounds on the integral transforms. We shall need the following bounds on Mφ (t). Put ˆ = cosh(πt)Mφ (t) φ(t) We have the bounds (see equation (43), (47) and (48) in [ST09]) ˆ  |t|2 φ(t)



(20)
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for |t| ≤ 1, ˆ  |t|− 32 φ(t)



(21)



for |t| ≥ 1 and ˆ  x |t|− 52 φ(t) T for large |t|, which are uniform in m, n, and x.



(22)



3.3. The continuous spectrum. For estimating the contribution from the continuous spectrum, we shall use several formulae from §6 of [DFI02]. Note, however, that they write ρa (n, t) for what we have written τa (n, t). By (6.19), (6.17), and (6.23) in [DFI02], |τa (1, t)|2 λa (m, t)λa (n, t) √ mn νa (1, t)(mn)ε √  mn



τa (m, t)τa (n, t) =



and by Proposition 7.1 (loc. cit.),  −2  1 4π 3 , Γ + it ζ(1 + 2it) νa (1, t) = q 2 which yields τa (m, t)τa (n, t) 



(log(1 + |t|))2 cosh πt 1



q(mn) 2 −ε by equation (6.15.2) of [Ti86] and the identity   2 1 π Γ + it = , 2 cosh πt which follows from the functional equation Γ(s)Γ(1 − s) =



π sin πs



of the Gamma function. Putting this in the term for the continuous spectrum in (7), we have X 1 Z ∞ Mf (t)τa (m, t)τa (n, t)dt 4π −∞ a Z ∞ τ (q) ˆ  |φ(t)|(log(1 + |t|))2 dt 1 −ε q(mn) 2 −∞ τ (q)  (23) 1 q(mn) 2 −ε by (21) and the fact that the number of cusps for the group Γ0 (q) is τ (q). We shall see that the contribution from the continuous spectrum is miniscule and is absorbed in other terms.
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3.4. Discrete spectrum: holomorphic forms. Here we use Deligne’s bound (5) and the Petersson formula (6) to write X



X



Nφ (k)



0


=



ψjk (m)ψjk (n)



1≤j≤dimSk (Γ)



X



λjk (m)λjk (n)



0


X



·



(k − 1) πik



Z



∞



Jk−1 (y) 0



φ(y) dy y



|ρjk (1)|2



1≤j≤dimSk (Γ)



 (mn)ε



X



(k − 1)|Iφ (k)|



X



1+







0


 (mn)ε



 



X c≡0(mod q)



S(1, 1; c) Jk−1 c







  4π c







(k − 1)|Iφ (k)|,



0


by the Weil bound and taking the first term in the power series expression (10) of the Bessel function which gives a good bound. Here Z ∞ φ(y) dy. Iφ (k) = Jk−1 (y) y 0 √ Note that if x ≥ 2π mn, then the support of the function φ is contained in (0, 4], and hence, taking the first term of the power series (10) and integrating we see that 2k Iφ (k)  . (24) Γ(k) √ Therefore, if x ≥ 2π mn, X (k − 1)|Iφ (k)|  1. (25) 0


√ If x ≤ 2π mn, then a somewhat involved analysis of the asymptotic behaviour of the Bessel function in various ranges including the transitional ranges (see (12 and (13)), the details of which can be found in [ST09], §2, leads to the following bound1 1 X (mn) 2 (k − 1)|Iφ (k)|  . (26) x 0


Finally we get X 0


Nφ (k)



X



ψjk (m)ψjk (n)



1≤j≤dimSk (Γ) ε



 (mn) 1There



√



 1+



mn x



 .



(27)



seems to be a typo at this point in the article [ST09]. They write Nφ (k) when they actually seem to mean Iφ (k).
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However, we can do better in the q aspect by proceeding along a different line. By the Petersson formula (6), X 0


ψjk (m)ψjk (n)



1≤j≤dimSk (Γ)



X



=



X



Nφ (k)



0


( (4π)k−1 Nφ (k) δ(m, n) Γ(k − 1)  √ ) S(m, n; c) 4π mn Jk−1 + 2πik c c 1≤c≡0(mod q)  X φ(y) (k − 1)i−k Jk−1 (y) dy y ∞ X



= δ(m, n)π −1



∞



Z



 



0 ∞ X



+2



1≤c≡0(mod q)



Z



∞



·



S(m, n; c) c



 X 



0



0


 (k − 1)Jk−1



0


  √ φ(y) 4π mn dy. Jk−1 (y) c y



Now, by (15), the first sum over k, X y (k − 1)i−k Jk−1 (y) = − J0 (y). 2 0


Therefore we need to estimate the integral Z ∞ J0 (y)φ(y) dy, 0



which by integration by parts leads to Z ∞ Z y 0 φ (y) J0 (t) dt dy, 0



0



as the boundary terms are zero due to the support of φ. Since Z ∞ J0 (t) dt = 1, 0



and since



1 J0 (t)  √ t



for t  1, one observes that Z y J0 (t) dt  1. 0



Thus we need only to consider
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∞



|φ0 (y)| dy,



0



which can be seen to be absolutely bounded in √the following way. First√we √ √ 2π mn 2π mn 2π mn 4π mn break the range of integration into three parts: [ x+T , x ], [ x , x ], √



√



and [ 4π xmn , 4πx−Tmn ]. Note that φ0 is non-negative, zero, and non-positive respectively in these three regions and therefore we can replace the absolute value by appropriate signs in these regions and integrate. Thus we just get a contribution of δ(m, n)O(1). For the second k-sum, we use the formula (14) and find that the k-sum   √ √ X mny 4π mn Jk−1 (y)  (k − 1)Jk−1 c c 0


by bounding the Bessel functions by 1. So the second sum is bounded by Z ∞ X √ (mn)1+ε |S(m, n; c)| ∞ |φ(x)| dx  mn 3 c2 xq 2 −ε 0 1≤c≡0(mod q)



by the Weil bound for Kloosterman sums. We finally obtain X X Nφ (k) 0


ψjk (m)ψjk (n)



1≤j≤dimSk (Γ)



 δ(m, n) +



(mn)1+ε



(28)



3



xq 2 −ε



In yet another way we can get a bound which is better in terms of the size of the m and n. Namely, we divide the sum over c  √  ∞ X S(m, n; c) 4π mn Jk−1 c c 1≤c≡0(mod q)



into two parts: c ≤ (mn)1/2+δ , and c > (mn)1/2+δ , where δ > 0 is as small as we want. For the first part, we bound Jk−1 by 1 and bound the Kloosterman sum by the Weil bound and and this gives us X 1



S(m, n; c) Jk−1 c







 √ 4π mn ≤ c



1≤c≤(mn) 2 +δ c≡0(mod q)



1



1 τ (c) √ (m, n, c) 2 c



1≤c≤(mn) 2 +δ c≡0(mod q)



 which is just O



X



1



(mn) 4 +ε+δ/2 q



 . For the second part, i.e., when c is large,



we use the bound Jk−1 (x) 



(x/2)k−1 Γ(k)
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which comes from the power series representation of the J-Bessel function (10). Thus we find  √  X S(m, n; c) 4π mn Jk−1 c c 1≤c≡0(mod q) c>(mn)1/2+δ



1  Γ(k) 1  Γ(k)



X 1≤c≡0(mod q) c>(mn)1/2+δ







(mn)−δ 2



|S(m, n; c)| c



mn 2c



√



k−2



X 1≤c≡0(mod q) c>(mn)1/2+δ



1



(mn) 2 −(k−2)δ  2k−1 Γ(k)



√



τ (c)



X 1≤c≡0(mod q) c>(mn)1/2+δ



c



3 2



k−1



1 cτ (c) (m, n, c) 2 c



√



mn 2c







1



(m, n, c) 2



1



(mn) 4 +ε−(k−5/2)δ .  q2k−1 Γ(k) In particular, we have ∞ X 1≤c≡0(mod q)



S(m, n; c) Jk−1 c







 √ 1 4π mn (mn) 4 +ε .  c q



(29)



Finally, this gives X



X



Nφ (k)



0


1≤j≤dimSk (Γ)



X



= δ(m, n)



0


+ 2π



ψjk (m)ψjk (n)



X



(4π)k−1 i Nφ (k) Γ(k − 1) k



0


 δ(m, n) +



(4π)k−1 Nφ (k) Γ(k − 1)



3 +ε 4



(mn) qx



∞ X 1≤c≡0(mod q)



,



S(m, n; c) Jk−1 c







 √ 4π mn c (30)



by invoking the bound (29) and treating the sums over k as in [ST09] using (25) and (26). 3.5. Discrete spectrum: Maass forms. So far we have assumed {uj } to be any orthonormal basis. Now we further impose the condition that {uj } is a Hecke basis (see section 6, [DFI02] for the theory of Hecke operators in the context of Maass forms), and moreover each uj is an eigenfunction of the reflection operator T−1 , acting on functions f : H −→ C by (T−1 f )(z) = f (−z)
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with eigenvalue ±1. This implies ρj (−n) = ±ρj (n) for all n ≥ 1. We treat tj differently according to which of the following three regions they lie in. (i) 0 ≤ tj < 1, (ii) tj ≥ 1, and (iii) tj ∈ iR. The third case corresponds to the exceptional spectrum which is believed not to exist. We note that |ρj (n)| = |ρj (1)|λj (|n|),



(31)



where λj (n) are the Hecke-Maass eigenvalues and by the hypothesis Hθ , λj (|n|) ε |n|θ+ε .



(32)



We have, therefore, for non-zero integers n, (n, q) = 1, |ρj (n)|  |n|θ+ε |ρj (1)|.



(33)



We note in passing, for we shall have no use of this fact, that when uj is not monomial (i. e., not induced from a character of a quadratic field), we have 1 (q(1 + |tj |))ε (cosh πtj ) 2 ρj (1)  , √ q by Proposition 19.1 in [DFI02] and using the lower bound of symmetric square L-function of a Maass form due to Hoffstein and Lockhart (see [HL94] and the appendix due to Goldfeld, Hoffstein and Lieman). Now we estimate the sum X |ρj (n)|2 cosh πtj 0≤t ≤T j



following Kuznetsov, the only difference in our case being that the group in question is Γ0 (q) instead of the full modular group. We start with the following auxiliary version of the formula of Kuznetsov (see Corollary 16.2 in [IK04]): ∞ X X 1 Z ∞ ρj (m)ρj (n) τa (m, r)τa (n, r) + dr cosh π(ν − tj ) cosh π(ν + tj ) 4π −∞ cosh π(ν − r) cosh π(ν + r) a j=1   √ X S(m, n; c) ν 4π mn  δ(m, n) + = 2 B2iν ( ) , π sinh(πν) c c c≡0(mod q)



where



Z ∞ πx Bs (x) = (Js (y) + J−s (y))y −1 dy. cos(πs/2) x We proceed exactly as Kuznetsov (see the proof of Theorem 6 in sections 5.1 to 5.3 in [Ku80]) taking into account the exceptional eigenvalues using the Kim-Sarnak bound (see [KS03]) and end up with a sum of Kloosterman sums which in our case is over the arithmetic progression c ≡ 0(mod q). Estimating each Kloosterman sum by the Weil bound, we obtain
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Theorem 9.



√ X |ρj (n)|2 n 2 T + (nq)ε . cosh πt q j 0≤t ≤T



(34)



j



Let us recall a special case of one of the large sieve inqualities proved in [DI82] (see Theorem 2, equation (1.29)). Theorem 10. Let K ≥ 1, N ≥ 21 and ε > 0 be real numbers, (an ) a sequence of complex numbers. Then X X 1 | an ρj (n)|2 ε (K 2 + N 1+ε /q)||a||2 . (35) cosh πtj N 


We now treat the three cases. 3.5.1. Case (i). We consider tj with 0 ≤ tj < 1. Noting that (mn, q) = 1, we can write using (33), X



ρj (m)ρj (n)  (mn)θ+ε



X



j



|ρj (1)|2 ,



j



and (35) gives, X



|ρj (1)|2  1.



j



This, together with the bound (20), gives ˆ j) φ(t ρj (m)ρj (n)  (mn)θ+ε . cosh πt j 


X 0≤tj



(36)



3.5.2. Case (ii). For this segment, we follow [ST09] closely. We break up the sum X X ˆ j) φ(t ρj (m)ρj (n) Mφ (tj )ρj (m)ρj (n) = cosh πtj j j into dyadic sums and estimate in the following way. X ˆ φ(tj ) SA = ρj (m)ρj (n) cosh πtj A≤tj 


by (21) and (22). Now, writing ρj (m) and ρj (n) in terms of ρj (1) using (33) and applying (34), X ρj (m)ρj (n)  (mn)θ+ε A2 . cosh πtj A≤t 
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Alternatively, using Cauchy’s inequality to the above sum and then using (34) separately for both m an n, we get ! ! 1 1 X ρj (m)ρj (n) m 4 +ε q ε n 4 +ε q ε A+ √ .  A+ √ cosh πtj q q A≤t 


Using the two bounds above, we have n 3 x o 5 SA  min A− 2 , A− 2 T ! !) ( 1 1 +ε ε +ε ε 4 4 q n q m A+ √ · min (mn)θ+ε A2 , A + √ q q ) (   1 1 1 +ε +ε +ε √ 4 4 4 x m + n (mn) A, √ = min min (mn)θ+ε , 1 + + 1−2ε 2 1 q A T A q 2 −ε A ) (   1 θ 1 1 √ θ x (mn) 2 + 8 m8 + n8 ε  (mn) min A, √ . 1 + 1 − ε √ (mn) 2 + 1 −ε T A q4 2 A q2 A Now, summing over A, we get r θ X 1 x  (mn) 2 +ε 1 x  ε 8 + n8 ) Mφ (tj )ρj (m)ρj (n)  (mn) + log (m ε 1 T T q 4−2 j θ



+



1



(mn) 2 + 8 1



q 2 −ε



.



(37)



P 3.5.3. Case (iii). First we estimate the sum j ρj (m)ρj (n), where the sum is over those eigenvalues for which tj is purely imaginary. This is simlar to case (i) above. We can write tj = iθj with θj real. We may further assume that θj is positive. Note that |tj | ≤ 7/64 is known by the work of Kim and Sarnak [KS03]. By the first bound in (33), X X ρj (m)ρj (n)  (mn)θ+ε |ρj (1)|2 . j



j



Now, by (35), X



|ρj (1)|2  1.



j



Hence, X



ρj (m)ρj (n)  (mn)θ+ε .



j



We have, Z ∞ πi φ(y) Mφ (tj ) = (J2itj (y) − J−2itj (y)) dy sinh(2πtj ) 0 y Z ∞ −π φ(y) (J2θj (y) − J−2θj (y)) = dy sin(2πθj ) 0 y



(38)
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√



Note that the support of φ contained in ( 2πx+Tmn , 4πx−Tmn ). We shall give √ bounds on Mφ (t) depending on the range of x. When x  mn, we write Jν (y) − J−ν (y) Jν (y) cos πν − J−ν (y) Jν (y) − Jν (y) cos πν = + sin πν sin πν sin πν πν = Yν (y) + Jν (y) tan 2 by (16). Now (11) and (17) implies J2θj (y) − J−2θj (y) 1 √ sin 2πθj y This implies, Z Mφ (tj ) 



√ 4π mn x−T √ 2π mn x+T



√







3



y − 2 dy



x 1



(mn) 4  1,



since x  to get



√



mn. If x 



√ mn, we use the mean value theorem of Calculus



J2θj (y) − J−2θj (y)  |θj | h √ i √ mn mn uniformly for all y in the concerned range 2π x+T , 4π x−T as continuous and the domain is compact. Thus, for the above range of x, Z Mφ (tj ) 



√ 4π mn x−T √ 2π mn x+T



∂Jν (y) ∂ν



is



1 dy y



= log 2 + log



x+T x−T



1 Therefore, for all ranges of x, X Mφ (tj )ρj (m)ρj (n)  (mn)θ+ε .



(39)



j



4. Final steps In this section, we prove the main theorem by tying together the results we have obtained in previous sections.
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Proposition 11. For any x ≥ 1, we have, X S(m, n; c) c



c≡0(mod q) x≤c≤2x



(  (xmnq)ε



) √ θ θ 1 1 1 mn (mn) 2 (mn) 2 + 8 (m 8 + n 8 ) + + (mn)θ , + 1 + 1 1 x q3 q4 q2 1



x6



√



and the second term



mn x



can be replaced by mn 3



xq 2 and also by 3



(mn) 4 . qx Proof. If x  q 2 , then by the Weil bound, it easily follows that X c≡0(mod q) x≤c≤2x



S(m, n; c)  (mnq)ε . c



So we assume below that x > 10q 2 . We put together (23), (27), (36), (37), and (39) to bound the sum X S(m, n; c)  4π √mn  φ c c c≡0(mod q)



by theorem 7 and then apply (18) to estimate the error in replacing the original sum by the smoothed sum. Thus we get X S(m, n; c) c



c≡0(mod q) x≤c≤2x



(  (xmnq) r +



ε



T √ +1+ q x )



√



θ



θ



1



1 1 mn (mn) 2 (mn) 2 + 8 8 + n8 ) + + (m 1 1 x q4 q2



x + (mn)θ . T



If we replace (27) by (28) and (30) respectively, then we obtain similar √ mn estimate except the middle term 1+ x which comes from the contribution of the holomorphic part and instead of this term, we get mn δ(m, n) + 3 xq 2 and



3



(mn) 4 δ(m, n) + qx
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respectively. Now we put the optimal choice for T , which is 2



T = (qx) 3 , and this is small enough (T < x/2) since we have assumed x > 10q 2 .  Now for an L, 1 ≤ L ≤ X, to be be chosen later, we divide the interval [L, X] into dyadic segments of the form [2j L, 2j+1 L] and apply the above proposition. Note that the total number of dyadic pieces is only O(log X). Thus, ( 1 √ θ X S(m, n; c) 6 1 1 mn (mn) 2 ε X  (Xmnq) + (m 8 + n 8 ) 1 + 1 c L q3 q4 c≡0(mod q) L≤c≤X



+



q



)



1



θ



(mn) 2 + 8 1 2



+ (mn)θ ,



√



3/4



mn and also by (mn) . and we can replace the middle term Lmn by q3/2 qL L We use the Weil bound for the terms with 1 ≤ c ≡ 0(mod q) ≤ L and get, X S(m, n; c) X 1 √  (Lmnq)ε c c c≡0(mod q) 1≤c≤L



√ =



c≡0(mod q) 1≤c≤L



L(Lmnq)ε . q



Therefore, X c≡0(mod q) 1≤c≤X



S(m, n; c)  (Xmnq)ε c



(√



1



L X6 + 1 + q q3 θ



+



√



1



)



1



(mn) 2 + 8 q2



θ



1 1 mn (mn) 2 + (m 8 + n 8 ) 1 L q4



θ



+ (mn)



,



√



and the term



(mn)3/4 mn mn can be replaced by and also by . 3/2 L qL q L q 2/3 we get Theorem 2, and choosing L = (mn)2/3 q 1/3 (mn)1/3



Choosing L = √ and mn respectively, we get Theorem 3.
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