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Here we derive the results for the extensions of the model. First, we give examples of information models that are consistent with Integral Precision. Second, we solve the game in which firms choose the intensity of protecting their private information. Third, we extend the results to an oligopoly with  risk-neutral firms that compete in quantities of diﬀerentiated goods (with  ≥ 2). Fourth, we analyze competition in prices. Fifth, we analyze a firm’s incentives to add noise to its cost message. Sixth, we analyze a linear-normal model in which firms choose the precisions of their signals and messages. Finally, we present the basic algebra for the extended binary example where both firms can acquire and share information. B.1



Examples of Information Models Consistent With Integral Precision



The following information models are consistent with Integral Precision (see also Ganuza and Penalva (2010)). • Normal Experiments: Let  () ∼ N ( 2 ) and  =  +  , where  ∼ N (0 2 ) and is independent of  . The variance of the noise, 2 , orders signals in the usual way: we assume that    0 ⇐⇒ 2  20 and the signal with a noise term that has lower variance is more informative in terms of Integral Precision. • Linear Experiments: Let the signal be perfectly informative,  =  , with probability , and it is pure noise,  =  where  ∼  () and  is independent of  , with probability 0 1 − . Let  and  be two such signals. If    0 , i.e.  reveals the truth with a higher 0 0 probability than  , then  is more informative than  in terms of Integral Precision. • Binary Experiments: Let  be equal to  with probability  and  with probability 1 − . The signal,  , can take two values  or , where Pr[ = | =  ] = 12 (1 +  ) for  ∈ {1 2} and  ∈ { }, where 0 ≤  ≤ 1. The parameter  orders signals in the usual way: higher  implies greater Integral Precision. • Partitions: Let  () have support equal to [0 1]. Consider two partitions of [0 1], A and 0 B, where B is finer than A.25 Using these partitions, we define signals  and  as follows: 0 signal  [ ] tells you which set in the partition A [B] contains  .26 If a larger  gives a finer partition,  orders signals according to Integral Precision. 25



A partition, A, divides [0 1] into disjoint subsets, A = {1    }, i.e., ∪=1  = [0 1] and  ∩  = ∅ for all   = 1   with  6= . Partition B is finer than A, when for all  ∈ B, there exists  ∈ A such that  ⊆ . 26 But observing a subset does not allow you to distinguish between diﬀerent states of the world within that set.
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• Uniform Experiments: Let  () be the uniform distribution on [0 1] and let  (| ) £ ¤ 0 1 1 be uniform on  − 2   + 2 . For any   0 with    0 ,  is more informative than  in terms of Integral Precision. B.2



Protection of Proprietary Information



Suppose that each firm chooses the intensity with which it protects its proprietary cost information. In particular, firm ’s information about its signal leaks out to the competitor with probability  , while the firm’s privacy is protected with probability 1 −  for  = 1 2 and 0 ≤  ≤ 1. Whether or not information leaks out to a competitor is not observable to a firm. That is, each sender only learns which message it sends (i.e., for sender  the realization of the stochastic variable, which gives firm ’s signal  with probability  , and the uninformative message with probability 1 −  ) after the firms have chosen their output levels. That is, at the product market stage, firm  observes  and  , but not  . Firm ’s expected profit at the product market stage equals: Π (   ;    ) ≡ ¯ ª ©   [   ( (   )  (   );  ) + (1 −  ) ( (   )  (  ∅);  )|  ]¯ 



For any  and  ∈ {  ∅}, profit-maximization by firm  with respect to the firm’s output gives the first-order condition (12) for   = 1 2 and  6= . Notice that the equilibrium outputs are such that  (  ∅) =  { (   )|∅}. Using this observation and some basic algebra, gives us (13) as the solution to the system of first-order conditions (for   = 1 2 and  6= ). Using the first-order conditions, gives the following expected equilibrium profit for firm  (with   = 1 2 and  6= ): © £ ¤ª © ª Π (   ;    ) ≡     (   )2 + (1 −  )  (  ∅)2 − ( ) µ ¶2  2 Var( [| ]) 1 4Var( [| ]) = +  + +  (2 − ) − 2    (4 −  2 )2 (4 −  2  )2 (4 −  2  )2 −( ) (27) The first term of equation (27) is constant. The remaining terms give the following properties. First, firm ’s expected equilibrium profit is increasing in the firms’ leakage probabilities (i.e.,  Π  ≥ 0 for all   = 1 2) as in Proposition 4(i). In particular, for any   0 ∈ [0 1] we get: Π (   ;    ) − Π (   ; 0   ) Ã ! 1 1 = 4Var( [| ]) 2 − 2 0 2 2 (4 −   ) (4 −   ) µ ¶µ ¶ 1 1 1 1 = 4Var( [| ]) − + 4 −  2  4 −  2 0 4 −  2  4 −  2 0 µ ¶ ¡ ¢ 4 2 Var( [| ]) 1 1 0 (28) + =  −  (4 −  2  ) (4 −  2 0 ) 4 −  2  4 −  2 0



This expression is positive if and only if   0 . That is, Π is increasing in  . Similarly, the third term of (27) is increasing in  , and it is the only term that depends on  . 2



Second, the qualitative results on the relationship between information acquisition and information leakage do not diﬀer from those in Proposition 3. For   0 , the profit diﬀerence in (28) is increasing in  by Lemma 1. In other words, the expected profit Π (   ;    ) is supermodular in (   ). Hence, by Theorem 4 of Milgrom and Shanon (1994), we conclude that firm ’s equilibrium information acquisition investment,  , is increasing in the firm’s information leakage choice,  , as in Proposition 3(ii). As before, firm ’s equilibrium information acquisition investment,  , is independent of the competitor’s information leakage choice,  . This follows from diﬀerentiating (27) with respect to  : Ã ! Π (   ;    )   =  2 Var( [| ])   (4 −  2  )2



and observing that Π  is independent of  . Hence, we have  2 Π (   ;    )(  ) = 0 which implies that  is independent of  (for   = 1 2 and  6= ) as in Proposition 3(i). Third, by using   = 0, the first-order condition Π (   ;    ) = 0, and Π  ≥ 0 in (7) for Π , we obtain that no protection of information is a dominant strategy for a firm (i.e.,  = 1 in equilibrium for  = 1 2), as in Proposition 4(ii). Finally, we show that our observations on the expected consumer surplus in Proposition 5 remain valid. The expected consumer surplus equals: ½ ∙³ ´2 ¸¾ 1         (   ) +  (   )  (   ;    ) ≡ 2   n h io −(1 − )     (   ) (   ) ½ ∙ ³ ´2 ³ ´2 ¸¾ 1          (   ) +  (   ) + (1 −  )  (   ) +  (  ∅) = 2  n h io −(1 − )     (   ) (   ) + (1 −  ) (   ) (  ∅) Definition (5), the substitution of the equilibrium outputs (13), and the independence of the firms’ information the following: ½ ∙give ³ ´2 ¸¾      (   ) +  (   )



⎧ ⎡Ã £ £ £ ¤ ¤ ¤ !2 ⎤⎫ ⎨ ⎬ | } −  | } −  | } −  2 {  { (2 − ) {          ⎦ =    ⎣  ∗ +  ∗ − + − ⎩ ⎭ 4 −  2  4 −  2  4 −  2 



⎧Ã £ ! ⎫ ⎨ 2 { | } −  ¤  £{ | } −  ¤ 2 ⎬       − = ( ∗ +  ∗ )2 +   ⎩ ⎭ 4 −  2  4 −  2  ¶2 µ n£ ¤2 o 2−  | } −  + {     4 −  2  ½ ∙³ ´2 ¸¾     (   ) +  (  ∅)



⎧ ⎡Ã ¤ ¤ ¤ !2 ⎤⎫ £ £ £ ⎨ ⎬ | } −  | } −  | } −  2 {  { 2 {          ⎦ + − =    ⎣  ∗ +  ∗ − ⎩ ⎭ 4 −  2  4 −  2  4 −  2  3



n£ ⎧Ã £ ¤ o ! ⎫ ⎨ 2 { | } −  ¤  £{ | } −  ¤ 2 ⎬ 4 { | } −  2       = ( ∗ +  ∗ )2 +   − + 2 2 ⎩ ⎭ 4 −   4 −   (4 −  2  )2 n h io     (   ) (   ) ( "Ã ¤ ¤! £ £ | } −  | } −   { 2 {       =     ∗ + − 4 −  2  4 −  2  Ã £ £ ¤ ¤ !#) | } −  | } −  2 {  {       ∗  ∗ − + 4 −  2  4 −  2  n£ ¤2 o ( £ ¤£ ¤) { | } −  2      2 { | } −  | } −  {       =  ∗  ∗ −   − 2 2 (4 −   ) (4 −  2  )2 n h io     (   ) (  ∅) ( "Ã £ £ £ ¤ ¤! Ã ¤ !#) | } −  | } −  | } −   { 2 { 2 {          =     ∗ + −  ∗ − 4 −  2  4 −  2  4 −  2  ( £ ) ¤£ ¤ 2 { | } −  { | } −  ∗ ∗ =   −   (4 −  2  )2



By using these expressions, we can rewrite the expected consumer surplus   as follows: ⎧Ã £ ¤ ¤ !2 ⎫ £ ⎨ ⎬ 2 { | } −   { | } −  1 1 ( ∗ +  ∗ )2 +     (   ;    ) = − ⎩ ⎭ 2 2 4 −  2  4 −  2  n£ o ¤2 i  { | } −  1h +  (2 − )2 + (1 −  )4 2 (4 −  2  )2 ( £ ¤£ ¤) | } −  | } −  { 2 {       −(1 − ) ∗  ∗ + (1 − )  (4 −  2  )2 n£ o ¤2 2 { | } −  +(1 − ) (4 −  2  )2 ⎧Ã £ ¤ ¤ !2 ⎫ £ ⎨ ⎬ 2 { | } −   { | } −  1 1 ∗ ∗ 2 ( +  ) +   = − ⎩ ⎭ 2 2 4 −  2  4 −  2  ( £ ¤£ ¤) 2 { | } −  { | } −  ∗ ∗ −(1 − )  + (1 − )  (4 −  2  )2 ¡ ¢ 1 n£ ¤2 o 4 −  3 2 {  | } −  +2     (4 −  2  )2



 Only the last term of this expression depends on  and n£  . First,  ¤ iso decreasing in  , since ¡ ¢ ¡ ¢ 2 2 1 2  4 −  2  0 is constant in  . is decreasing in  , and  { | } −   2 4 −  3 n£ o ¤ 2 is increasing in  , and Second,   is increasing in the precision  , since  { | } −  ¡ ¢ ¡ ¢ 2 1 2  4 −  2  0.  2 4 −  3
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B.3



Cournot Oligopoly



ª © First, for the profit results, it is convenient to rewrite  − − [∗ ( ; ∅ − )2 ] as follows by using (16): © ª  − − [∗ ( ; ∅ − )2 ] ⎧ ⎡Ã £ ¤ !2 ⎤⎫ ⎨ ⎬ 2 { | } −  ( − 1)    ⎦ =  − − ⎣ ∗ ( ;   − ) + ⎩ ⎭ 2[2 + ( − 1)](2 − ) ½ £ © £ ∗ ¤ª ¤ ( − 1) 2 2  { | } −  + =  − −  ( ;   − ) 2[2 + ( − 1)](2 − ) " £ ¤ #) 2 { | } −  ( − 1)    ∗− − 2∗ ( ;   − ) + 2[2 + ( − 1)](2 − ) ½ £ © £ ∗ ¤ª ¤ ( − 1) 2 2 { +  | } −  =  − −  ( ;   − )      4[2 + ( − 1)]2 (2 − )2 ⎡ ⎤⎫ ⎬ X ¢ ¡ ∗ ⎣4(2 − ) + 4  − ( − 1) 2  − 4[2 + ( − 2)] − ( − 1) 2 { | }⎦ ⎭ 6= © £ ¤ª =  − − ∗ ( ;   − )2 n o ´ ( − 1) 2 [4(2 − ) + ( − 1)(4 − )] ³ 2 2   [ −  (29) | ]  −     4[2 + ( − 1)]2 (2 − )2 © ª In the last simplification, we use that   [ | ] −  = 0. Then, any constant multiplied by © ª   [ | ] −  also equals 0. Second, we rewrite   {− − [∗ ( ;   ∅ − )2 ]}, by using (16), as:   {− − [∗ ( ;   ∅ − )2 ]} ⎧ ⎡Ã ¤ !2 ⎤⎫ £ ⎨ ⎬ | } −   {    ⎦ =   − − ⎣ ∗ ( ;     − ) − ⎩ ⎭ [2 + ( − 1)](2 − ) ª © =   − − [∗ ( ;     − )2 ] ½ ∙µ £ ¤  { | } −  − − 2(2 − ) − 2[2 + ( − 2)]{ | }  − [2 + ( − 1)]2 (2 − )2  ¶¸¾ X £ ¤ 2 +2 { | } +2( − 1) [{ | } − { | }] +  { | } +  6= 2 © ª ∗ 2 =   − − [ ( ;     − ) ] ½ µ £ ¤ 2 {  | } −  (2 − ) − [2 + ( − 2)] −     [2 + ( − 1)]2 (2 − )2  ¶¾ X ¤ £ +  + { | } +  6= 2 ³ ´ 2 ª © © ª  2 2   (30) | ]  [ − =   − − [∗ ( ;     − )2 ] −      [2 + ( − 1)]2 (2 − )2 5



©£ ¤ª In the last two simplifications, we use the property  { | } −  = 0 for any  = 1   . Using (29) and (30), we can rewrite the expected profit Π as follows: Π (  − ;   − )



ª ª © © =   − − [∗ ( ;   − )2 ] + (1 −  ) − − [∗ ( ; ∅ − )2 ] − ( ) ª © =  − − [∗ ( ; ∅ − )2 ] − ( ) ( − 1) 2 [4(2 − ) + ( − 1)(4 − )] Var( [| ]) 4[2 + ( − 1)]2 (2 − )2 ª © =    − − [∗ ( ; ∅   − )2 ] © £ ¤ª +(1 −  ) − − ∗ ( ; ∅ ∅ − )2 − ( ) +



( − 1) 2 [4(2 − ) + ( − 1)(4 − )] Var( [| ]) 4[2 + ( − 1)]2 (2 − )2 © £ ¤ª 2 Var( [| ]) =  − − ∗ ( ; ∅ ∅ − )2 +  [2 + ( − 1)]2 (2 − )2 ( − 1) 2 [4(2 − ) + ( − 1)(4 − )] + Var( [| ]) − ( ) 4[2 + ( − 1)]2 (2 − )2 X © ª 2  Var( [| ]) =  =  ∗ ( ; ∅  ∅)2 + [2 + ( − 1)]2 (2 − )2 +



6=



+ 



(



− 1) 2 [4(2 − ) + ( 4[2 + (



− 1)(4 − )] Var( [| ]) − ( ) − )2



− 1)]2 (2



(31)



Proof of Proposition 2 for oligopoly: Using (16), we can rewrite the first term of (31) as follows: (Ã µ ¶2 © ∗ ª 1 (2 − ) − [2 + ( − 2)]     ( ; ∅  ∅)2 = [2 + ( − 1)] (2 − ) ¶ ) X ¤ 2 £ 1 +  − [2 + ( − 1)] (2 − ) { | } −  2 6= ⎛ P ⎞2 (2 − ) − [2 + ( − 2)]  +   n£ ¤2 o 1 6= ⎜ ⎟ = ⎝  ⎠ +  { | } −  [2 + ( − 1)] (2 − ) 4



©£ ¤ª In the last simplification, we use the property that  { | } −  = 0. Lemma 1 implies © ª that  ∗ ( ; ∅  ∅)2 is increasing in  and independent of  . (i) The first and third terms of (31) are increasing in  , while the second term is independent of  . Hence, Π (   ;    ) + ( ) is increasing in  . (ii) The second term of (31) is (weakly) increasing in  by Lemma 1. The remaining terms are independent of  . Hence, Π is weakly increasing in  .
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Proof of Proposition 3 for oligopoly: Only the first, third and last terms of (31) depend on  , whereas they do not depend on  , i.e.,  2 Π (  − ;   − )(  ) = 0 for  6= . Hence, firm ’s optimal information acquisition investment is independent of a competitor’s investment, and this optimal investment always exists. (i) We want to show that  2 Π (  − ;   − )(  ) = 0 for any  6= . It follows from (31) that (for any  6= ): ¶2 ³ µ n o ´  Π (  − ;   − ) 2   [ | ]2 −   =  [2 + ( − 1)](2 − ) As Π  is independent of  , this gives  2 Π (  − ;   − )(  ) = 0 for any  6= . (ii) For any   0 ∈ [0 1], expression (31) gives:



Π (  − ;   − )−Π (  − ; 0  − ) = ( −0 )



( − 1) 2 [4(2 − ) + ( − 1)(4 − )] Var( [| ]) 4[2 + ( − 1)]2 (2 − )2



For   0 , this expression is increasing in  by Lemma 1. By Theorem 4 of Milgrom and Shanon (1994), supermodularity of Π (   ;    ) in (   ) implies that ∗ ( ) is increasing in  . Proof of Proposition 4 for oligopoly: (i) It follows directly from (21) that (for any  6= .): Π (  − ;   − )  Π (  − ;   − ) 



( − 1) 2 [4(2 − ) + ( − 1)(4 − )] Var( [| ]) ≥ 0, and 4[2 + ( − 1)]2 (2 − )2 ¶2 µ  = Var( [| ]) ≥ 0 [2 + ( − 1)](2 − ) =



(ii) The proof of this part is analogous to the proof of Proposition 4(ii). Proof of Proposition 5 for oligopoly: We obtain the representative consumer’s net surplus (1    ) by subtracting the consumer’s expenditures from the gross surplus (1    ) in (15): ⎤ ⎡Ã !2    X X X 1⎣ X (1    ) ≡ (1    ) −  (  − ) =  − (1 − )   ⎦  (32) 2 =1



=1



=1



6=



After substitution of the equilibrium output levels in the expected consumer surplus (32), we obtain the following (by slightly abusing notation): ª ©  (δ ρ) ≡   − − [ (∗1 (1 ; 1  −1 )  ∗ ( ;   − ))] ⎧ ⎡⎛ ⎞2 ⎨ X 1 =     ⎣⎝∗ ( ;   − ) + ∗ ( ; −   )⎠ 2   ⎩ − − 6= X − (1 − )∗ ( ;   − ) ∗ ( ; −   ) − (1 − )



X 6=



⎛



6=



∗ ( ; −   ) ⎝∗ ( ;   − ) + 7



X



6=



⎞⎤⎫ ⎬ ∗ ( ; −   )⎠⎦ (33) ⎭



The expected consumer surplus (33) can be rewritten as follows (for    = 1  ): ⎧ ⎞2 ⎡⎛ ⎨ X 1 ∗ ( ; −   )⎠  (·) =   − − ⎣⎝∗ ( ;   − ) + ⎩ 2 6= X ∗ ∗ − (1 − ) ( ;   − )  ( ; −   ) 6=



⎞⎤⎫ ⎬ − (1 − ) ∗ ( ; −   ) ⎝∗ ( ;   − ) + ∗ ( ; −   )⎠⎦ ⎭ 6= 6= ⎧ ⎡⎛ ⎞2 ⎨ X 1 +(1 −  )  − − ⎣⎝∗ ( ; ∅ − ) + ∗ ( ; −  ∅)⎠ ⎩ 2 6= X ∗ ∗ − (1 − ) ( ; ∅ − )  ( ; −  ∅) ⎛



X



6=



− (1 − )



X 6=



X



⎛



∗ ( ; −  ∅) ⎝∗ ( ; ∅ − ) +



X



6=



Diﬀerentiating with respect to  gives (for   = 1   and  6= ):  



=



⎞⎤⎫ ⎬ ∗ ( ; −  ∅)⎠⎦ ⎭



⎧ ⎡⎛ ⎞2 ⎨ X 1    ⎣⎝∗ ( ;   − ) + ∗ ( ; −   )⎠ 2  ⎩ − − 6= ⎛ ⎞2 X − ⎝∗ ( ; ∅ − ) + ∗ ( ; −  ∅)⎠ 6=



⎛



−(1 − ) ⎝∗ ( ;   − )



X 6=



∗ ( ; −   ) − ∗ ( ; ∅ − )



X 6=



⎞



∗ ( ;   ∅)⎠



⎛ ⎞ ⎛ X X ∗ ( ; −   ) ⎝∗ ( ;   − ) + ∗ ( ; −   )⎠ − (1 − ) ⎝ 6=



−



X 6=



6=



⎛



∗ ( ; −  ∅) ⎝∗ ( ; ∅ − ) +



X



6=



⎞⎞⎤⎫ ⎬ ∗ ( ; −  ∅)⎠⎠⎦ ⎭



The first two lines of this expression can be simplified by using the following: ½ ∙³ ´2 ¸¾ P  − − ∗ ( ; ∅ − ) + 6= ∗ ( ; −  ∅)



(34)



⎧ ⎡⎛ ¤ ⎞2 ⎤⎫ £ ⎨ ⎬ X | } −  ( − 1) {    ⎠ ⎦ ∗ ( ; −   ) − =  − − ⎣⎝∗ ( ;   − ) + ⎩ ⎭ 2[2 + ( − 1)] 6=
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½ ∙³ ´2 ¸¾ X ∗ ∗ =  − −  ( ;   − ) +  ( ; −   ) 6=  ½ £ ¤ ( − 1) −  { | } −  2[2 + ( − 1)] " #) ´ ( − 1) £{ | } −  ¤ ³ X    ∗ ∗  ( ; −   ) − ∗− − 2  ( ;   − ) + 6=  2[2 + ( − 1)] ½ ∙³ ¸¾ ´2 X =  − − ∗ ( ;   − ) + ∗ ( ; −   ) 6=



n£ ¤2 o ( − 1)[4 + ( − 1)] {  | } −  +     4[2 + ( − 1)]2



(35)



The third line of (34) can be simplified by using the following: io n h P  − − ∗ ( ; ∅ − ) 6= ∗ ( ; −  ∅) (



"Ã



£ ¤! ( − 1) 2 { | } −  =  − − 2(2 − )[2 + ( − 1)] Ã £ ¤ !#) X | } −  ( − 1) {    ∗ ∗ ( ; −   ) − 6=  (2 − )[2 + ( − 1)] n h io X ∗ ( ; −   ) =  − − ∗ ( ;   − ) 6= ( ¤ £ ∙ X ¸) ( − 1) { | } −   − − + ∗ ( ; −  ∅) − ∗ ( ;   − ) 6=  (2 − )[2 + ( − 1)] 2 n h io X =  − − ∗ ( ;   − ) ∗ ( ; −   ) 6= n £ ¤2 o ( − 1) [2 + ( − 2)] { (36)  | } −  +      (2 − )2 [2 + ( − 1)]2 ∗ ( ;   − ) +



Finally, the last two lines of (34) can be simplified by using the following: n h ³ ´io P  − − ∗ ( ; −  ∅) ∗ ( ; ∅ − ) + 6= ∗ ( ; −  ∅) (



"Ã



£ ¤ ! | } −   {    =  − − ∗ ( ; −   ) − (2 − )[2 + ( − 1)] h i £ ⎛ ¤ ⎞⎤⎫  ⎬ ( − 1) − ( − 2)  { | } −  X 2 ⎠⎦ ∗ ( ; −   ) + ∗ ⎝∗ ( ;   − ) + ⎭ (2 − )[2 + ( − 1)] 6= n h ³ ´io X ∗ ( ; −   ) =  − − ∗ ( ; −   ) ∗ ( ;   − ) + 6=  ( £ ¤ ¶ ∙µ  { | } −     ( − 1) − ( − 2) ∗ ( ; −   ) + (2 − )[2 + ( − 1)] − − 2 #) £ ¤ 2 X ( − 1) 2 { | } −  ∗ ∗ − ( ;   − ) − −  ( ; −  ∅) 6=  (2 − )[2 + ( − 1)] 9



n h ³ ´io X =  − − ∗ ( ; −   ) ∗ ( ;   − ) + ∗ ( ; −   ) 6= n£ ¤2 o 2 { | } −  +  (2 − )2 [2 + ( − 1)]2 



(37)



Substitution of (35), (36) and (37) in (34) gives: µ n£ ¤2 o  1 ( − 1)[4 + ( − 1)] { = −  | } −        2 4[2 + ( − 1)]2 n£ ¤2 o ( − 1) [2 + ( − 2)] − (1 − ) {  | } −      (2 − )2 [2 + ( − 1)]2  ¶ n£ ¤2 o 2( − 1)  −(1 − ) { | } −  (2 − )2 [2 + ( − 1)]2  n£ ¤2 o "µ # ¶ −( − 1) { | } −   2 [4 + ( − 1)] − (1 − ) [4 + ( − 2)] = 1− 2(2 − )2 [2 + ( − 1)]2 2 £ ¤ n£ ¤2 o −( − 1) 2 1 + 14 ( − 1) 2 {  0 =  | } −      2(2 − )2 [2 + ( − 1)]2



To prove that the expected surplus is increasing in  , it is suﬃcient to show that all terms of  are increasing in  . First, we show the first term of  is increasing in  by rewriting it as follows: ½ ∙³ ´2 ¸¾ P ∗ ∗  − −  ( ;   − ) + 6=  ( ; −   ) =



=



n h³ X 1  | } − { | }    − {      − − 6= [2 + ( − 1)]2  ´2 ¸¾ 2 X −( − 1) [{ | } − { | }] 6= 2 ⎧ ⎡⎛ ⎞ ¶ 2 ⎨ 2 Xµ  1 { | } − ( − 1) [{ | } − { | }] ⎠    ⎣⎝  − [2 + ( − 1)]2  ⎩ − − 2 6= ⎤⎫ ⎛ ⎞ ¶ ⎬ 2 Xµ  −2 ⎝  − { | } − ( − 1) [{ | } − { | }] ⎠ { | } + { | }2 ⎦ ⎭ 2 6=



Notice that only the last term ½ depends on∙  (i.e.,  { [ | ]2 }), and is increasing in  . This ³ ´2 ¸¾ P immediately implies that 12  − − ∗ ( ;   − ) + 6= ∗ ( ; −   ) is increas-



ing in  . Similarly, it is easy to show that the second and third terms of  are increasing in  . It is straightforward to show that the remaining terms are also increasing in  , by using the decompositions (35), (36) and (37) in combination with the observation that the first three terms of  are increasing in  . This proves that    0. B.4



Bertrand Competition



Before we derive results with Bertrand competition, it is convenient to rewrite the expected profit (18). We define the equilibrium price-cost margin as ∗ (     ) ≡ ∗ ( ;    ) − 10



ª © { | }, with the equilibrium price ∗ as in (17). First, we rewrite    [∗ ( ; ∅  )2 ] as follows: ( "µ ¶2 #) 2 ª © ¤ £     [∗ ( ; ∅  )2 ] =    ∗ ( ;    ) − { | } −  2(4 −  2 ) © £ ¤ª =    ∗ ( ;    )2 ½ ∙ ¸¾ £ ¤ ¢ ¡ 2 2 ∗  { | } −    2 ( ;    ) − − { | } −  2(4 −  2 )  2(4 −  2 ) © £ ¤ª =    ∗ ( ;    )2 ©£ ¤£ ¤ª 2  { | } −  4(2 + )(1 − ) + 4 +  2  − (8 − 3 2 ){ | } − 2 2 4(4 −  ) n o ´ © £ ∗ ¤ª  2 (8 − 3 2 ) ³ 2 2 2   [ | ] −  (38) + =     ( ;    ) 4(4 −  2 )2 ª © In this last simplification, we use the property that    [{ | } −  ] = 0. Second, by © ª following essentially the same steps as in (20), we rewrite   ∗ ( ;   ∅)2 as follows:   {∗ ( ;   ∅)2 }



ª © =    [∗ ( ;    )2 ] −



µ



 4 − 2



¶2 ³ n o ´ 2   [ | ]2 − 



(39)



Using (38) and (39), the expected profit (18) simplifies as follows: © £ ¤ª 1 ∗ 2 ∗ 2   ( ;    ) + (1 −  ) ( ; ∅  )   − ( )                1 − 2 ª ©    [∗ ( ; ∅  )2 ]  2 (8 − 3 2 ) Var( [| ]) − ( ) −  =  1 − 2 4(4 −  2 )2 (1 −  2 ) ª © © ª   [∗ ( ; ∅  )2 ]  ∗ ( ; ∅ ∅)2 =  + (1 −  ) 1 − 2 1 − 2  2 (8 − 3 2 ) Var( [| ]) − ( ) − 4(4 −  2 )2 (1 −  2 ) © ª µ ¶2  ∗ ( ; ∅ ∅)2 1  +  Var( [| ]) = 2 2 1− 4− 1 − 2 ¡ ¢  2 8 − 3 2 − (40) Var( [| ]) − ( ) 4 (4 −  2 )2 (1 −  2 )



Π (   ;    ) =



Finally, by using (17), we can rewrite the first term of (40) as follows: (µ ¶ ) © ∗ ª ¤ 2 (2 + )(1 − ) − (2 −  2 ) +  1£ 2 − =    ( ; ∅ ∅) { | } −  4 − 2 2 ¶2 µ (2 + )(1 − ) − (2 −  2 ) +  1 + Var( [| ]) (41) = 4 − 2 4 ©£ ¤ª In the last simplification, we use the property that  { | } −  = 0. 11



Proof of Proposition 2 with Bertrand competition: (i) Recall that Lemma 1 gives that Var( [| ]) is increasing in  . By substituting (41) in (40), we obtain the following: £ ¤2 µ ¶2 Var( [| ]) (2 + )(1 − ) − (2 −  2 ) +    Π (   ;    ) + ( ) = +   4 − 2 1 − 2 (4 −  2 )2 (1 −  2 ) Ã ! ¡ ¢  2 8 − 3 2 1 1 −  + Var( [| ])  2 2 4(1 −  2 ) (4 −  ) Clearly, only the last term depends on  , and it is increasing in  , since ¡ ¡ ¢ ¡ ¢ ¢  2 8 − 3 2  2 8 − 3 2 2 8 − 5 2 + 2 4 ≥1− = 0 1 −  (4 −  2 )2 (4 −  2 )2 (4 −  2 )2 This implies that Π (   ;    ) + ( ) is weakly increasing in  . (ii) The second term of (40) is (weakly) increasing in  by Lemma 1. The remaining terms are independent of  . Hence, Π is weakly increasing in  . Proof of Proposition 7: Only the first, third and last terms of (40) depend on  , whereas they do not depend on  , i.e.,  2 Π (   ;    )(  ) = 0. Hence, firm ’s optimal information acquisition investment is independent of the competitor’s investment,  , and this optimal investment always exists. (i) We want to show that  2 Π (   ;    )(  ) = 0. It follows from (40) that: ¶2 µ Π (   ;    ) 1  = Var( [| ]) 2  4− 1 − 2 As Π  is independent of  , we have (ii) First, we show that (40) gives:



Π (   ;    )



 2 Π (  ;  )  



= 0 which concludes the proof.



is submodular in (   ). For any   0 ∈ [0 1], equation



Π (   ;    ) − Π (   ; 0   )



=



−( − 0 )



¡ ¢  2 8 − 3 2



4 (4 −  2 )2 (1 −  2 )



Var( [| ])



For   0 , this expression is decreasing in  by Lemma 1 (see Appendix A). Second, result (ii) follows from Theorem 4 of Milgrom and Shanon (1994) and the submodularity of Π . Proof of Proposition 8: (i) It follows directly from (40) that: ¶2 µ Π (   ;    ) 1  8 − 3 2 Var( [| ]) ≤ 0, and = − ·  4 − 2 1 − 2 4 ¶2 µ Π (   ;    ) 1  = Var( [| ]) ≥ 0 2  4− 1 − 2 For the eﬀect of  on the industry profit, we add up these two expressions, which gives: ´ ³ ¶2 µ  Π + Π 1  4 − 3 2 Var( [| ]) ≤ 0 =− ·  4 − 2 1 − 2 4 12



Hence, both firm ’s individual profit, and the industry profits are weakly decreasing in  . (ii) The proof of this part follows immediately from the argument in section 6.3.2. Proof of Proposition 5 with Bertrand competition: The proof is analogous to the original proof (with Cournot competition). If the firms compete in prices, firm ’s equilibrium output level relates as follows to the equilibrium price-cost margin:  ( ;    ) =



∗ ( ;    ) − { | } 1 − 2



(42)



Diﬀerentiating the expected surplus  with respect to  gives (23) for   = 1 2 and  6= . The first line of this expression can be simplified by using (17) and (42) for  ∈ {  ∅}: ½ ∙³ ´2 ¸¾       ( ; ∅  ) +  ( ;   ∅) (



"µ    ( ;    ) +  ( ;    ) −



¶ #) ¤ 2 £ (2 + ) { | } −  =  2(4 −  2 )(1 −  2 ) ½ ∙³ ´2 ¸¾   =     ( ;    ) +  ( ;    ) ( " #) ´  £{ | } −  ¤ ³ ¤ £        − { | } −    2  ( ;    ) +  ( ;    ) − 2(2 − )(1 −  2 )  2(2 − )(1 −  2 ) ½ ∙³ ¸¾ n£ ´2 ¤2 o (8 − 2 − 3 2 ) =     ( ;    ) +  ( ;    ) { (43)  | } −  +     4(2 − )(4 −  2 )(1 −  2 )2 



The second line of (23) can be simplified by using (17) and (42) for  ∈ {  ∅}: n h io     ( ; ∅  ) ( ;   ∅) (



"Ã



£ ¤! Ã ¤ !#) £  2 { | } −   { | } −    ( ;    ) − =    2(4 −  2 )(1 −  2 ) (4 −  2 )(1 −  2 ) ) ( £ ¤ io i n h h 2 { | } −         ( ;    ) =     ( ;    ) ( ;    ) −  2(4 −  2 )(1 −  2 )    n£ ¤2 o ( £ ) ¤ 3 h i { | } −        { | } −     ( ;    ) + − 2 2 2 2 2 (4 −  )(1 −  ) 2(4 −  ) (1 −  ) n h n£ io ¤2 o (2 −  2 ) { (44) =     ( ;    ) ( ;    ) +  | } −       (4 −  2 )2 (1 −  2 )2  ( ;    ) −



Substitution of (43) and (44) for  ∈ {  ∅} in (23) gives: ¶ µ n£ ¤2 o  (8 − 2 − 3 2 ) (2 −  2 ) {  = − − (1 − ) | } −        8(2 − )(4 −  2 )(1 −  2 )2 (4 −  2 )2 (1 −  2 )2 µ ¶ n£ ¤2 o − 2 2 { (2 + )(8 − 2 − 3 ) − 8(1 − )(2 −  )  | } −  =     8(4 −  2 )2 (1 −  2 )2 n£ ¤2 o − 2 (20 − 11 2 ) {  0  | } −  =     8(4 −  2 )2 (1 −  2 )2  13



To prove that the expected surplus is increasing in  , it is suﬃcient to show that all terms of  are increasing in  . First, we show the first term of  is increasing in  by rewriting its first component as follows (by using (17) and (42)): ½ ∙³ ´2 ¸¾ 1    ( ;    ) +  ( ;    ) 2    =



=



(2 + )2 1  2 (4 −  2 )2 (1 −  2 )2 



(



 



"Ã



(1 − ) [2 − { | } − { | }]



¶2 #)  − [{ | } − { | }] 2 ¶2 ½ ∙µ  1 [{  | }] − | } − { | }]  (1 − ) [2 − {          2(2 − )2 (1 −  2 )2  2 ¸¾ µ ¶  2 2 −2 (1 − ) [2 − { | }] − [{ | } − { | }] (1 − ) { | } + (1 − ) { | } 2



is increasing in  . This Notice that only the last term½depends∙ on  (i.e.,  { [ | ]2 }), and¸¾ ³ ´2 immediately implies that 12     ( ;    ) +  ( ;    ) is increasing in  . By



using (17) and (42), the remaining component of the first term equals can be written as: n h io (1 − )   ( ;    ) ( ;    ) =



=



¶ ½ ∙µ 1− 2    (2 + )(1 − ) − (2 −  ){ | } + { | } (4 −  2 )2 (1 −  2 )2  µ ¶¸¾  2 ∗ (2 + )(1 − ) − (2 −  ){ | } + { | } − [{ | } − { | }] 2



¶ ½ ∙µ 1− 2  ){ | } + { | }  (2 + )(1 − ) − (2 −         (4 −  2 )2 (1 −  2 )2  µ ¶¸¾  2 ∗ (2 + )(1 − ) − (2 −  ){ | } − [{ | } − { | }] 2 ½ ∙ ¸¾ µ ¶ (1 − ) 2 2 +    { | } (2 + )(1 − ) + { | } − (2 −  ){ | } (4 −  2 )2 (1 −  2 )2 



Again, only the last term depends on  (i.e.,  { [ | ]2 }), and this makes the second component of the first term increasing in  . We can obtain similar results for the second term of  . B.5



Noisy Messages



For simplicity, we assume that each firm receives a perfect signal about its cost (i.e., firm  learns its cost  for  = 1 2). Therefore, the information acquisition stage of the game (stage 4) is no longer relevant here. We modify stage 2 of the game by letting each firm send a noisy message about its cost  to its competitor. In stage 2, each firm chooses the message precision,  for firm 14



, whereas each firm chose the probability of information sharing in the original specification in Section 2.3. That is, firm  sends to its competitor some message  , which is the realization of a random variable with precision  . Clearly, the firms’ messages are independently distributed, since the costs (1  2 ) are independently distributed. At the product market stage, firm  observes the realizations of the noisy messages, (   ), in addition to the firm’s own cost  . This gives the following first-order condition for firm ’s output choice (for   = 1 2 and  6= ): µ ¶ 1  −  − { ( )| }  ( ) = 2 Solving for the equilibrium output levels gives (for   = 1 2 and  6= ): ¶ µ 1 2  [ − { | }] (2 − ) − 2 + { | } +  ( ;    ) = 4 − 2 2 Firm ’s expected profit can be rewritten as follows: ª © Π (   ) ≡    [ ( ;    )2 ] ( "µ ¶2 #) £ ¤   ( ;    ) + =    { | } −  4 − 2 µ ¶2 n£ ©  ª ¤2 o  2 {  | } −  =    ( ;    ) +      4 − 2 ( µ ¶2 ) 1 4 − 2 2 =    +  − { | } (2 − ) − 2 2 (4 −  2 )2 ¶2 µ n£ ¤2 o   | } −  + {      4 − 2 (µ ¶ ) ¢ 2 £ ¤ 2 1 4 − 2 ¡ =  −  − { | } −    (2 − ) − 2 +  − 2 2 (4 −  2 )2 ¶2 ¶ ) µ n£ ¤ 2 ¤2 o  2 £ { − { | } −   | } −  +     2 4 − 2 µ ¶2 µ ¶2 n£ ¤2 o  1 { (2 − ) − 2 +  +  | } −  =       4 − 2 (4 −  2 )2 n¡¡ ¢¡ ¢ £ ¤¢2 o 1 2 2 4 −  (45)  −  | } −   +  { +          4 (4 −  2 )2



The first term of (45) is constant in the precisions of firms’ messages (   ).nThe second term of £ ¤2 o . (45) is proportional to the variance of firm ’s conditionally expected cost,  { | } −  This variance is increasing in the precision of firm ’s message,  . We can decompose the last term of (45) as follows: n¡¡ n¡ ¢¡ ¢ £ ¤¢2 o ¡ ¢2 ¢2 o 4 −  2  −  +  2 { | } −  = 4 −  2   −  (46)   n ¡ ¢ ©¡ ¢£ ¤ª ¤2 o £ + 2 2 4 −  2    −  { | } −  +  4   { | } −  15



The first term of (46) is the variance of the firm’s cost. This variance does not depend on the precision of the firm’s message. The last term term of (46) is the variance of the firm’s conditionally expected cost (i.e., conditional on the noisy signal). This variance is increasing in the precision of firm ’s message ( ). Finally, the second term of (46) is proportional to the covariance between the firm’s cost and the firm’s expected cost conditional on the noisy signal. It remains to be shown that this covariance is increasing in the precision of firm ’s message.27 ¢£ ¤ ¡ We analyze the eﬀect of message precision  on the covariance   {  −  { | } −  } under the assumption that a higher precision  makes firm ’s message more Lehmann informative. Although the Lehmann concept of informativeness is more restrictive than integral precision (Ganuza and Penalva (2010)), it still includes many commonly used information models, such as the linear experiment, and the normal experiment. The Lehmann informativeness criterion requires that the signal and the state of the world are ordered according to the stochastically increasing order, which is a dependence order. Definition 3 (Lehmann (1988)) Let  ∈ Θ be the state of the world with a marginal distribution , and Let 1 ∈ 1  2 ∈ 2 be two signals with marginal distributions 1 and 2  If 1 is more Lehmann informative than 2 regarding Θ then 1 is more stochastically increasing in Θ than 2 is in Θ (i.e., {1  Θ} º {2  Θ}), which implies that 1−1 (2 (2 |)|) is increasing in  for all 2  Without loss of generality, we can assume that the marginal distributions of the two signals coincide 1 = 2 .28 Under this additional assumption, Khaledi and Kochar (2005, p. 359-360) make the following observation: Lemma 2 (Khaledi and Kochar (2005)) If 1 = 2 and 1 is more stochastically increasing in Θ than 2 is in Θ (i.e., {1  Θ} º {2  Θ}), then the signals are ordered by Pearson’s {Θ} correlation coeﬃcient, namely, {1  Θ} ≥ {2  Θ}, where { Θ} ≡ Var{}Var{Θ} . This observation implies that {1  Θ} ≥ {2  Θ}, if 1 = 2 and {1  Θ} º {2  Θ}, ¡ ¢£ ¤ since Var{1 } ≥ Var{2 }. Hence, we obtain that the covariance   {  −  { | } −  } is increasing in  , if  orders the message according to the Lehmann concept of informativeness. (Although this reduces the scope of the result somewhat, it remains consistent with our notion of informativeness since signals ordered according to Lehmann informativeness are also ordered according to integral precision. However, the reverse is not true.) B.6



Linear-Normal Example with Noisy Signals and Noisy Messages



Here we present a linear-normal specification of our model in which each firm chooses the precision of the signal that it acquires, and the precision of the message that it sends to its competitor. This model builds on Gal-Or (1986). 27 In fact, for our purposes, it would be suﬃcient to show that the covariance is maximized when the firm’s message is perfectly informative (i.e.,  = ∞). This is straightforward. 28 We can obtain this for two arbitrary signals by using the integral transformation (Ganuza and Penalva (2010)).
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The unit cost of firm  equals Θ ≡  +  , i.e., it consists of a deterministic part,  , and a normally distributed random part,  ∼ N (0 2 ) for  = 1 2. We denote the precision of the cost parameter  as follows  ≡ 12 . A firm’s investment in information acquisition, ( ) for firm , determines the precision of the normally distributed private cost signal. Firm  receives the signal  =  +  , where  ∼ N (0 1 ) and  is independent of  (and independent of  ) for  = 1 2. The precision of the random variable  is  = 12 , and this precision is increasing in  for 0 ≤  ≤ ∞. Further, firm  determines the precision of the normally distributed message about its signal by setting the information-sharing variable  . Firm ’s message to its competitor is  =  +  , where  ∼ N (0 1 ) and  is independent of  and  (and independent of the competitor’s random variables) for  = 1 2. As before, the precision of the random variable  is  = 12 , and it is increasing in  for 0 ≤  ≤ ∞. Apart from these assumptions, the firms play the same game as in section 2 of the paper. Solving the model backwards, gives an analogous equilibrium output level as in (4) for firm  after it received signal  and messages (   ) were sent: ¶ µ 1 2  [{ | } − { | }]  ( ;    ) = (2 − ) − 2 +  − 2{ | } + { | } + 4 − 2 2 for   = 1 2 with  6= , with { | } =  {( | )| }.29 Due to the normal distribution of the cost parameter and the noise terms, the conditional expected values of  simplify as follows: { | } =



   + 



{ | } =  {( | )| } =



    { | } =      +     +   +  



For example, if the precision  goes to zero, then then the signal becomes uninformative, and the conditional expected cost parameter converges to the (unconditional) expected cost parameter (i.e., zero). At the other extreme, if the precision  goes to infinity, then the signal becomes perfect, and { | } converges to the signal  , whereas { | } converges to As before, firm ’s expected profit equals: © ª Π (   ;    ) ≡     [ ( ;    )2 ] − ( )



   +



 .



After substituting the equilibrium output level, and by using the independence between the firms’ information, and the iterated expectation properties  ({ | }) =  ({ | }) = 0, we can rewrite the expected equilibrium profit as follows: µ ¶2 µ ¶2 ¡ ¢ 1   Π (   ;    ) = (2 − ) − 2 +  +  { | }2 2 2 4− (4 −  2 ) 2 ¡ ¢  1   ({ | }{ | }) +  { | }2 + 4 2 (4 −  2 )   ¡ ¢ 4 2 + − ( ) 2  { | } 2 4 (4 −  ) 29



As is common in applications of the linear-normal model, we ignore non-negativity constraints on outputs and prices for high realizations of the cost parameter or noise terms.
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=



1 (4 −  2 )2



µ



(2 − ) − 2 + 



¶2



+



µ



 4 − 2



¶2



    +   +  



   1  2 (8 −  2 ) 2 + ·    2 + ·    − ( ) 4  +  4 (4 −  2 )2   +   +   



2 (47)



where we use the following observations for the last step: µ µ ¶2 ¶2 n o ¡ ¢ © 2ª   2 2 = =  { | }    ( +  )     +   +  µ ¶ µ ¶ 2  1  1 = = + 2  +     +   ¶2 µ © 2ª ¡ ¢   2  { | }   =     +   +   ¶2 n µ o   2  ( +  +  ) =      +   +   µ ¶2 µ ¶     1 1 1 = = + + 2     +   +       +   +    ¡ ¢ and, similarly,   ({ | }{ | }) =  { | }2 . The profit function (47) is essentially the same as the function found in Gal-Or (1986). The expected equilibrium profit function (47) has the following properties. µ ¶    2 (8 −  2 ) 2   Π =  · ·     4 (4 −  2 )2      +   +   µ ¶2   2 (8 −  2 )  · ≥0 =   4 (4 −  2 )2    +   +   " µ ¶2 µ ¶2 #  Π 1  1  2 (8 −  2 ) = + − 0 ( )   2     2   4  +    +   +   4 (4 −  ) 2    2 (8 −  2 )   · · · ¡ ¢3 ≥ 0 4 (4 −  2 )2     +   +  



 2 Π  



=



 2 Π  



= 0



Similarly, Π  ≥ 0 and Π  ≥ 0. These properties imply that this model gives the same qualitative results as Propositions 2-4. B.7



Extended Binary Example



Here we extend the binary example of section 6 by allowing both firms to acquire and share information, and by allowing for product diﬀerentiation (0   ≤ 1 as in the general model). As in section 6, we consider a Cournot duopoly with risk-neutrality. Nature draws firm ’s unit cost  from the set {   } with equal probability and sends a private signal to firm  for  = 1 2: ½  with probability    = ∅ with probability 1 −  . 18



The information sharing policies and information acquisition strategies of the firms are binary, i.e.    ∈ {0 1} for  = 1 2. First, we solve the product market stage. For any combination of messages    ∈ {    ∅}, firm  with signal  ∈ {    ∅} chooses the output (4) for   = 1 2 with  6= . Second, we analyze the incentives to acquire information. The expected profit of firm  can be written as follows: © © ª ª Π (   ;    ) ≡      [∗ ( ;    )2 ] + (1 −  )    [∗ ( ; ∅  )2 ]



+(1 −  )  [∗ (∅; ∅  )2 ] −  ª ¡ © =   [∗ (∅; ∅  )2 ] +      [∗ ( ;    )2 − ∗ (∅; ∅  )2 ] © ª ¢ (48) + (1 −  )   [∗ ( ; ∅  )2 − ∗ (∅; ∅  )2 ] − 



Notice that the first term of (48) does not depend on (   ). The second term of (48), can be simplified by using (4) to obtain the following: ( "µ ¶ #) ª © ¤ 2 2 £ ∗ 2 ∗    [ ( ;    ) ] =     (∅; ∅  ) −  −  4 − 2 £ ¤ 4 Var( ) =   ∗ (∅; ∅  )2 + (4 −  2 )2 Similarly, for the third term of (48), we use (4) to obtain the following: ( "µ ¶2 #) ª © ¤ £ 1    [∗ ( ; ∅  )2 ] =    ∗ (∅; ∅  ) −  −  2 £ ¤ 1 =   ∗ (∅; ∅  )2 + Var( ) 4



These derivations (in combination with the observation that Var( ) = ( −  )2 4) enable us to write firm ’s expected profit as follows: ¸ ¶ µ∙ 4 1 ( −  )2 ∗ 2 − (49) + (1 −  ) Π (   ;    ) =   [ (∅; ∅  ) ] +   (4 −  2 )2 4 4 Again, notice that the first term of this expression does not depend on (   ), whereas the second term does not depend on (   ). Hence, the firm’s optimal information acquisition investment does not depend on the competitor’s information sharing choice as Proposition 3(i) shows in general. The second term of (49) determines the equilibrium investment in information acquisition: i h ( 1 ( − )2 4 1, if  + (1 −  ) ≥ ,  (4− 2 )2  4 4 ∗ ( ) = (50) 0, otherwise. In other words, the trade-oﬀ between the marginal revenue and cost of information acquisition determines the equilibrium investment level. The marginal revenue from information acquisition, h i 1 ( − )2 4  (4− 2 )2 + (1 −  ) 4 , is increasing in the information-sharing variable  . Hence, the 4 equilibrium information acquisition investment is increasing in information sharing, i.e., ∗  ≥ 0 as we show in Proposition 3(ii). 19



Information sharing has the following eﬀects on the expected profit (49). The first term is constant in  whereas the second term is increasing in  . Hence, the expected profit is increasing in the firm’s information-sharing variable (i.e., Π  ≥ 0 as Proposition 4(i) confirms). This implies that firm  shares its information in equilibrium. Only the first term of (49) depends on  , and it can be written as follows: © ª © ª   ∗ (∅; ∅  )2 =    ∗ (∅; ∅  )2 + (1 −   )∗ (∅; ∅ ∅)2 £ © ª ¤ = ∗ (∅; ∅ ∅)2 +    ∗ (∅; ∅  )2 − ∗ (∅; ∅ ∅)2 " (µ # ¶2 ) £ ¤  ∗ (∅; ∅ ∅) +  −  − ∗ (∅; ∅ ∅)2 = ( ∗ )2 +    4 − 2 µ ¶2  ∗ 2 Var( ) = ( ) +   4 − 2 After substituting this expression into the expected profit function (49), we obtain the following: ¸ ¶ µ∙ µ ¶2   4 ( −  )2 1 ( −  )2 ∗ 2 −  + + (1 −  )  Π (   ;    ) = ( ) +     (4 −  2 )2 4 4 4 − 2 4 Clearly, firm ’s expected profit is non-decreasing in the competitor’s information-sharing variable (i.e., Π  ≥ 0 as in Proposition 4(i)). Finally, we consider the expected consumer surplus in our extended example. By using essentially the same decomposition as in (48), we can write the expected consumer surplus as follows:  (   ;    ) ¸¾ ½ ∙ ¢2 1¡ ∗  ( ;    ) + ∗ ( ;    ) − (1 − )∗ ( ;    )∗ ( ;    ) =     2 ½ ∙ ¸¾ ¢2 1¡ ∗ ∗ ∗ ∗ +(1 −  )    ( ; ∅  ) +  ( ;   ∅) − (1 − ) ( ; ∅  ) ( ;   ∅) 2  ½



¾ ¢2 1¡ ∗ ∗ ∗ ∗ =    (∅; ∅  ) +  ( ;   ∅) − (1 − ) (∅; ∅  ) ( ;   ∅) 2  n h¡ ¢2 ¡ ¢2 io 1 +     ∗ ( ;    ) + ∗ ( ;    ) − ∗ (∅; ∅  ) + ∗ ( ;   ∅) 2 ¤ª © £ −  (1 − )   ∗ ( ;    )∗ ( ;    ) − ∗ (∅; ∅  )∗ ( ;   ∅) n h¡ ¢2 ¡ ¢2 io 1 +(1 −  )    ∗ ( ; ∅  ) + ∗ ( ;   ∅) − ∗ (∅; ∅  ) + ∗ ( ;   ∅) 2 ¤ª © £ −(1 −  ) (1 − )   ∗ ( ; ∅  )∗ ( ;   ∅) − ∗ (∅; ∅  )∗ ( ;   ∅)



where



n h¡ ¢2 io    ∗ ( ;    ) + ∗ ( ;    ) ( "µ =    ∗ (∅; ∅  ) + ∗ ( ;   ∅) −



¶ #) ¤ 2 1 £  −  2+ ¶2 µ n¡ ¢2 o 1 ∗ ∗ + Var( ) =    (∅; ∅  ) +  ( ;   ∅) 2+ 20



n h¡ ¢2 io    ∗ ( ; ∅  ) + ∗ ( ;   ∅) ( "µ ¶ #) ¤ 2 1£ ∗ ∗ =     (∅; ∅  ) +  ( ;   ∅) −  −  2 n¡ ¢2 o 1 =   ∗ (∅; ∅  ) + ∗ ( ;   ∅) + Var( ) 4



© £ ¤ª    ∗ ( ;    )∗ ( ;    ) ( "Ã



¤! Ã ¤ !#) £ £ −  −  2        ∗ (∅; ∅  ) − ∗ ( ;   ∅) + =    4 − 2 4 − 2 ª © 2 Var( ) =   ∗ (∅; ∅  )∗ ( ;   ∅) − (4 −  2 )2 n h n io o and    ∗ ( ; ∅  )∗ ( ;   ∅) =   ∗ (∅; ∅  )∗ ( ;   ∅) . Using these equations, simplifies the expected surplus as follows: ½ ¾ ¢2 1¡ ∗ ∗ ∗ ∗  (   ;    ) =    (∅; ∅  ) +  ( ;   ∅) − (1 − ) (∅; ∅  ) ( ;   ∅) 2  ¸ ∙ 1 4 − 3 2 1 +   + (1 −  ) Var( ) 2 (4 −  2 )2 4 By using an analogous decomposition for firm ’s output levels (and by recalling that Var( ) = ( −  )2 4 in our example), we can reduce the expected consumer surplus to the following:  (   ;    ) =



¢2 1¡ ∗  (∅; ∅ ∅) + ∗ (∅; ∅ ∅) − (1 − )∗ (∅; ∅ ∅)∗ (∅; ∅ ∅) 2 ¸ ∙ 2 4 − 3 2 1 1 ( −  )2 X   + (1 −  ) + 2 4 (4 −  2 )2 4



(51)



=1



The first two terms of this expression are constant in (   ). The last term for  =  is increasing in firm ’s information acquisition investment (i.e.,    0), and it is decreasing in firm ’s information sharing choice (i.e.,   ≤ 0) for  = 1 2. This confirms our general finding in Proposition 5. Finally, we derive the antitrust authority’s optimal policy on information sharing from equations (50) and (51). The surplus-maximizing policy in our example  equals 1 in (11) for   )2  = 1 2. First, if  is lower than ( − , then the firms always acquire information, and 16 the antitrust authority prefers to prohibit information sharing, since  (1 1; 1 1)   (1 1; 0 0).   )2  −  )2 Second, if ( −    ( , then firms acquire information only if they are allowed to 16 (4− 2 )2 ∗ share information, i.e.,  (1) = 1  0 = ∗ (0) for  = 1 2. This favors information sharing and the antitrust authority prefers to allow information sharing between competing firms, since  −  )2  (1 1; 1 1)   (0 0; 1 1) =  (0 0; 0 0). Finally, if  is larger than ( , the firms acquire (4− 2 )2 information neither with information sharing nor without it, and then the authority is indiﬀerent, since  (0 0; 1 1) =  (0 0; 0 0). In this case, information sharing may as well be allowed. It is straightforward to show that the policy (11) remains optimal if we extend the example to an oligopoly with  firms (for  ≥ 2). For any combination of messages 1    ∈ {    ∅}, 21



firm  with signal  ∈ {    ∅} chooses the output (16) for  = 1   . Then by following similar steps as above, we can rewrite firm ’s expected equilibrium profit as follows: © ª Π (  − ;   − ) = − − ∗ (∅; ∅ − )2 ! Ã" µ # ¶2 2 + ( − 2) 1 ( −  )2 + − + (1 −  )  [2 + ( − 1)](2 − ) 4 4 This yields the following equilibrium investment in information acquisition (for  = 1   ): ⎧ ¸ ∙ ³ ´2 ⎨ 2+(−2) 1 ( − )2 ≥ , 1, if  [2+(−1)](2−) + (1 −  ) 4 4 ∗ ( ) = ⎩ 0, otherwise. 



 2



) , then ∗ ( ) = Again, the optimal policy  equals (11) for  = 1   . First, if   ( − 16 1 for all  and , and consumers prefer information concealment, since  (1  1; 0  0)  ´ ³   )2 [2+( −2)]( − ) 2  (1  1; 1  1). Second, if ( −    , then ∗ (1) = 1  0 = ∗ (0) 16 2[2+(−1)](2−) for  = 1   . In this case, consumers prefer information sharing, since  (1  1; 1  1)  ´ ³  −  ) 2 , then ∗ ( ) = 0 for all  (0  0; 1  1) =  (0  0; 0  0). Finally, if   [2+(−2)]( 2[2+( −1)](2−)  and , and consumers are indiﬀerent, since  (0  0; 1  1) =  (0  0; 0  0). Notice that the optimal policy (11) is increasing in the cost of information acquisition, , and it is independent of the degree of product substitutability, , and the number of firms,  . There is a conflict of interest between a consumer-surplus-maximizing antitrust authority and   )2 the firms only if   ( − . In that case, firms have an incentive to share information, whereas 16 information sharing makes consumers worse oﬀ on average. With information acquisition and information sharing, the consumer surplus equals: ⎧Ã ⎫ !2   ⎨ ⎬ X X X 1  (1  1; 1  1) =  ∗ ( ;   − ) − (1 − ) ∗ ( ;   − ) ∗ ( ;   − ) ⎭ 2 ⎩ =1



=1



6=



where the two terms can be rewritten as follows (by using expression (16) and the independence between the firms’ costs) (µ ¶2 )  P ∗ ( ;   − )  =1



⎧Ã  ⎨ X



P ¡



1 2 (



¢ !2 ⎫ ⎬



− 1) =1  −  ⎩ ⎭ 2 + ( − 1) =1 ⎧Ã ⎫ ⎧ !2 Ã ! ⎫  ⎨ X ⎬ ⎨ 1 ( − 1) P ¡ −  ¢ 2 ⎬   =1 2 ∗ ( ; ∅  ∅) +  =  ⎩ ⎭ ⎩ ⎭ 2 + ( − 1) =1 ⎫ ⎧   ⎨X X ¡ ¢⎬ ( − 1) ∗   ( ; ∅  ∅)  −  + ⎭ 2 + ( − 1) ⎩ =1 =1 ⎧Ã ! !2 ⎫ Ã  ⎨ X ⎬ 1 1 ( −  )2 ∗ 2 ( − 1) 2 ( − 1) +1  (52)  ( ; ∅  ∅) =  + ⎩ ⎭ 2 + ( − 1) 2 + ( − 1) 4 = 



∗ ( ; ∅  ∅) +



=1



22



and 



(



∗ ( ;   − ) (Ã



P



6=



)



∗ ( ;   − )



¡ ¢ ¢! P ¡ 1 −    −        =1 − 2 =  ∗ ( ; ∅  ∅) + [2 + ( − 1)](2 − ) 2− ⎛ ¡ ¢ ⎞⎫ ¢ P ¡ 1 P ⎬ X  6=  −  ( − 1) =1  −  ⎠ − 2 ∗ ( ; ∅  ∅) + ∗⎝ ⎭ [2 + ( − 1)](2 − ) 2− 6= ⎫ ⎧ ⎬ ⎨ X ∗ ∗ =   ( ; ∅  ∅)  ( ; ∅  ∅) ⎭ ⎩ 6= ( ¡ ¢) P ( − 1)  =1  −  ∗ +  ( ; ∅  ∅) [2 + ( − 1)](2 − ) ⎧ ¢ ⎫ P ¡ ⎨X ⎬  =1  −  ∗  ( ; ∅  ∅) + ⎩ [2 + ( − 1)](2 − ) ⎭ 6= ( ¡ ¢ !) ¡ ¢ Ã ¡ ¢ P P 1 P   ( − 1)  6=  −  2 =1  −  =1  −  − + [2 + ( − 1)](2 − ) [2 + ( − 1)](2 − ) 2− ( ) ¡ ¢ P ¡ ¢ 1 2 =1  −  2  ( − 1)  −  − [2 + ( − 1)](2 − )2 ⎫ Ã ⎧ !2 ⎬ ⎨ 1 X  ( −  )2 2 ∗ ( ; ∅  ∅) + =  ∗ ( ; ∅  ∅) ⎭ ⎩ 2− 4 6=



−



( − 1)[4 + ( − 2)] ( −  )2 · [2 + ( − 1)]2 (2 − )2 4



(53)



By using (52) and (53), we obtain the following:  (1  1; 1  1) ⎫ ⎧Ã !2   ⎬ ⎨ X X X 1 = ∗ ( ; ∅  ∅) − (1 − ) ∗ ( ; ∅  ∅) ∗ ( ; ∅  ∅)  ⎭ 2 ⎩ =1 =1 6= ! Ã 1 1 ( − 1) ( − 1) ( −  )2 2 +4 +1 2 + ( − 1) 2 + ( − 1) 4 Ã !2 1 ( − 1)[4 + ( − 2)] ( −  )2 1 ( −  )2 1 2 − (1 − ) + (1 − ) · 2 2 2 [2 + ( − 1)] (2 − ) 4 2 2− 4 Ã ! 1 1 ( −  )2 4 ( − 1) 2 ( − 1) +1 =  (1  1; 0  0) + 2 + ( − 1) 2 + ( − 1) 4 Ã !2 1 ( −  )2 ( − 1)[4 + ( − 2)] ( −  )2 1 1 2 − (1 − )  (54) · + (1 − ) 2 [2 + ( − 1)]2 (2 − )2 4 2 2− 4 23



Notice that the second and third terms of (54) are increasing in  , whereas the last term is constant in  . This implies that the surplus diﬀerence  (1  1; 0  0) −  (1  1; 1  1) is decreasing in  . Hence, in this example, an antitrust authority should become less wary of information sharing as the number of firms increases. References Gal-Or, E. (1986) “Information Transmission — Cournot and Bertrand Equilibria,” Review of Economic Studies 53, 85-92 Ganuza, J.-J. and Penalva, J.S. (2010) “Signal Orderings Based on Dispersion and the Supply of Private Information in Auctions,” Econometrica 78, 1007-1030 Khaledi, B-E. and Kochar, S. (2005) “Dependence Orderings for Generalized Order Statistics,” Statistics & Probability Letters 73, 357—367 Lehmann, E.L. (1988) “Comparing Location Experiments,” Annals of Statistics 16, 521-533 Milgrom, P. and Shanon, C. (1994) “Monotone Comparative Statics,” Econometrica 62, 157180
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Substitution of (43) and (44) for m âˆˆ {s ,0} in (23) gives: dV dp . = âˆ’(. Ð¯(8 âˆ’ 2Ð¯ âˆ’ 3Ð¯2). 8(2 âˆ’ Ð¯)(4 âˆ’ Ð¯2)(1 âˆ’ Ð¯2)2 âˆ’ (1 âˆ’ Ð¯). Ð¯(2 âˆ’ Ð¯2). (4 âˆ’ Ð¯2)2(1 âˆ’ Ð¯2)2 \E i {[E{Î¸ |s } âˆ’ Î¸ ]2}. = âˆ’Ð¯. 8(4 âˆ’ Ð¯2)2(1 âˆ’ Ð¯2)2 ((2 + Ð¯)(8 âˆ’ 2Ð¯ âˆ’ 3Ð¯2) âˆ’ 8(1 âˆ’ Ð¯)(2 âˆ’ Ð¯2)\E i {[E{Î¸ |s } âˆ’ Î¸ ]2}. = âˆ’Ð¯2(20 âˆ’ 11Ð¯2). 8(4 âˆ’ Ð¯2)2(1 âˆ’ Ð¯2)2. 
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