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Proofs and Discussions



1.1



Proof of Lemma 1



Lemma 1. Given presence proofs ρ and π that share the same prefix, their concatenation σ = ρ ◦ π, and their intersection ξ = ρ • π. Let jρ and aρ be the last index and genotype in ρ, and jπ and aπ be the last index and genotype in π. We have a a



|Dcσ | ≤ min{|Dcρ |, |Dcπ |, Mjρρjππ }



(1)



|Dcσ | ≥ |Dcρ | + |Dcπ | − |Dcξ |.



(2)



Accordingly, we have: uσ



=



n o a a min uρ , uπ , Mjρρjππ



(3)



lσ



=



lρ + lπ − u ξ



(4)



Proof. According to construction method on σ = ρ ◦ π, the genotypes in σ is a superset of that of both ρ and π. Therefore, any individual matching σ must match both ρ and π, i.e., Dcσ ⊆ Dcρ , Dcπ ⊆ Dcρ . Meanwhile, Let β be a length-2 proof with locus indices (jρ , jπ ) and genotypes (aρ , aπ ). Any individual a a matching σ must also match β. Because β is of length 2, lβ = uβ = Mjρρjππ . a a Therefore, we have |Dcσ | ≤ min{|Dcρ |, |Dcπ |, Mjρρjππ }. Moreover, Dcξ = Dcρ ∪ Dcπ , since ξ = ρ • π. By applying the set inclusionexclusion principle, we have |Dcσ | ≥ |Dcρ | + |Dcπ | − |Dcξ |.



1.2



Proof of Theorem 1



Theorem 1. Under the closed world assumption, if the proof ρ satisfies lρ = 1 and there is only one matching individual in the target set, then this individual must be a case in the GWAS.
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Proof. Since lρ = 1, there is at least one case (let xi ) that matches the proof ρ. Meanwhile, since there is only one individual matching ρ in the target set, which include all cases, this individual must be xi , using the closed world assumption.



1.3



Discussion on Recovering the Co-Occurrence Matrix from Published Statistics of Limited Precision



In this section, we describe how our attack handles statistics with limited precision, e.g., 4 digits after the decimal point. First we focus on recovering the diagonal values of the co-occurrence matrix, e.g., Mjj = ncj , 1 ≤ j ≤ d. Since each ncj must be an integer between 0 and N c , we simply enumerate all integers in the range [0, N c ], and test whether it leads to the genotype-disease correlation published the GWAS results after rounding. If only one such integer passes the test, we use it as the recovered ncj . Otherwise, we simply discard the j-th row and the j-th column of the co-occurrence matrix, and proceed with one less genotypes, e.g., as if the GWAS results do not involve gj at all. Similarly, for each off-diagnonal value Mij , we test all integers in [0, N c ] and see whether it leads to the published LD between gj and gk . If exactly one integer passes this 11 test, we use it as the re-covered Mjk ; otherwise, the algorithm proceeds with gj and gk discarded. Clearly, the computation cost for recovering each value in the co-occurrence matrix is linear to the number of cases N c . A natural question is how much precision we need for the published statistics in order to successfully recover values in the co-occurrence matrix. In the rest of this subsection, we provide a formal analysis on this issue. Specifically, we assume that using the published statistics, we can derive the values of each Vj (1 ≤ j ≤ d) and Vjk (1 ≤ j, k ≤ d) that are within ǫ absolute error compared to its exact value. In the following, our analysis focuses on the recovery of diagonal values of the co-occurrence matrix; the analysis for off-diagonal values is similar and omitted for brevity. Without loss of generally, we assume that ncj N t + ncj N c ≥ Fj N c . Let V˜j is the new value of the correlation between gj and the disease, when ncj increments by 1. We have  2 2 V˜j − (Vj )



=



2(ncj N t + ncj N c − Fj N c )(N t + N c ) + (N t + N c )2 (N c + N t − Fj )Fj N c N t



(N t + N c )2 (N c + N t )Fj N c N t 1 1 = + (5) Fj N t Fj N c q Therefore, |V˜j − Vj | ≥ Fj1N t + Fj1N c , which leads to the following lemma. ≥



Lemma 2. Each diagonal value of the co-occurrence matrix can be uniquely q recovered, when ǫ < Fj1N t + Fj1N c . 2



When there are 2,000 case samples and 2,000 control samples, i.e. N t = 2000 and N c = 2000, for genotypes with minimal frequency Fj = 0.2, our method is able to recover the counts if the precision on chi-squared statistics is no worse than ǫ = 0.0333. In practice, our method needs to map original p-values from GWAS to chi-squared statistics before count recovery. Based on the mapping relationship, as is shown in Fig. 1, it is capable of recover the chi-squared statistics with precision ǫ = 0.0333 if the p-value is no larger than 0.975 and the precision of the p-values is no worse than 0.001, i.e. 3 effective digits after decimal. It means that our method works well on the majority of genotypes. 1 0.9 0.8
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Figure 1: The transformation mapping between p-values and chi-squared statistics Note that Lemma 2 provides only a sufficient condition for successful recovery, meaning that it is still possible to recover all or part of the co-occurrence matrix with less precise values in the GWAS statistics. In the experiments, we empirically investigate the impact of the precision of the published statistics on our attack.



1.4



Discussion on Distinguishing Power of Presence Proofs



In Section 2.3, we assume that the attacker possesses the genomic information of a large target population that is a superset of all cases. When this is not true, it is possible for our attack to output false positives, i.e., re-identified individuals who do no belong to the GWAS cases. This happens when (i) multiple individuals (including a case in the GWAS) match a presence proof, (ii) the case that matches this proof is not included in the target set of the attacker and (iii) another individual that also matches this proof is included in the target set. Hence, the confidence that a re-identified individual indeed belong to the cases is determined by the probability that multiple individuals match the same proof. In the following, we provide a formal analysis on this probability. Given a presence proof ρ, for simplicity, we assume that all SNPs in ρ are independent of each other, i.e., the event of having a minor genotype on one SNP in ρ is independent of the event of having a minor genotype on another 3



locus in ρ. This can happen, e.g. when all SNPs in ρ are relatively far from each other, due to the haplotype phenomenon [2]. When this is not true, we can apply domain knowledge to infer the joint probabilities of multiple SNPs in ρ. Suppose that the minor genotype frequency in the general population for each SNP in ρ is bounded by the range [fmin, fmax ]. Let sρ be the number of SNPs in ρ. The probability that a random individual matches ρ is at most (1 − fmin ) (fmax )sρ −1 For example, when fmin = 0.1 and fmax = 0.2, and sρ = 10, the probability s −1 of an individual matching ρ is at most (1−fmin ) (fmax ) ρ = 0.9∗(0.2)9 < 10−6 , which indicates that the chance for the algorithm to output false positives for ρ is very low. In general, the longer the proof is and the rarer its genotypes are, and the more likely that its re-identify individual is indeed a case in the GWAS. Next we analyze the probability that our attack finds a highly distinguishing presence proof, i.e., those that are unlikely to match false positive. According to the haplotype phenomenon [2], SNPs far away from each other can be considered as independent, i.e. the probabilities of having minor genotypes on the SNPs are independent of each other. We therefore assume that there are at least o ≤ d independent SNPs involved in the GWAS results. Given o SNPs in a certain order, we construct a series of (possibly invalid) presence proofs ρ1 , . . . , ρo . Each candidate presence proof ρk covers the first k SNPs, with a1 = 1 and a2 = a3 = . . . = ak = 0, the the second genotype being most frequent major genotype, and the k-th being the least frequent major if k ≥ 3. Assume that the minor genotype frequencies of the C independent SNPs are bounded within [fmin , fmax ], then the major genotype frequencies are bounded with [1 − fmax , 1 − fmin ]. In the following, we show that there is a relatively long and valid presence proof in {ρ1 , . . . , ρc }, when the order on the independent SNPs is chosen appropriately. Based on the procedure used in the estimate the upper bound of the proofs’ frequency, we have the following lemma on the proofs’ frequency. Theorem 2. Assume there are o independent SNPs and the minor genotypes’ frequency is bounded in [fmin , fmax ], if the length of the proof is larger than 3, uρk ≤ fmax (1 − fmax ); otherwise, uρk ≤ fmax (1 − fmin ). 10 Proof. According to the proofs discovery procedure, we have uρk ≤ M1k for each ρk . If k is larger than 3, then uρk ≤ fmax (1 − fmax). Similar, if k < 3, then uρk ≤ fmax (1 − fmin ).



We reach the following theorem which ensures the existence of valid presence proof of certain length. Theorem 3. If there are o independent SNPs and the minimal and maximal minor genotype frequencies on these SNPs are fmin jand fmax k respectively, there max + 2, o}. is at least one presence proof ρ of length sρ = min{ 1−f fmin
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Pk 01 11 Proof. According to the proofs generating procedure, if eρk = M12 − j=3 M(j−1)j > 0, Algorithm 2 outputs a presence proof ρk . Combing the range of the genotype, the proof is equivalent to find the maximal k satisfied the inequality eρk > 0. According to range of the genotype’s frequency and the condition that the second genotype in ρk is the most frequent minor genotype, then we Pk 10 00 have eρk = M12 − j=3 M(j−1)j ≥ f (1−fmax )−(k −2)(1−fmax )2 . The maxk min j max +2. Moreover there are at most o independent imal k within eρk > 0 is 1−f fmin genotype, thus k is also smaller than o, which finishes the proof.
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Additional Experimental Results



Figure 2 to Figure 7 show experiments using synthetic GWAS on the BD, CAD, CD, RA, T1D and T2D datasets of WTCCC, respectively. The results lead to similar conclusions as those on the HT dataset, included in the main manuscript. In all setting except for those with very slow precisions in the published GWAS statistics, our attack re-identifies a considerable number of the GWAS cases. Figure 8 presents results of our attack on the HT, BD, CAD, CD, RA, T1D datasets, using the 36 lcoi published in Ref. [1]. Again, our attack always re-identifies patients in the cases group. The attack re-identifies slightly more cases on the T2D data (shown in the main manuscript) compared to the other datasets, possibly due to the fact that Ref. [1] also involves T2D patients.



References [1] L. J. Scott, K. L. Mohlke, L. L. Bonnycastle, C. J. Willer, Y. Li, W. L. Duren, M. R. Erdos, H. M. Stringham, P. S. Chines, A. U. Jackson, et al. A genome-wide association study of type 2 diabetes in finns detects multiple susceptibility variants. Science, 316(5829):1341–1345, 2007. [2] M. M. Y. WAYE. A haplotype map of the human genome. 437(7063):1299–1320, 2005.
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Figure 2: Results on BD data set
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Figure 3: Results on CAD data set
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Figure 4: Results on CD data set
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Figure 5: Results on RA data set
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Figure 6: Results on T1D data set
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Figure 7: Results on T2D data set
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Figure 8: Results on the 36 published genotypes
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