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Tong, Simon, and Daphne Koller. "Support vector machine active learning with applications to text classification." The Journal of Machine Learning Research 2 (2002): 45-66. 3/4/15



• Objective: - Active learning for SVM classification. Querying the “best” instances. Returning a classifier after some constant queries have been made. They consider binary text classification for their experiments.



• Motivation for active learning: - Getting labelled data for training set is costly. Having the learner actively choose a data point and request the label for them reduces human effort. - Pool based active learning: Request the label for instances in a pool of unlabelled data.



• Existing querying algorithms: - Query by committee: Have some number of hypotheses which are all consistent with the labelled data, vote for the label of unlabelled data. Query the instance that they disagree the most. There are infinitely many such hypotheses. - Another form of this is to choose two hypotheses at random, choose an unlabelled instance at random, if the two hypotheses disagree, request the label for the instance. If not, choose another instance and repeat. - Uncertainty sampling: Use Bayes rule to find the instances that their label is most unclear and query that instance. - The methods in this paper outperform these methods.



• Inductive SVM vs. transductive SVM Inductive SVM finds hyperplanes that separates training data (Assuming the feature space is high dimensional and thus data is linearly separable). Transductive SVM also considers unlabelled data and finds hyperplanes that maximize the margin considering unlabelled data as well.



• Version space: The set of all hypotheses that classify all data points right. Every hypothesis is defined with the parameters (w). So, version space can be defined in terms of parameters w.



- Version space “duality”: Points in feature space correspond to hyperplanes in parameter space.



- In parameter space, version space is parts of the surface of hypersphere restricted by labelled data hyperplanes.



- SVMs find the center of the largest hypersphere that can fit in version space and doesn’t intersect with labelled data hyperplanes. The radius of this sphere is proportional to the margin.



• Active learning querying: - Goal: Reduce the size of version space with each query as much as possible. - Lemma 4: The classifier that chooses a query that halves the size of the version space at each point, minimizes the size of the version space the most. Thus we want to query instances that approximately halve the area of version space. - Calculating the exact size of version space after labelling each queried data point is computationally expensive. Three ways to approximate: 1. Simple Margin: idea: SVM unit vector is centered in the version space. Every unlabelled data has a hyperplane. The closest hyperplane to this center is going to approximately halve the version space. Choose the data point that its hyperplane is closest to the SVM center. Caveat: Requires the version space to be symmetric. Figure 3 b shows that this method will query a, however b is a better choice. 2. MaxMin Margin: idea: SVM hypersphere radius is proportional to the margin. Use the radius as an approximation of version space size. For each possible query, find the SVM for the cases the query is labelled as positive and negative. Use the found SVM radius(m+ and m-) to approximate the resulting version space sizes. Choose the datapoint that has the maximum min(m+,m-). This is computationally expensive since we need to calculate for each possible query. Caveat: Won’t work if the version space is elongated. Figure 4. 3. Ratio Margin: Same as MaxMin except looks at the relative size of m+ and m-. Choose the datapoint that has maximum min (m+/m-,m-/m+). This is also computationally expensive.



• Experiments on Reuters data: - The three methods work approximately the same. (Figure 5) - Active learning is more beneficial for infrequent classes (Table 2) - Increasing the pool size improves results (Figure 7)



- Active learning provides more benefits than learning a transductive SVM (Figure 8) • Experiments on Newsgroup data: - Simple method fails badly. It queries labelled data. (Figure 9) - Simple method is fast but mostly fails in the first queries. MaxMin and Ratio are slow when the number of labelled data is high. Hybrid method uses MaxMin or Ratio for the first queries and then switches to Simple. (Table 3)
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