









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













An Optimization Based Fast Multi-level Thresholding Technique Jayadev Acharya1, G. Sreechakra1, Ajoy K. Ray1, Jaideva Goswami2 1 Indian Institute Of Technology Kharagpur 2 Schlumberger Technology Corporation



Abstract: Otsu’s method is one of the best image thresholding techniques, but its complexity increases tremendously with the number of thresholds. In this work, Otsu’s criterion function is reduced into a suitable form for easy computation. An algorithm using Particle Swarm Optimization (PSO) is then proposed which works much faster than the original Otsu multi thresholding. This method achieves performance, at par with a similar approach using hybrid PSO, proposed recently, without going for the hybrid approach. It does so by suitable parameter selection for PSO and thereby avoiding some steps like sorting which are needed during the process of hybridization.
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1. Introduction: Thresholding is an important technique for image segmentation. Segmentation plays an important role in many fields like Optical Character Recognition, Signature Identification, Biomedical Imaging, and Target Identification. Many methods have been proposed for thresholding of images. Threshold selection techniques can be divided into parametric and non-parametric techniques. In parametric approaches (Weszka and Rosenfeld, 1979 [15]; Synder et al., 1990 [11]), the gray-level distribution of each class is assumed to have a Gaussian probability density function. Moment preserving thresholding is a parametric method which segments the image based on the condition that the thresholded image has the same moments as the original image [13]. In nonparametric approaches, the thresholds are obtained in an optimal manner according to some criteria. For instance, Otsu’s method [7] chooses the optimal thresholds by maximizing the between-class variance with an exhaustive search. In Pun’s method [8], as modified by Kapur et al. [3], the picture threshold is found by maximizing the entropy of the histogram of gray levels of the resulting classes. Some other thresholding techniques have been extended from bi-level threshold selection to multilevel threshold selection [7, 11, 13, 14, 16]. The Sahoo et al. study on global thresholding [10] concluded that Otsu’s method is one of the better threshold selection methods for general real world images with regard to uniformity and shape measures. However, Otsu’s method uses an exhaustive search to evaluate the criterion for maximizing the between-class variance. With an increase in the number of classes of an image, there is an exponential rise in the time taken by Otsu’s method for multilevel threshold selection. An improvement over Otsu was



proposed in [5] but it is still exhaustive and computationally more expensive than the evolutionary approaches. Zahara et al [18] proposed a hybrid optimization (NMPSO) technique on within class variance for finding Otsu’s threshold by using PSO (Kennedy and Eberhart [4]) in conjunction with NM (Nelder Mead [6]) method. Such hybrid approaches work well and give better convergence rate when the objective function is very non linear with multiple optima. Otsu’s objective function is relatively smooth and the number of optima is limited, as is observed for a wide range of images. For such well behaving functions it is possible to achieve fast convergence without going for a hybrid approach. In this work, a simple representation of Otsu’s between class variance is developed by defining two functions. Using this representation the objective function is calculated efficiently. Suitable parameter selection for PSO is done and it is shown that the method works at par with NMPSO. The organization of the paper is as follows. In section 2 Otsu’s thresholding is reviewed and an efficient formulation of the objective function is presented. In section 3 PSO is reviewed. Then NMPSO technique is studied. In section 5 the proposed approach is presented. In section 6 the results are depicted and a comparative analysis is provided.



2. Otsu Thresholding An image is a 2D grayscale intensity function, and contains N pixels with gray levels from 1 to L. The number of pixels with gray level i is denoted as fi, giving a probability of gray level i as:



pi =



fi N



In the case of bi-level thresholding of an image, the pixels are divided into two classes, C1 with gray levels [1, …, t] and C2 with gray levels [t+1, …, L]. The gray level probability distribution of the pixels in the two classes is: C1: p1/ω1(t), …, pt /ω1 (t) C2: pt+1/ω2(t), …, pL /ω2 (t), t



where,



ω1 ( t ) = ∑ p i



and



i =1



ω2 (t) =



L



∑p



i = t +1



i



The means of the two classes are given by: t



i.p i i =1 ω1 ( t)



μ1 ( t ) = ∑



and



μ 2 (t) =



respectively. Mean of the entire image is given by:



L



i.p i 2 ( t)



∑ω



i = t +1



L



μ T = ∑ i.p i



μk =



(1)



i =1



The following two equations can be easily derived:



[CW(t k ) - CW(t k -1 )] [CF(t k ) - CF(t k -1 )]



The objective function can be formulated as:



ω1 . μ1 + ω 2 . μ2 = μ T ω1 + ω 2 = 1



M



∑ω .μ



(2) (3)
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M CW(tk ) - CW(tk-1 ) 2 = ∑[CF(tk ) - CF(tk-1 )].{ } CF(tk ) - CF(tk-1 ) k =1



The between class variance for a particular threshold is defined as:



σ B2 (t ) = ω1 ( μ1 − μ T ) 2 + ω 2 ( μ2 − μT ) 2



M



∑ω



(4)



The objective is to find a threshold (t*) that maximizes σ B . 2



k =1



Expanding the right hand side of (4) and using (2, 3) we get:



σ (t ) = ω1 .μ1 + ω2 .μ2 − 2(ω1 .μ1 + ω 2 .μ2 )μ T + (ω2 + ω1 )μT 2



2 B



2



⇒ σ B2 (t ) = ω1 .μ1 + ω2 .μ2 − μT 2



2



μT is a constant for the whole image, hence 2 maximizing σ B is equivalent to maximizing: 2 2 ω1 . μ1 + ω 2 . μ2 (6)



The last term



Arg [ Max {ω1 . μ1 + ω 2 . μ2 }] 2



2



1≤ t ≤ L This is now extended to multiple levels. Assume that there are M-1 thresholds {t1, t2… tM-1}, which divide the original image into M classes: C1 for [1… t1], C2 for [t1+1… t2]…, Ci for [ti-1+1… ti] …, and CM for [tM-1+1, …, L]. The between class variance can be defined here as: M



σ B2 (t ) = ∑ ω k (μk − μ T ) 2 k =1



As earlier, this equation can be reduced to: M



σ B2 (t ) = ∑ ω k . μk 2 − μ T 2 k =1



Thus the optimal thresholds (t1*,t2*, …, tM-1*) are given by: M



(t1*,t 2 *,…, t M-1*) = Arg [Max {∑ωk .μk }] 2



k=1



1 ≤ t1*, t 2 *,…, t M -1* ≤ L Define two functions (histograms): i



CF(i) = ∑ p j



, the cumulative probability distribution



j=1



function and i



CW(i) = ∑ j.p j , the weighted cumulative distribution j=1



function for i=1, 2, … L.



Clearly, ω k = CF(t k ) - CF(t k -1 ) where t0=0 and tM=L can be defined for consistency. It can be seen that



. μk



[CW(t k ) - CW(t k -1 )]2 =∑ CF(t k ) - CF(t k -1 ) k =1 M



(7)



Thus, from the image, the two histograms CF and CW are found out and the objective function is efficiently evaluated using the equation (7).
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3. Particle Swarm Optimization Particle swarm optimization (PSO) is one of the latest evolutionary optimization techniques developed by Kennedy and Eberhart [4]. The PSO concept is based on a metaphor of social interaction such as bird flocking and fish schooling. Similar to genetic algorithms, PSO is also populations based and evolutionary in nature, with one major difference from genetic algorithms that it does not implement filtering, i.e., all members in the population survive through the entire search process. PSO simulates a commonly observed social behavior, where members of a group tend to follow the lead of the best of the group. The procedure of PSO is illustrated as follows. 1. Initialization: Randomly generate a population of the potential solutions, called ‘‘particles’’, and each particle is assigned a randomized velocity. 2. Velocity update: The particles then ‘‘fly’’ through hyperspace while updating their own velocity, which is accomplished by considering their own past flights and those of their companions. The particles’ velocity and position are dynamically updated by the following equations:



ViNew = w.ViOld + c1.rand(). (pi − xiOld) + c2.rand(). (pg − xiOld) (8)



x iNew = x iOld + ViNew



(9)



Here, pi is the personal best position achieved by a point in the search space, pg denotes the global best yet and xi is the position of the particle at the current instant. The values c1 and c2 are two user defined constants which represent the weights given to the personal and global best positions. Eberhart and Shi [1] and Hu and Eberhart [2] suggested c1 = c2 = 2 and w = [0.5 + rand/2.0)]. The new velocity of a particle depends on its old velocity, the personal best position reached by the particle till that time instant and also on the global best discovered yet. The particles approach the global best as well as their own personal bests, and doing so eventually the global best is emerged.



4. NMPSO Approach: NMPSO [18] is a hybrid technique where PSO is used in conjunction with a local optimization technique (Nelder Mead Simplex Algorithm). Similar ideas have been discussed in hybrid methods using GA and direct search techniques, and they emphasize the trade-off between solution quality, reliability and computation time in global optimization (Renders and Flasse [9]; Yen et al., [17]). The population size in NM–PSO approach is set at 3N+1 when solving an N-dimensional problem. In Otsu’s method we need to estimate d-1 parameters, for division into d classes, so N is d-1. The initial population is created in two steps: using a predetermined starting point, N+1 particles are spawned with a positive step size of 1.0 in each coordinate direction, and the other 2N particles are randomly generated. These 3N+1 particles are then sorted by their fitness values, and the top N+1 are fed into the simplex search method to improve the (N+1) Th particle. This sorting can be done at best in O((3N+1).log(3N+1)) time. The NM method [6] is a derivative free technique where reflection, shrinking and elongation of a point through the centroid of two other points is done to get the newer point. The other 2N particles are adjusted by the PSO method by taking into account the positions of the N+1 best particles. This procedure for adjusting the 2N particles involves selection of the global best particle, selection of the neighborhood best particles, and finally velocity updates by equations (8, 9). The parameter values taken here are those suggested by [1, 2]. The global best particle of the population is determined according to the sorted fitness values.



5. Proposed approach: In the proposed approach the population size is a bit higher than NMPSO. It is taken 4d, for solving a d-class classification problem. The initial population is chosen, scattered randomly about the points that divide the frequency histogram into 1/d equal parts (the 100/(d-1)th percentiles). The user defined parameters c1, c2 and w are problem specific and for a particular problem a particular set
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Lena Lena Square2 Square2



No of Classes



2 3 2 3



Optimal Threshold



117 92, 151 140 59, 150



of parameters helps in speedy execution. Thus, it can be fruitful to first adjust these parameters to their optimum values for the problem at hand. Also, once tuned, these parameters are found to be pretty robust for that application. It can be noticed that the search space is not very large (0255) in each dimension. In the proposed approach the value assigned to c1 is 0.5 and c2 is 2 thus giving more weightage to the global weights than the personal weights. The choice of weights is supported by the facts that the search space is small and the function is smooth and has limited number of optima. The larger initial population assures that one of the initial population lies near the global optima and ultimately pulls the best value there. The value of w is taken as 0.5 as the velocity constant. The point to mention here is that though hybrid approaches are quite useful for irregular functions, they might not be very advantageous over the general method, if the function to be optimized is not very erratic.



6. Results and Discussion: The three approaches are evaluated in this section: Otsu’s exhaustive search method, NMPSO, and the proposed method (General PSO). The programs were run on MATLAB 7. The processor was P4 and 512 MB RAM. All methods were simulated under identical conditions and their results are compared. The methods are tried on a wide range of images. The CPU time given below is the average time taken for over 200 runs. It is to be pointed out that of the 200 times the programs were run, in about 5 percent of the runs the converged value for one of the thresholds deviated by a maximum of 1 from its expected exact value for the proposed method. This can be ignored, considering the fact that the human eye is not able to perceive the difference of 1 in the intensity value; hence this misclassification does not make a difference. The stopping criterion is the number of iterations. The proposed algorithm converges in lesser number of iterations than NM-PSO as the number of thresholds increases.
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Figure 1. (a) Gray Level Lena Image (b) Histogram with the thresholds (Black - bi level, Red – Tri Level) (c) Bi Level Thresholding (d) Tri level thresholding
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Figure 2. (a) Square2 (b) Histogram and thresholds of square2 (Black - bi level, Red – Tri Level) (c) Two level thresholding (d) Three level thresholding



7. Conclusions: In this work it is shown that particle swarm optimization in itself can work at par with its hybrid if the function space is not very irregular. Parameter tuning is essential in expediting the convergence and for well behaving functions it can outperform the hybrid optimization techniques. This is shown in the case of Otsu’s thresholding.
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