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Abstract Finding a partner is one of the fundamental pursuits of humans, yet little is known about how successful individuals are in their search for a mate. Using a mobile dating dataset with more than 33 million dating decisions, I show that while males achieve a median ordinal partner rank of 79 in their mate search, females come much closer to their ideal partner, with a median rank of 8 approaching a male-pessimal and female-optimal allocation. Asymmetries within couples have been linked to higher divorce rates, but by mainly focusing on efficiency considerations, the emergence of such imbalances has not been studied empirically to date. I show that asymmetries are in part explained by females selective dating behavior and males corresponding, less selective responses. I also show that the willingness to search longer translates into worse outcomes for males, while females outcomes do not depend on search length at all. Decisions are analyzed in the framework of Eriksson et al.s two-sided Secretary Problem, working with weaker assumptions than traditional matching models and explicitly studying asymmetries by setting outcomes in relation to search length, attractiveness and own acceptance rates. Further results on preference parameters confirm both a preference of males for younger partners, a preference of females for older partners, and a general tendency towards homogamy. Keywords: Matching, marriage market, two-sided secretary problem, online dating, optimal stopping theory JEL: C78, J12 ∗
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Introduction



Over the past 20 years, online mate search has become one of individuals’ main intermediaries to find a partner, and previous research has successfully linked online dating patterns to observed patterns in the overall marriage market (Hitsch et al., 2010). Inexistent up until the mid 1990’s, more than 20 percent of heterosexual couples met online in 2010; for same-sex couples, that fraction was almost 70 percent (Rosenfeld and Thomas, 2012). Shares are likely to have increased since then, with the use of online dating or mobile apps by young adults nearly tripling between 2013 and 2015 (Smith, 2016) and mobile dating overtaking traditional online dating in 2012 (Sales, 2015). Meanwhile, other channels for mate search such as meeting through coworkers, family or at college are in a steady decline. This shift opens interesting research opportunities, because as opposed to other mate search intermediaries, the online channel offers a significant advantage: trackability. Starting with Becker (1973), preferences and resulting outcome patterns in mate search and the matching literature more generally have gotten a lot of attention in both theoretical as well as in empirical research. But empirical work has lagged the theory, mainly because applied research in mate search and matching more generally had to be content with datasets only containing realized matches, with no information regarding how individuals ended up in an equilibrium (e.g., Lee, 2015). More recently, this restriction on the data side lead to advances in the econometrics of matching models. Still, empirical work on search and matching is tightly embedded in theory and relies on strong assumptions as long as only sets of realized matches are available (for a survey, see Chiappori and Salanie, 2016). This paper works with a rich online dating dataset tracking mate search behavior from start to finish: The potential partners an individual considered, realized as well as rejected matches, the choice set of available partners, and final outcomes. The setup allows to circumvent many of the potential econometric challenges, answering questions such as: What is the ideal partner of an individual? How successful are individuals in matching with that ideal partner? To what extent does that success depend on their search intensity, their own behavior as well as the behavior of candidates on the other side? After an initial match, are actions at a later stage consistent with the early-stage decisions of an individual? The first contribution of this paper is its focus on asymmetries in behavior and outcomes across gender in the mate search problem. Taking the individual-specific rather than the pairspecific view allows conclusions about the optimality of an equilibrium matching from a new perspective. Such considerations might be important: With a large number of participants in a matching market, the number of stable matchings increases considerably (Pittel, 1989). But not all of these matchings are equally preferable from an individual viewpoint, which may have consequences for longterm prospects of a couple. It has been shown that asymmetries within
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pairs result in higher divorce rates (Guven et al., 2012), while trends such as marrying later may increase asymmetries across females and males (Kashyap et al., 2015). Previous research either had to ignore asymmetries, because data structures only allowed identification at the level of a matched pair, or deemed them unlikely by assuming common preferences. To the extent that they were taken into account, asymmetries were attributed to exogenous factors such as uneven sex ratios, whereas I will also allow asymmetries to emerge endogenously. The second contribution of this paper is the estimation of preferences. Knowing mating preferences helps understand the causes of the observed assortative patterns in marriage, which in turn affect economic variables of interest such as income inequality (Burtless, 1999). In a seminal contribution, Hitsch et al. (2010) analysed preferences using data from an online dating platform. In their setting, users browse online profiles of potential mates, and, if they find the information provided on the profile appealing, send out a first-contact e-mail. The authors use the binary decision “Email yes/no” in order to estimate a model of revealed mate preferences. They find, for instance, that both men and women have a strong preference for similarity and, famously, that women have a stronger preference for income relative to physical attributes than men. This paper takes the Hitsch et al. (2010) approach to the next generation of dating technology, namely mobile apps. A key difference between computer-based online dating and mobile appbased dating platforms such as Tinder is that users cannot freely browse through profiles, but need to respond to externally selected proposals. In contrast, preference estimates in Hitsch et al. (2010) only use decisions from a pre-selected set of choices, where the selection is made by the user based on his or her preferences, and thus endogenous. This pre-selection issue is avoided in the application studied here — effectively attributing any emerging assortative patterns to preferences rather than endogenous meeting opportunities. Also, as opposed to starting or replying to a conversation, individuals are forced to take independent decisions without any interaction with the candidate, thereby excluding any potential endogeneity issues by design. Transaction cost are even lower for mobile apps than they already are for traditional dating platforms, and strategic behavior, found unimportant by Hitsch et al. (2010), are even less of a concern. Finally, individuals put a lot of weight on candidates’ photos in their decisions1 , a factor that could only be partially accounted for in Hitsch et al. (2010), as only about a quarter of users posted at least one photo at all. On the downside, the information on potential dating partners by mobile dating apps is less rich. For instance, Hitsch et al. (2010) estimate the effect of income, height, body mass index and religious denomination on mate choice, whereas the decisions in the mobile application are mainly based on profile pictures and age. 1



The New York Times, Tinder, the Fast-Growing Dating App, Taps an Age-Old Truth, http://nyti.ms/ 29WqO2e
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The analysis of this paper follows the three steps of the dating process as it presents itself to the typical user of a dating app. Data originate from a Swiss location-based mobile dating app encompassing over 17,000 individuals making a total of more than 33 million decisions. In a first step, users have to make independent, binary willingness-to-date decisions for a random sequence of proposals. They can choose how many proposals to consider, and there is no limit on the number of acceptances. However, there is no backtracking: if a proposal is rejected, it is not possible to change one’s mind later. From these binary willingness-to-date decisions I estimate individual preferences over attributes of potential partners and rank all partners considered in an individual’s “choice set”. Step two determines whether or not there is a match and how “favourable” such a match is. A match is defined simply as mutual acceptance (“Hi” responses) of the proposed mate, in which case a chat window opens. Based on my preference results, I can determine how close the actually matched partners are to the ideal partner (in terms of ranks), and how this distance depends on how attractive an individual is, how selective she behaves and how long she is willing to search for a mate. In particular, I show that such asymmetries in behavior and outcomes between men and women are closely related, taking a theoretical model of two-sided matching as guidance (the “Secretary Problem”, Ferguson, 1989; Eriksson et al., 2008). In a final third step, I analyze opportunity sets and follow chat messages to determine whether a telephone message is exchanged (which happens in 2 percent of initial matches), corresponding to a match as defined by Hitsch et al. (2010). Unlike in previous steps, in step 3 matched individuals are free to interact with each other as much as they want, introducing endogenous decision-making. Whereas in step one, individuals took snap decisions in just a few seconds, interactions in step three last longer and allow both mates to gain additional information about their matched candidate. By introducing the preference ordering from step one as a predictor for a phone number exchange, I can connect the short-term, snap judgment stage with the longer-term, endogenous interactions in stage three. Controlling for exchanged messages, I can test whether first-stage decisions are in line with later-stage interactions. As decisions in step one and step three are different events, predicting later stage matches serve as out-of-sample predictions of the estimated preference parameters revealed in step one. Results on revealed preferences show that females as a group behave very selectively, whereas male acceptance rates are much more heterogeneous. Overall, physical attractiveness of a candidate is the primary factor in the willingness-to-date decision for both men and women, a result in line with previous research on online dating services. The age of a candidate is an additional important factor, with females preferring older and males preferring younger candidates. At the same time, both genders dislike age differences, counteracting the former age effects and resulting in a total effect with an inverse U-shape. Results generally show a
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strong preference for homogamy, with females and males disliking both positive and negative differences between a candidate and themselves. These tendencies confirm the assortative mating patterns that are well documented in previous research. When looking at the ranks of the best-matched partner of each candidate, I find that females are getting on average more highly ranked partners than men. With median ranks of females at rank 8 and median ranks of males at 79, outcomes differ by a factor of almost ten. When analyzed in the model context, these outcomes suggest an almost female-optimal and male-pessimal matching. A female’s achieved match rank does not depend on search effort, approaching to the one-sided limit case of the model. For men, more intensive search pays out in terms of rank percentiles, with absolute ranks growing at a slower pace than search length. I make the case that males approach another limit case of the model in which their payoffs converge to their respective outside options. Combined with the generally observed increase in the age at which individuals get married, this finding suggests that asymmetries within couples are likely to increase as both males and females search their partners over longer periods of time. The ranks assigned in the first stage are in line with the phone numbers exchanged later, with lower ranks increasing the probability of starting a conversation, replying to a first message and exchanging phone numbers. This is reassuring, as it suggests that high-frequency snap judgments based on limited information in the first stage are consistent with actions taken at later stages. In the majority of cases, males make the first contact and aim high, contacting better-ranked females while ignoring their own ranking in the female’s eyes. Females show more reciprocal patterns in both starting a conversation as well as replying to a first contact, taking into account their ranking in the candidate’s eyes. This paper is structured as follows: Section 2 introduces the smartphone application. Section 3 presents preliminary statistics on key variables, while section 4 presents results on preferences. Section 5 introduces a theoretical framework for the first stage decision and analyzes empirical results in the context of that framework. Section 6 discusses opportunity sets and later-stage decisions. Section 7 concludes.
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The smartphone application



Data is sourced from BLINQ2 , a Swiss location-based mobile dating app which first went online in 2013. The goal of the app is to match two persons, allowing them to chat and eventually meet for a date. Both the app and the app’s competitors (e.g., Tinder) have become very popular in the dating life of young Swiss individuals. As measured by Google Trends data (Figure 12 in the appendix), BLINQ is most popular in the German-speaking part 2



http://www.blinq.ch
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of Switzerland, particularly in the canton of Zurich and its adjacent regions. The application and registration are free of charge. Unlike traditional online dating websites (see, e.g., Hitsch et al., 2010), users in the BLINQ app are not free to browse through profiles. The only filters they can set on their choice set are filters on sexual orientation, age range and geographic distance. When a user opens the application on her smartphone, she is presented with an exogenously selected candidate from the set of candidates satisfying their search filter. Users cannot skip candidates, but are forced to take a decision on each candidate in order to move on to the next candidate. As meeting opportunities are then externally assigned, this largely gets rid of the problem of disentangling dating preferences from endogenous meeting opportunities (i.e., search frictions, Belot and Francesconi, 2013), which is of particular interest when studying assortative mating patterns. However, the ordering of presented candidates in the sequence is not fully random. The app’s algorithm orders potential candidates by a combination of the response of the candidate (candidates who already positively responded to the user appear sooner to ensure timely notification of a match), activity (more active users appear sooner in the sequence), attractiveness (measured by the fraction of HI ’s a candidate gets), the (standardized) difference in attractiveness between user and candidate, and the distance between user and candidate. This ordering process is executed each time a user opens the app and sends a query to the app’s server. Preset filters may be overridden if the set of candidates fullfilling the restrictions is too small. The ordering of candidates will be crucial in the theoretical model used in this paper — in particular, I will assume that the next candidate’s rank is uniformly distributed, an assumption I will explicitly validate in a later section. I do not rely on meeting opportunities to be fully exogenous, however, as I abstain from drawing definitive conclusions about the drivers of assortative mating. The model itself assumes users only rank candidates they have actually been shown (as opposed to having a rank ordering relative to the whole candidate pool), but makes no assumptions about potential selection effects with respect to choice sets. The user is given some information about the candidate, including first name, photos, geographic distance, school and mutual friends (see Figure 1a). Based on this information, the user has to decide whether to say HI or BYE to the candidate (swiping right or left on the phone’s screen). I will call each of these HI/BYE -decisions a subgame or a period, using the terms interchangeably. I will also refer to the decisions as ratings, since the decision to date someone is also an indication of the attractiveness of the candidate. Profile information is imported from Facebook to ensure credible information, and newly registered users are examined by the app’s developers in order to avoid and filter out fake profiles. I only analyse data of users who passed and completed the registration process, are
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at most 40 years old and were located in Switzerland at the time the data was drawn. The dataset was drawn in July 2015. I will focus exclusively on heterosexual mate search.



(a) Step 1



(b) Step 2



(c) Step 3



Figure 1: Subgame decisions leading to a match If a user says BYE, she moves on to the next candidate. The same thing happens if the candidate on the other side rejects the user. There is no backtracking: Once a user has rejected a candidate or has been rejected by a candidate, she can never revoke that decision. If both she and the candidate say HI, both users get notified about the match (see Figure 1b) and a chat window opens that allows them to exchange messages (see Figure 1c). Going forward, I will refer to the step in Figure 1a as the first step or early stage, the screen in Figure 1b as step two and the screen in Figure 1c as the third step or late stage. Throughout the paper, but with the exception of the last section, I will define a match as both user and candidate giving a positive response. I use alternative definitions in the section on later matching stages. It is important to stress that at the time of the decision, the user has no information regarding if or how the candidate has decided on herself, which significantly simplifies the estimation of preferecences. If both candidates are still interested after exchanging a few messages they will usually exchange phone numbers through the chat, then exit the app and possibly meet in person. On the downside, anything that happens beyond messaging in the application’s chat is not registered. Also, matches in the application are not exclusive. A user can collect multiple matched candidates, which in turn may have multiple matches themselves. A match as defined 6



by the app and in this paper should not be seen as an equivalent to being in a relationship (let alone marriage), but rather as a mutual signal of interest and an opportunity to go on a date with someone. As such, the application refers to the earliest stage of a relationship and is more akin to speed dating.
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Measuring Attractiveness and Selectivity



The dataset comprises observations on 6,066 females and 11,302 males, resulting in a gender ratio of almost 2:1 that stays roughly constant over time. I dropped any users that have not completed the login process, have not passed the application’s screening process or have been blacklisted, thereby filtering out fake profiles. I also dropped the homosexual and bisexual users in the data due to their limited number. I do keep bisexual individuals as candidates when evaluating preferences, meaning that heterosexual users can rate bisexual candidates but not vice-versa. With respect to search effort, females take 1,695 decisions on average, compared to 2,032 for males.3 I will use the number of decisions as the measure for search length. More than 99.9 percent of females and 92.5 percent of males do not rate the whole set of candidates, making the constraint of a finite candidate pool not binding for a large majority of users. In other words, although the 2:1 gender ratio mentioned above might sound extreme, the dating pool on the app is deep enough to make that ratio effectively irrelevant for the majority of users. I define the overall attractiveness of a candidate as the fraction of positive responses (HI or likes) a user gets — in other words, the average probability of a user to be accepted by a candidate. In later estimations, this overall measure captures any characteristics that are not included as a covariate (e.g., age). Given the application’s setup, it is reasonable to assume it mostly captures information transmitted through photos, where the information in the photo may be directly related to a candidate’s physical appearance as well as surroundings. The assumption is backed up by previous research: Working with the same data, Rothe et al. (2015) extracted visual features from candidate’s photos to predict willingness-to-date decisions. Out-of-sample predictions based on one photo alone were shown to be correct in more than 75 percent of cases, with improved accuracy if a user’s decision history was taken into account.4 The authors’ algorithm was further validated using the dataset in Gray et al. (2010) where subjects were asked to judge facial beauty of candidates in photos. Overall, these findings suggest that photos play a major role in all individuals’ decisions, which in turn will be reflected in the attractiveness measure. 3 4



Median values: 1,103 for females, 1,213 for males. A demonstration of their algorithm can be found at http://www.howhot.io, where visitors are free to upload their own photos and get an estimate of the facial attractiveness of the person depicted.
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Figure 2: Attractiveness a =



liked liked+disliked ,



by gender



There are strong differences in attractiveness measures between females and males. Females have an average attractiveness of 0.486, indicating that roughly every second time a female is shown to a male user, she gets a positive response. The overall distribution of females follows a bell-shaped beta density shown in Figure 2, resembling previously found patterns (Rudder, 2014). Its unimodal shape itself has been highlighted in previous research, as one could imagine for example bimodal, beauty-and-the-beast like distributions as well. Females rate males’ attractiveness much more conservatively, with the average male attractiveness at 0.072 or approximately 7 percent, and the overall distribution in Figure 2 skewed to the right. Again, previous research shows similar patterns (Rudder, 2014). Both attractiveness measures are close to the same measures on the US application Tinder, which is reported to be 14 percent (females) and 46 percent (males), respectively.5 If I look at the candidate’s average attractiveness measure on a decision level rather than on the level of an individual, these numbers are even closer (females: 14 percent; males: 50 percent), suggesting that individuals behave similarly across these applications. I define the acceptance rate or selectivity measure of a user as the number of times a user gives a positive response, divided by the total number of responses. In the aggregate, this roughly corresponds to the attractiveness measure of the opposite gender, though not exactly, as users who stay on the application longer will also be shown more often.6 The mean value is 5



Source: The New York Times, Tinder, the Fast-Growing Dating App, Taps an Age-Old Truth, http://nyti. ms/29WqO2e 6 If every user rated every candidate and vice-versa, the attractiveness measure and the acceptance rate would
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Figure 3: Acceptance rate s =



likes likes+dislikes ,



by gender



0.116 for females and 0.506 for males. Aside from the previously cited statistics, females being choosier than males is observed in other dating contexts as well (e.g., Belot and Francesconi, 2013; Fisman et al., 2006). An interesting pattern can be seen when looking at the whole distribution in Figure 3: Whereas the distribution of the acceptance rate of females roughly resembles the distribution of male attractiveness and shows homogeneous, relatively concentrated behavior within the group of females, male selectivity is much more evenly distributed, resembling a uniform distribution rather than the bellshaped distribution of female attractiveness.7 In particular, there exist some very selective male users as well as a group of males that is willing to accept almost any candidate. As discussed later, the model employed in this paper offers an explanation for how these differing behavior patterns may arise. Both distributions remain largely unaffected when conditioned on the users’ attractiveness measures. On the individual level, there is a strong interplay between a user’s attractiveness and her own acceptance rate. The relationship shown in Figure 4.8 The more attractive a user, the more selective she behaves (note that more selective behavior means a lower acceptance rate). Such behavior makes sense if users target a finite, manageable number of matches be equal. One may also argue that the male acceptance rate density is a bimodal distribution with the second mode at the boundary of 1, hinting at a mixture between two types with different levels of acceptance rates. 8 The graph for males excludes one outlier, the most attractive male (attractiveness=0.75). Including the observation leads to a stronger uptick at the right end of the attractiveness scale. 7
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Figure 4: Acceptance rates vs attractiveness, by gender rather than maximize total matches (see also Table 6). The negative relationship between own attractiveness and own acceptance rate is one of the fundamental theorems derived in the theoretical model employed in this paper.
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Preferences



To be able to say anything about whether mate search is successful, I need to know what individuals consieder attractive. To what extent is the ideal partner a universal type? Do individuals only care about the attributes of a mate itself, or is the difference in these attributes with respect to oneself relevant, too? This section estimates preferences for males and females, revealed by binary HI/BY E-decisions (yes/no) made in the first stage in the application. Revealing preferences serves three purposes: For one, by knowing preferences, I can construct individual rank orderings that allow me to analyze outcomes. With the ideal candidate of an individual ranked first, looking at the ranks of final matches gives an indication of how close an individual’s matched mate gets to her ideal partner. Second, several aspects of preferences are interesting in their own right. For one, it is a priori unclear how common or idiosyncratic preferences are across individuals. In biology, researchers typically assume common preferences, with agents evaluating their preference for a mate according to a universal measure such as physical fitness. In such a case, rank orderings are identical across individuals, leading to a unique stable equilibrium. At the other end of the spectrum are independent preferences, where the preference ordering of one individual is fully independent of the ordering of another individual. By introducing both common elements as well as pair-specific variables and fixed effects, I can draw some conclusions on the relative importance of common and individual preference components.
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Third, I also shed some light on the discussion of assortative mating, i.e., the frequently observed pattern that individuals mate with partners that resemble them across different dimensions (e.g., young with young, high income with high income, high education with high education). Identifying the drivers behind assortative mating has been a challenging task for empirical researchers, as common preferences, a preference for homogamy as well as endogenous meeting opportunities (search frictions) offer explanations for the observed pattern. Given that I observe a large and exogenously imposed choice set in my data and search costs are minimal, I can reasonably assume away endogenous meeting opportunities. In other words, any observed assortative patterns are likely the result of common and individual preferences. Note that this is not to say that endogenous meeting opportunities and other search frictions might not enforcen such patterns.



4.1



Estimation



Preferences are revealed through the introduction of latent random utility functions, where I use the assumption that if a user is willing to match with candidate j but not with candidate k, she prefers a potential match with j over a match with k. Utilities are assumed nontransferable. Let UW (m, w) be the expected utility that a female user w gets from a potential match with male user m, and let νW (w) be the reservation utility w gets from her staying single and continuing the search for a partner (in other words, the outside option). She chooses to say HI to a candidate in period r if and only if UW (m, w) ≥ c(w, r). The cutoff value c(w, r) is both individual specific and time dependent9 . As in the limitedawareness model in Menzel (2015), the utility of a match with a candidate the user never meets is set to minus infinity. I will use the female perspective for the remainder of this section; utilities for males are defined analogously. Given this threshold-crossing decision rule, mate preferences can be estimated using standard discrete choice models. A womans utility is defined as a combination of deterministic, observed attributes of candidate m as well as woman w, a parameter vector θW as well as an idiosyncratic term, UW (m, w) = UW (Xm , Xw ; θW ) + εwm . As in Hitsch et al. (2010), I split the attribute vector and parameter vector into separate components: Xm = (xm , dm ), θW = + − (βW , γW , γW , ϑW ). The latent utility of woman w from a match with man m is parametrized as 9



Potential time dependencies are discussed in more detail in the model section.
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+ − UW (Xm , Xw ; θW ) =x0m βW + (|xm − xw |0+ )α γW + (|xm − xw |0− )α γW



+



N X



1 {dwk = 1 and dml = 1} · ϑkl W + εwm



(1)



k,l=1



The first component in the above equation captures common preferences for a male candidates attributes, regardless of a woman’s own attributes. By taking differences between the attributes of a candidate and a user, the second component captures pair-specific (i.e. individual) preferences. Negative parameters indicate a preference for assortative mating, i.e. users prefer candidates resembling themselves over candidates that differ from them. I estimate the parameters for positive and negative differences separately, allowing for positive differences to have a distinct impact from negative differences by splitting them up into two + and γ − , respectively. In order to circumvent idenseparate parts with parameter vectors γw w tification issues, the differences are exponentiated to the power α (throughout this paper, α = 2). The summand collects indicators equal to one whenever both user and candidate share an attribute (e.g., both speak German, both have a university degree), capturing additional pair-specific characteristics. The third component embeds a user-specific fixed effect for a user’s own characteristics as well as an idiosyncratic term. Finally, I control for the effect of time in c(w, r) by including a period variable r in the estimation. To estimate the model, I assume that ε has the standard logistic distribution and is i.i.d. across all pairs of men and women and estimate a individual fixed effects logit model. Reservation values νW (w) and νM (m) are estimated as fixed effects. Note that both reservation values and a user’s own attributes are captured in the fixed effect. Choice probabilities are defined as Pr(w gives HI to m) =



exp(UW (Xm , Xw ; θW ) − cwr ) . 1 + exp(UW (Xm , Xw ; θW ) − cwr )



(2)



It should be pointed out that independence across partners and from observed characteristics is a strong, but standard assumption in the matching literature that makes estimation of the model straightforward (Chiappori and Salanie, 2016). Note, however, that in the present setup, decisions between two matched candidates are indeed independent, as both user and candidate learn about the other’s decision only after they made theirs and are not allowed to interact until they mutually agree to get matched.



4.2



Data on decisions



For computational reasons and to avoid giving to much weight to heavy users, the estimation of preferences only uses the first 100 decisions of every user in the application. These 100 decisions cover roughly 8 percent of a user’s search length, on average. Summary statistics 12



on decisions and the users involved are provided in Table 1. Note that the variables mostly relate to the users’ attributes, not the candidates’ characteristics (apart from differenced measures). Standardized measures are normalized by gender and over individuals (as opposed to decisions) — as some individuals show up more often in decisions than others, reported summary statistics may deviate from the expected mean of 0 and variance of 1. Variables can be grouped into three segments: physical attractiveness, demographic and socioeconomic characteristics, and a geographic variable. Physical attractiveness is measured by the attractiveness variable10 , which is defined as previously. Note that a user’s own decision has been calculated out of candidate’s attractiveness measures in order to avoid endogeneity issues. Also note that the attractiveness measure is not observed by users, but only by the researcher. In order to measure differences in attractiveness in a pair, the measure has been standardized within gender. Summary statistics in Table 1 indicate that the sampled decisions include slightly above-average candidates with respect to attractiveness. The table also lists the acceptance rate mentioned previously, a behavioral variable not included in the regressions but captured in the fixed effect. Age is high up in the list of important demographic and socioeconomic variables. Age is measured in years and balanced between males and females. All users are between 13 and 40 years old, covering the prime age range for dating. Age 13 is the minimum age to register on Facebook; I dropped the few people above 40 years old. When estimating preferences, I will introduce a cutoff at age 18 and measure the absolute distance in years from 18.11 University is a dummy indicating whether the user lists a university in the education section of her Facebook profile, whereas Both university indicates whether both user and candidate have listed a university on their profiles. Males report slightly higher university rates than females, but differences are not statistically significant. Same school indicates whether user and candidate have been at the same school. German speaking indicates that the applications language is set to German, with the implication that the language setting is an approximate indicator for the main language spoken by the user. Both German speaking is equal to one whenever German = 1 for both user and candidate. On a more social dimension, no.of friends is the number of Facebook friends, measured in hundreds. Mutual friends is the number of mutual Facebook friends that also use the dating app, while the squared differences in friends is the difference in Facebook friends, measured 10



Differences in HI and attractiveness measures are due to the capped sample after the first 100 decisions as well as dropping incomplete, hidden and blacklisted profiles. 11 The application itself sets age filters that separate minors from adults, which is why I introduce this cutoff.
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Table 1: Summary statistics on user-candidate attributes in decisions



HI Attractiveness Attractiveness, standardized Squared diff. in attractiveness, positive Squared diff. in attractiveness, negative Acceptance rate Acceptance rate, standardized Age Squared diff. in age, positive Squared diff. in age, negative University Both university Same school German speaking Both German speaking No. of friends, in hundreds Mutual friends Squared diff. in friends, positive Squared diff. in friends, negative Distance in km TRX % of search covered Observations



Female Mean St. Dev.



Male Mean St. Dev.



0.141 0.487 0.011 0.237 2.001 0.102 -0.087 25.73 4.096 15.50 0.069 0.009 0.088 0.843 0.648 4.887 0.261 0.903 3.237 41.64 87.13 0.083



0.498 0.072 0.007 0.874 1.003 0.489 -0.041 26.62 19.47 7.155 0.087 0.007 0.076 0.752 0.640 5.863 0.231 2.060 1.409 39.69 89.20 0.080



453,575



0.348 0.164 1.000 0.629 4.591 0.104 0.863 4.938 14.61 25.45 0.253 0.093 0.283 0.364 0.478 3.485 2.316 7.460 13.959 50.08 11.36 0.135



0.500 0.071 1.000 3.333 1.632 0.291 0.987 5.135 36.56 20.90 0.282 0.085 0.266 0.432 0.480 4.513 2.268 10.82 9.275 52.41 13.85 0.139



821,525



Source: BLINQ; own calculations. Based on the 100 first decisions of all users. Note that means and standard deviations refer to decisions, not users, thereby giving more weight to more active users. HI is a dummy indicating a positive decision. Attractiveness is defined as the ratio of the number of HI’s a user got, divided by the number of times the user has been rated. The measure is standardized within gender. Differences are taken over the standardized measure. Acceptance rate is defined as the ratio between the number of times a user rates HI, divided by the total number of decisions she has taken. The user’s own decision has been calculated out of the attractiveness measure. Standardization as in the case of attractiveness. Age is measured in years and bounded between 13 and 40. U niversity is a dummy indicating whether the user has a university listed on his Facebook profile. Both university is a dummy indicating whether university == 1 for both the user as well as the candidate.Same school is a dummy indicating whether both user and candidate list the same school on their Facebook profile. German speaking is a dummy indicating the language set in the app. No. of friends is the number of Facebook friends measured in hundreds, mutual friends the number of mutual friends that also use the dating application. Squared difference in friends is measured in units of 100,000. Distance is the distance in km between user and candidate, where the information on location was drawn just once, assuming users do not move. Only candidates within a 300km radius are considered. T RX is the number of decisions a user has taken, capped at 100. % of search covered is the fraction of the current decision number divided by the total number of decisions taken by a user.
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in units of 100,000. All of these measures are included to capture the sociabililty of a person, with more outgoing individuals having a higher friendcount, which supposedly has an effect on how likely a candidate is to accept and contact a user. Note that only the mutual friends variable can be directly seen by the user, an indication of how much the pair’s social circles overlap. Distance is the distance in km between user and candidate, calculated using longitude and latitude coordinates. Note that these coordinates were only drawn once when the dataset was compiled, as the app does not record geolocational data for every single decision of a user. Implicitly then, I assume that users do not move. Decisions for users and candidates that were more than 300km apart were dropped to avoid including potentially fake user profiles while at the same time ensuring that users roughly within the borders of Switzerland stay in the dataset. Finally, T RX records the decision number in the sequence, capped at 100 (in other words, it is the censored measure of the number of decisions in Table 6). The model (discussed later) predicts that users should get less selective as they approach the end of their search, which is why it is important to take the time factor into account when estimating preferences.12 The T RX variable averages below 100 as some users quit before taking 100 decisions.



4.3



Results on preference parameters



Preferences for females and males are estimated separately. Table 2 and Table 11 in the appendix present results on the fixed-effects logit model, with Table 2 listing coefficients and Table 11 listing marginal effects.13 As a robustness check, I estimate the model with 100 randomly drawn HI/BY E-decisions of all users in case the first 100 decisions lead to different results than 100 randomly drawn decisions of a user. I also run a robustness check by drawing the full search history of a limited set of randomly drawns users. The results on both robustness checks are presented in Tables 12 and 13, complemented by Table 10 presenting results of a linear probability model as a baseline specification. Results are largely equivalent to the results shown here. I also look at potential strategic behavior, i.e. whether an individual does not give a positive response because she anticipates the candidate would decline. This could potentially confound estimated preference parameters, as discussed in more detail in Hitsch et al. (2010). I proceed as in Hitsch et al. (2010), including a covariate inversely proportional to the candidate’s acceptance rate, pr = 1/accrate, in estimation. Note that the candidate’s acceptance rate 12



Note that while the T RX variable is included in the estimation of preferences, it is ignored when calculating rank orderings as these rankings are not time-dependent. 13 The calculation of marginal effects relies on the assumption of a fixed effect of zero and therefore should be interpreted accordingly.
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is not directly observed by the user herself. Results show that although the coefficient on that strategic variable is statistically significant, including or omitting it does not alter the remaining preference parameter estimates in any meaningful way. In all tables, the first two columns present estimates on female preferences, whereas columns 3 and 4 present estimates on male preferences. The signs of the effects can be directly interpreted from the coefficients presented in Table 2. With respect to variables that measure differences, a negative coefficient can be interpreted as a preference for likeness or similarities, whereas positive coefficients indicate a preference for dissimilarities. According to the results of the linear probability model in Table 10 as well as marginal effects listed in Table 11, attractiveness (as well as the differences within a pair) is the most important factors affecting the probability of saying HI to a candidate. As expected, the attractiveness measure has a strong positive impact on the likelihood of a positive rating on a candidate for both genders. Perhaps more surprisingly, differences in attractiveness are generally disliked in either direction, with marginal effects calculations hinting at stronger effects in the case where the user is less attractive than the candidate. On the individual level, the positive coefficient on the attractiveness of a candidate in combination with negative coefficients on differences leads to a u-shaped total effect of attractiveness, with its peak at the user’s own attractiveness level. This suggests a decisive role for physical attractiveness and other visual cues reflected in the profile photos. Contextualized and following intuition, this result is perhaps not surprising, as the application as well as its competitor apps are built around photos, and online dating companies themselves have become increasingly aware that looks are the most signficant factor in willingness-to-date-decisions whereas other features such as common interests or education only play a secondary role. In the words of the online dating platform OKCupid, “a person’s profile picture is worth that fabled thousand words, but your actual words are worth. . . almost nothing.”14 In light of the fact that the median time to take a decision in the app is approximately 5 (females) and 3 seconds (males), the suggestion that individuals decide mostly on the basis of photos is not only plausible, but supported by previous psychological research on first impressions (Willis and Todorov, 2006). At the same time it is an important finding, as other studies ignored visual features in their estimations. In the paper by Hitsch et al. (2010), for example, only 27.5 percent of users post a photo at all. Age is another significant factor in the users’ willingness-to-date decisions, and what appears supported by anecdotal evidence is confirmed: Males prefer younger partners, whereas for females it’s the opposite.15 Specifically, males prefer females about 3.5 years younger than 14



Source: The New York Times, Tinder, the Fast-Growing Dating App, Taps an Age-Old Truth, http: //nyti.ms/29WqO2e 15 For candidates below 18, the absolute distance from 18 is measured. Hence a positive coefficient indicates a
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Table 2: Fixed effects logit results on preference estimates (coefficients)



DV: Binary willingness-to-date decision Attractiveness, standardized Squared diff. in attractiveness, positive Squared diff. in attractiveness, negative Years ≥ 18, absolute Years < 18, absolute Squared diff. in age, positive Squared diff. in age, negative University Both university Same school German speaking candidate Both German speaking No. of friends, in hundreds Mutual friends Squared diff. in friends, positive Squared diff. in friends, negative Distance in km TRX Observations Individuals Log-likelihood



Female Coeff. SE



Male Coeff. SE



0.892 -0.002 -0.067 0.050 -0.609 -0.014 -0.014 0.037 0.052 0.022 -0.089 0.084 0.001 0.031 -0.004 -0.002 -0.000 -0.004



1.322 -0.040 -0.117 -0.042 0.174 -0.006 -0.001 -0.018 0.067 0.031 -0.014 0.039 0.004 0.004 -0.004 -0.003 -0.000 0.000



441,790 5,367 -129,430



0.010 0.017 0.002 0.004 0.042 0.001 0.001 0.016 0.057 0.020 0.028 0.031 0.002 0.002 0.002 0.001 0.000 0.000



0.008 0.004 0.004 0.002 0.026 0.000 0.000 0.012 0.038 0.013 0.016 0.018 0.001 0.001 0.002 0.001 0.000 0.000



785,936 9,550 -319,096



Source: BLINQ; own calculations. Based on the 100 first decisions of all users. For females, 368 users (11,785 observations) were dropped because of all positive or all negative outcomes. For males, 947 users (35,589 observations) were dropped because of all positive or all negative outcomes. Variable definitions as before. Variables other than direct user-candidate comparisons relate to the candidate, not the user. User characteristics are captured in the fixed effect.
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themselves, while females prefer males that are 1.8 years older. Taken together, the respective preferences should lead to couples where men are older than women. Again, though, the effect is U-shaped: Slight age differences are preferred, but as the age gap with respect to an indivduals own age widens, there is a point at which the female (male) preference for an older (younger) is overturned by a preference for a similarly aged partner. Other factors included in the estimation only move the needle at the margin compared to the effects of attractiveness and age, if they are significant at all. The two estimated effects on university education are positive with the exception of the university dummy for a female candidate presented to a male, though none of these effects are statistically significant at the 5 percent level. The effect of being at the same school is positive but only significant for males. The number of Facebook friends does not affect the probability to in any economically significant way, but is statistically significant for males. The number of mutual friends as well as differences in friend counts are statistically significant for both genders, with differences again being generally disliked, whereas overlap in social circles has a positive effect. A German speaking candidate may be less attractive to a female user, but only if the user herself does not speak German. If both speak German, that effect is cancelled or even reversed. Distance has no effect, possibly because candidates are all relatively close to each other to begin with. The sign of the estimated coefficient is negative though, in line with expectations. Last but not least, women become more selective as they continue rating candidates, with the coefficient on the period variable being negative. Males, on the other hand show no such behavior. Note, as only the first 100 decisions are used in this estimation, changes in acceptance rates over time might also reflect belief updates of new entrants about candidate’s behavior. To further decompose preferences into common and individual components, I run a set of random-effects and fixed-effects regressions. I report loglikelihood and Wald χ2 statistics in Table 3. I start out with a baseline random effects model including attractiveness as the sole covariate, which implements a simple common preference model. I then build up to include more common covariates relating to the candidates’ attributes and finally show statistics for the full set of covariates including fixed effects, allowing for individual-specific preferences. Note that I lose some individuals in fixed-effects estimation due to no variation in the dependent variable, which makes direct comparison of loglikelihood values across random effects and fixed effects estimation difficult. Focussing on random-effects specifications, the attractiveness measure by itself already explains a meaningful part of a user’s decision. As the specification allows for more common as well as individual preference parameters, loglikelihood values and Wald statistics increase preference for younger potential partners, while a positive coefficient for candidates older than 18 indicates a preference for older candidates.
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Table 3: Common vs individual preferences decomposition Female Loglikelihood Wald χ2



Male Loglikelihood Wald χ2



Candidate attractiveness, RE Candidate attractiveness, FE



-150,985 -132,191



27,666 29,316



-364,286 -320,887



87,731 111,249



Common preferences, RE Common preferences, FE



-150,900 -131,749



27,748 30,200



-364,116 -320,697



87,977 111,629



Full set of covariates, RE Full set of covariates, FE



-148,923 -129,430



29,774 34,839



-362,633 -319,096



88,549 114,831



Observations, RE Individuals, RE Observations, FE Individuals, FE



453,575 5,735 441,790 5,367



821,525 10,497 785,936 9,550



Source: BLINQ; own calculations. Based on the 100 first decisions of all users. For females, 368 users (11,785 observations) were dropped in fixed effects estimation because of all positive or all negative outcomes. For males, 947 users (35,589 observations) were dropped because of all positive or all negative outcomes. Random effects specifications assume a normally distributed random effect. Candidate attractiveness includes a candidate’s attractiveness measure as the sole covariate. Common preferences includes covariates relating to the candidate; specifically attractiveness, age, university education, Facebook friend count, and language. Full set of covariates additionally includes differences in attractiveness, age, university education, Facebook friends between individual and candidate and controls for distance, whether they both went to the same school, mutual friends. All specifications include a control for the decision number to take potential duration effects into account. Full results on the fixed effect estimation are reported in Table 2.
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significantly, but the increase is only marginal. That conclusion also holds when comparing fixed effects specifications. Nevertheless, comparing random effects to fixed effects specifications as well as the common preferences specifications to the introduction of pair-specific covariates, there clearly also is an individual component to preferences aside from common factors, with the corresponding likelihood ratio tests rejecting their respective null hypotheses. So although physical attractiveness of a candidate is a strong and common predictor to individual’s willingness-to-date, there remains an individual component with a preference towards homogamy across several dimensions.16 In summary, results are consistent with the findings in Hitsch et al. (2010) and similar research (e.g., Rudder, 2014; Belot and Francesconi, 2013; Fisman et al., 2006), providing evidence that assortative patterns are at least in part due to a combination of common and individual preferences. At the same time, it extends previous research by including a crowdbased attractiveness measure capturing the physical attractiveness of a potential partner. This extension proves to be crucial, as it is by far the most relevant factor in individual’s willingness-to-date-decisions.
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Characterizing the initial match



Having estimated preference parameters, this section of the paper moves one step forward to analyze how successful males and females are in searching for a mate. Given the individuals’ preferences, I can estimate which candidate in each individual’s search sequence is their most preferred mate. This mate is ranked first. I then look at the best-ranked matched mate of an individual, using the application’s match definition (both user and candidate responding with HI). As mate search is two-sided, individuals are unlikely to be matched with their first-ranked candidate; the question then is how close males and females they get to rank 1. Achieved outcomes are highly asymmetrical across gender. Measured in ranks, outcomes of females and males differ by a factor of almost 10: The median best rank achieved by a female is 8, whereas that of a male is 79. This section explains how one ends up in such an equilibrium by employing the theoretical framework of the Secretary Problem. The first subsection introduces a model deriving a rank prediction for each individual given search length, own acceptance rate and attractiveness. The following subsection tests the model’s predictions empirically. Finally, the last subsection validates the model’s assumptions. 16



Furthermore, R2 statistics for the linear probability model in the appendix are fairly low, suggesting that a large part of the variation in the dependent variable remains unexplained.
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5.1



Model



The goal of this section is to introduce a model offering a framework in which to analyze empirical results on outcomes. The framework needs to adequately reflect the features of the mate search problem in general as well as the application’s setup in particular. Throughout this section, the focus will lie on asymmetries in outcomes across gender. Asymmetric outcomes are well known in game theory and the study of stable matchings (Roth and Sotomayor, 1992)17 , with the standard approach being the study of the stability of matchings (Roth and Sotomayor, 1992). Assuming that all preferences are known and there is a static set of candidates on each side, a stable two-sided matching can always be found, but the assumption itself might be unrealistic in many empirical contexts. Rather than relying on these assumptions, I follow the statisticians’ approach taken by Eriksson et al. (2008), where agents base their preferences and rank-orderings only on a subset of potential matching candidates. As Eriksson et al. (2007) argue, in such types of situations where only a small portion of preferences will ever be revealed, it does not make sense to speak about the best overall matching — even more so as the number of stable matchings is asymptotically proportional to e−1 n ln(n) and only characteristics of lower and upper bounds of these matchings are known.18 Researchers should focus on asymmetries in outcomes and agents’ search strategies instead. Also, the set of candidates is dynamic rather than stable, with agents leaving the set when they mate, old cohorts exit even if they do not mate and young cohorts enter. Such a setup is appropriate and more realistic in the current setting. Eriksson et al. (2008)’s model is itself based on the well known “Secretary Problem” from optimal stopping theory19 — in particular the one-sided optimal rank version of Lindley (1961) and Chow et al. (1964), and the two-sided extension of Eriksson et al. (2007).20 Asymmetries can arise endogenously in the model (in addition to exogenous influences such as uneven sex ratios or different costs of choice), even in cases where the game’s setup is perfectly symmetric. Setup There is a large universe U of potential candidates. Each agent has N << U periods available for dating, exogenoulsy set before the start of the search. In each period r, available mates are 17



A matching is stable if there is no man and no woman who prefer each other to their current match. In the case of multiple stable matchings in D. Gale (1962), there is always one which is optimal for one side (say women), while at the same time being the pessimal outcome allocation for the other side (the men). 18 Where e is Euler’s constant and n the number of candidates on each side (Pittel, 1989). 19 Ferguson (1989) 20 There exists a variety of different outcomes that can be optimized in the Secretary Problem. The classic one-sided version maximizes the probability of getting the best match; I will assume agents minimize ranks, which is equivalent to maximizing utilities.
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randomly matched to each other, where for each individual, the rank order is independently drawn from a uniform distribution. In other words, the rank of the next date relative to the r − 1 partners already observed is a random variable drawn from a uniform distribution on the set of ranks from 1 to r. In every period, the best-ranked, worst-ranked, or anything inbetween is equally likely to come up. It should be stressed that individuals do not observe the values of the implicit ranks, but can only rank the candidates they have seen, with the set of ranked candidates expanding with every subperiod. As usual in the Secretary Problem (but contrary to typical assumptions in matching theory), I assume that agents do not have a priori knowledge of the distribution of the characteristics that are manifested in the rank; there is no issue of learning the range of attractiveness of the other sex. Therefore, an individual cannot make any informed decision on the first date — only later comparisons will reveal how good or bad the first date really was. If both agents at a date accept to get mated, they leave the game. For simplicity, it is assumed that each time an agent leaves the game, another agent of the same sex enters immediately. An agent also leaves the game if she remains unmated after her last period, in which case she gets the payoff of the individual-specific outside option, ranked νw N or νm N (where w ∈ W refers to women, m ∈ M to men). This outside option reflects the cost of staying single (or the cost of finding a partner through alternative channels). A game is called symmetric if νw = νm for all w and m, and asymmetric if νw 6= νm .21 All agents minimize the expected rank of their mate. Preferences of different agent’s are assumed independent, which precludes the possibility that an agent can draw any conclusion from past candidates’ decisions about whether or not future candidates will accept him. This is in contrast to other models assuming the opposite polar case of common preferences (all females have identical preferences over males and vice versa). Common preferences give only one stable matching, while independent preferences of individuals are much more likely to lead to asymmetric outcomes. Both types of preference assumptions are strong and likely unrealistic; they should be seen as baseline cases that allow researchers to solve the matesearch problem. However, as the authors point out, allowing for sufficiently independent preferences is key for the emergence of asymmetric equilibria. For the sake of simplicity, I discuss the model from the viewpoint of a female. Analogous statements hold for males. Expected final mate rank Assuming that each agent minimizes the expected rank of her mate among the N partners she would meet if she completed all N periods, it follows from uniformity and independence 21



This is a slight modification compared to Eriksson et al. (2008) where outside options are gender-specific rather than individual-specific.
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assumptions that the expected final rank for a mate who is ranked ρ among the r partners observed up to period r after one more date is ρ r+1−ρ r+2 (ρ + 1) + ρ= ρ, r+1 r+1 r+1



(3)



where the first term on the left hand side corresponds to the case where the next date is better ranked than current date ρ (with probability ρ/(r + 1) the rank of the current date increases to (ρ + 1)) and the second term corresponds to the case where the new date is worse ranked than ρ (with probabilty (r + 1 − ρ)/(r + 1), the rank of the current date stays at ρ). By repeating this over all periods r + 1, r + 2, . . . , N the expected final rank of the current mate becomes E[ρ|mate] =



N +1 N +1 r+2 r+3 · ... ρ= ρ. r+1 r+2 N r+1



(4)



This holds although the actual set of candidates an individual would meet in remaining periods is not known. Strategy A strategy in this two-sided Secretary Problem is a stopping rule that says for each period r whether or not to accept a date of observed rank ρ in this period. Payoffs in the game are defined by the final mate rank, and expected payoffs depend on the strategy profile of all agents. Define Rrw as the expected final mate rank for a certain individual of sex W entering period r. Agents want to minimize R1 , the expected final mate-rank at the start of the game. The following recurrence governs the expected final mate-rank when a player of sex W enters period r: Rrw = P [mate] ·



N +1 w · E[ρ|mate] + (1 − P [mate]) · Rr+1 . r+1



(5)



The first term on the right hand side defines the expected final rank of the current mate given that the agent matches with that mate, whereas the second term defines the expected final rank given the agent continues dating. If one remains not mated after the last period, one obtains the empty mate ν w N or ν m N for females and males, respectively. Thus w RN +1 = νw N.



(6)



I will assume 0 < νw , νm ≤ 1. In combination with the total number of periods N , the absolute rank of the outside option gets worse the longer one is willing to search, implying a 23



relatively stronger preference to be mated. Having fixed the payoff after the last period given by the outside option, the problem can be solved backwards. Outcomes The game is in a steady state if the proprotion of all available females in a given period is constant. Since all available agents of the opposite sex are equally likely to come up at the next date, the probability that a female will be accepted by a male is always the same (and vice versa). Denote these mean probabilities by αM , αW , respectively.22 In equilibrium, every individual in each period optimizes the expected payoff given the steady state. Let sw r be the threshold defining the female strategy in period r, i.e., the agent accepts if the rank she observes in this period is at most sw r . Given that she has reached period r, this means the probability that she will accept is sw r /r, resulting in a probability to mate of P [mate] = αM sw r /r. Given that the female accepts, the expected observed rank of her partner is E(ρ|mate) = (sw r + 1)/2. The individual should accept in period r if the expected final mate rank if she mates now is less than or equal to the expected final mate-rank if she does not mate. As shown by Eriksson et al. (2008) in more detail, this leads to the equilibrium condition sw r =



k j r+1 w · Rr+1 , N +1



r = 1, . . . , N



(7)



w with boundary condition Rn+1 = νw N . The value of uw determines the threshold in the last period, whereas αM determines the rate by which the thresholds are lowered in earlier periods.



The recurrence in Equation (5) has no closed form solution, but the authors show that for large N , r and sw r it can be approximated by w Rrw ≈ Rr+1 − αM



≈



αM (N



w )2 (Rr+1 2N



2N + γ w − r)



(8)



with γ w = 2/(νw αM ). The probability of a female accepting in period r is proportional to the expected final mate w M w rank, sw r /r ≈ Rr /N ≈ 2/(α (N + γ − r)). Increasing search length increases the expected final mate rank, also because the range of possible ranks expands with N . A higher acceptance rate of candidates, on the other hand, improves the rank, as does a lower νw , i.e. lower costs of staying single. It is this relationship in Equation (8) that I want to investigate empirically. 22



Whether a females prior belief about αM is correct or learned over time is irrelevant.
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As Eriksson et al. (2008) demonstrate, asymmetric outcomes across genders are likely to arise, even in symmetric settings with νw = νm . The authors further show that αW is strictly decreasing in αM . Put differently, the higher the probability that a male candidate is willing to mate, the less likely a woman is willing to mate. This ties into Theorem 1 in Eriksson et al. (2008), deriving that in any equilibrium, the product αW αM is a constant approximated by 3/N . Also, there is an advantage of being choosy, i.e. having a low overall acceptance rate. According to Equation (8), the expected rank of mates for females is inversely proportional to αM , which in turn, according to Theorem 1 above, is inversely proportional to αW .23 Consequently, the expected rank of a female’s match is roughly proportional to the female acceptance rate. Thereby, in an equilibrium where females are choosy compared to males (or believed to be choosy by the other side), females end up with on average better mates. Being choosy has previously been connected to better outcomes via other, exogenously determined factors such as the sex ratio, asymmetric process duration or, in the context of biology, differences in the offspring investment between females and males (Rufus A. Johnstone, 1996). Special cases The model discussed here is a generalized case of previous models. There are three particular cases that are interesting in light of the empirical results of this paper. I will discuss them briefly here. First, αM = 1 and νw = 1 replicate the one-sided secretary problem in Lindley (1961) and Chow et al. (1964), with candidates always accepting and high costs of staying single for the individuals. The authors in the cited papers show that in this case, the expected final rank converges to a constant of 3.87 as N grows. Equation 8 suggests an even lower rank with R1w ≈ 2N/(N + 1) ≈2



(9)



In other words, as the opposite side accepts every candidate and the outside option remains unattractive, the problem reduces to a one-sided secretary problem with the expected rank converging to a constant. The second limit case is the opposite case where αM tends to zero and candidates on the other side become very choosy. In this steady state, females have to take every chance to try to mate with any male better than their outside option, νw N , as the probability of a match is very low. In this case, the expected final rank approaches a number proportional to the candidate’s outside option 23



This relationship is also observed on an individual level in Figure 4.
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Rrw → νw N.



(10)



The third special case is the symmetric case with νw = νm = ν with ν large, i.e. high costs of staying single. The expected rank before the start of the game then yields 2 √ R1w ≈ √ N , 3



(11)



where the expected final ranks are proportional to the square root of search length. This result √ is close to the one-cohort case derived in Eriksson et al. (2007) where R1w ≈ N , suggesting a small differing factor when changing from one- to muliple-cohort scenarios. Acceptance p rates are symmetric as well, defined as αw = αm = 3/N , with its product equal to 3/N (see Theorem 1 in Eriksson et al., 2008).



5.2



Empirical results on best ranks



Using the parameters obtained by preference estimation, I can construct user-specific rankings of each candidate.24 As individuals usually accumulate more than one match, one can define different ranks as outcomes. At this stage, I choose to look at the best ranked mate of an individual, which based on her HI/BY E decisions is her best option and therefore the rational candidate to pursue further. These matches need not be symmetric, i.e. whereas woman w might be the best ranked match of man m, man m might not be the best ranked match of woman w. I discuss alternative match choices at a later stage. Based on Equation (8), the goal of this analysis is to connect these achieved outcomes to the three measures search length, attractiveness and acceptance rate. Search length N determines the effort an individual is willing to invest in mate search, measured by the number of decisions an individual takes. Attractiveness, measured by the fraction of positive responses an individual gets, puts an individual in a more favorable position in mate selection and can be directly related to the α parameter in Equation (8). Finally, the acceptance rate measures selective behavior, with higher rates equivalent to less selective behavior. Bounded between 0 and 1, it serves as a proxy for ν. Both search length and own acceptance rate can also be linked to an individual’s outside option νN , with individuals with less attractive outside options willing put more effort into search and behave less selectively. Whereas for the estimation of preferences, only the first 100 decisions were analysed, the ranking is now assigned over all candidates of a user. The models estimated here only include individuals that have not been active in the app for at least 90 days, having finished 24



Throughout this paper, ranks are predicted ignoring the duration effect. As the estimated coefficient on the duration effect is zero or close to zero, ignoring the effect alltogether has little effect on rankings
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Table 4: Best achieved rank explained by search length, attractiveness and acceptance rate Female Coeff. SE



DV: ln bestrank ln N 0.084 ln attract ln accrate Constant 1.515 Observations R2 F -Stat



2,652 0.001 14.96



Male Coeff. SE



Female Coeff. SE



Male Coeff. SE



(0.021)



0.584



(0.015)



(0.131)



0.484



(0.101)



-0.002 -1.461 -0.543 -0.591



0.643 -1.152 -0.026 -3.417



3,381 0.272 1,262



2,652 0.183 202.2



(0.020) (0.071) (0.032) (0.151)



(0.012) (0.021) (0.021) (0.121)



3,381 0.659 1,728



Source: BLINQ; own calculations. The sample considers the best-ranked matched mate for users who have been inactive for at least 90 days, restricting the sample to users who have finished their mate search. The sample includes all users with a match. The dependent variable lnrank is the logarithm of the individual-specific rank of the matched mate, where the rank is based on the estimated preference parameters reported previously. ln N is the logarithm of the length of an individual’s search sequence, i.e. the number of decisions a user has taken. ln attract and ln accrate are the logarithmized measures of attractiveness and accrate reported previously.



their search for a mate (I extend the sample to all users as a robustness check). Using the estimated rank as the dependent variable potentially introduces some measurement error, but coefficients will still be estimated consistently as long as the measurement error is not correlated with covariates.25 However, the power of statistical tests might be reduced. Even without estimating any model, it is clear from unconditional descriptive statistics that there are stark differences in outcomes between gender, with the median best rank of women at 8, compared to 79 for men.26 More detailed estimation results of a log-log-model are presented in Table 4. The sample includes all observations, while robustness checks in the appendix restrict the sample to different minimum search lengths and include still active users in the dataset as the model derives results in a large N environment. Negative coefficients improve ranks, as lower ranks indicate more attractive mates. Looking at the results for females, it is striking that one cannot reject the null hypothesis of a zero coefficient of search length — not because of high standard errors, but because 25



Note that the predicted rank is based directly on attractiveness, and indirectly on the acceptance rate through the individual fixed effect. 26 Median and phone-based ranks (conditional on having exchanged phone numbers with someone) show similar patterns, with median ranks 175 and 385 for females and 336 and 753 for males, respectively.
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Figure 5: Outcomes as limit cases, by gender the point estimate itself is close to zero. In other words, investing more time in their search does not improve nor worsen females’ best rank. As expected, more attractive females get better outcomes (an estimated 1.46 percent improvement for every 1 percent increase in attractiveness). Higher own acceptance rates improve the best rank as well. Men, in contrast, fare worse. For every 1 percent increase in search length, their best rank rises in tandem by an estimated 0.64 percent. In percentile terms (i.e. rank/N ), there still is an improvement, as the rank grows at a slower rate than search length. Nevertheless, there is a direct cost of searching longer. Being more attractive improves ranks in the male case, too, but own behavior as measured through the acceptance rate does not affect outcomes in any significant way. Finally, I want to point out that the adjusted R2 -statistic for females is relatively low, whereas the same statistic of 0.659 for males is high. Figure 5 plots the best ranks for females and males against search length (females) and the log-product of the acceptance rate and search length (males), thereby connecting results to limit cases in the theoretical framework discussed previously. In the case of females, best ranks converge to a constant proportional to the individual’s attractiveness and acceptance rate, approximately mimicking the one-sided limit case of the Secretary Problem. Search length has no effect on outcomes (partial R2 = 0.000). The corresponding partial R2 for males is 0.488. The high statistic in the male case can be partly explained by the model’s assumption that individuals only rank candidates they have actually seen; in other words, search length N has a direct effect on the range of ranks. Consequently, it makes sense that search length explains a substantial part in the variation of best-achieved ranks. At the same time, it is all the more noteworthy that in the case of females, the search length factor does not play a role at all — as in the case of the one-sided limit case of the model.
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In the case of males, outcomes can be approximated by the product of the acceptance rate and search length (partial R2 = 0.347), a proxy for the outside option νm N in the model. Here, empirical results suggests that males find themselves much closer to the limit case of the picky candidates, with their outcomes converging to their outside options. This is not true for females, where the corresponding partial R2 is 0.020. Combined with the male distribution of acceptance rates in Figure 3 in the section on preliminary statistics, these results could be rationalized assuming an approximately uniform distribution over νm . Both these results combined suggest an equilibrium with selectively behaving females and, correspondingly, undemanding males. This behavior pattern translates into highly asymmetric rank outcomes.27 Females approach their optimal outcome, with ranks converging to a constant and relatively low rank of their best-ranked partner irrespective of their search length. Males, on the other hand, approach their pessimal matching; they are matched with candidates whose utilities roughly correspond to their reservation utilities or outside options. The higher their cost of staying single, the longer they are willing to search and the less selective they behave, leaving them with less and less attractive partners. Note that these are not the average ranks of all the candidates a user has matched with; it’s the single best rank in his opportunity set. Of course, these outcomes are not deterministic. As mentioned previously, there is a multitude of possible equilibria in a setup like this; I only observe one endogenous realization of one equilibrium. One could easily come up with equilibrias that favor men. However, descriptive statistics of other, similarly structured applications like Tinder and previously found empirical patterns in other studies indicate that females generally behave significantly more selectively than males, which will generally affect their outcomes favorably. If anything, the asymmetric results found here are likely to get even more asymmetric as females’ cost of staying single is arguably declining and individuals search longer and marry later.



5.3



Validating the model



The uniformity assumption The uniformity assumption assumes that each candidate shown in a new subperiod is as likely to be ranked first, last, or any rank inbetween in the users ordering, which is crucial to forming expectations about final ranks and deciding whether to accept or reject a candidate. As outlined in Section 2, the application sorts candidates by a number of factors which may invalidate that assumption. The ordering of candidates is not recorded by the app, and the continuous entering of new and exiting of existing users makes reengineering of the ordering 27



Combined with uneven sex ratios and differing outside options across gender, asymmetries could even get stronger.
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Figure 6: Probabilities of different ranks across subperiods impossible. However, I can use the data and results of Section 4 to test the uniformity assumption. In order to do that, I use the preference estimates to predict an individual ranking order of the first 100 decisions for each user. I then look at which ranks appears at what point in the sequence. By averaging over all individuals, I get a probability estimate for each rank in each subperiod. The results are first shown graphically in Figure 6, with one graph for each gender. The horizontal axis shows subperiods r, the vertical axis the probability of a rank Pr(R|r) in a given subperiod. Each graph plots the probability curve for rank R = 1, the (rounded) middle rank R = r/2 and the last rank R = r as well as the theoretical uniform distribution. All probability curves are decreasing in subperiods r as the uniform distribution assigns probability Pr(R) = 1/r to each rank R = 1, . . . , r. The application reproduces the uniform distribution very closely. Best-ranked candidates have slightly lower than uniform probabilities, whereas worst-ranked have higher-than uniform probabilities. Middle ranked candidates are very close to the uniform distribution. If any a priori expectation had to be formed, one would have expected the opposite as the applications algorithm prioritizes more attractive (and therefore better-ranked) candidates, which would lead to probabilites higher than predicted for best-ranked candidates in early subperiods (instead of the lower probabilities seen in the graph). As users continuously enter and exit the application and the algorithm also relies on other factors, this ordering does not seem to leave any significant traces. I further test the uniformity assumption by estimating



E(R) =



30



r+1 2



(12)



Table 5: Testing the uniformity assumption Female FE RE DV : ln R ln p Constant



Observations Individuals Fixed Effects R2



Male FE



RE



1.012 (0.001) -0.632 (0.004)



1.015 (0.001) -0.643 (0.004)



0.998 (0.001) -0.671 (0.003)



1.004 (0.001) -0.695 (0.003)



453,575 5,735 Yes 0.650



453,575 5,735 No 0.650



821,525 10,497 Yes 0.584



821,525 10,497 No 0.584



Source: BLINQ; own calculations. Standard errors in parentheses.



which results directly from the model’s uniformity assumption. Estimating this model in log-log-form should result in a coefficient close to 1 on the period variable p = r + 1 and − ln(2) = −0.693 on the constant.28 Results using both fixed and random effects are displayed in Table 5, providing strong evidence that the uniformity assumption can be assumed as given in the application. The table shows estimated coefficients of 1.012 for the period variable and -0.632 for the constant for females and 0.998 and -0.671 for males. Random effects specifications are virtually identical, with coefficients of 1.015 and (females) and 1.004 (males), respectively. In summary, I can conclude that the uniformity assumption is largely fulfilled. The independence assumption The model assumes independent rather than common preferences of agents. This offers several advantages. For one, as argued by Eriksson et al. (2008), sufficiently independent preferences may give rise to multiple, asymmetric equilibria that prefer males or females, whereas common preferences lead to unique stable matchings with assortative mating. Independent preferences also simplify the model in that there is no consensus on the attractiveness of a candidate, allowing to treat agents of the same sex equally and making. At the same time, there is no issue whether agents know their own attractiveness beforehand or learn it over time. That being said, independence of preferences is a strong assumption which should be considered a baseline case. Clearly, there is a common component to preferences as demonstrated 28



ln R = ln r + 1 − ln 2 = ln p − ln 2
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by the highly significant effects of the attractiveness measure in preference estimation, which is the average response of users to a candidate. On the other hand, as indicated in Table 9 in the appendix, there is substantial variation between individuals. The low R2 statistics in the linear probability model in Table 10 point in a similar direction, leaving a large fraction of the variation in the outcome variable unexplained. So although independence of preferences clearly is an oversimplification, the assumption of common preferences made in other models appears to be equally strict and unrealistic. Candidate universe and sex ratio The model also assumes that there is a candidate pool larger than any of the search lengths an individual may have in order for uneven sex ratios not to have an impact on strategies and outcomes. If the sex ratio constraint was binding, even slight asymmetries in that ratio may exogenously induce additional asymmetries in outcomes unrelated to the endogenously arising imbalances derived in the model. Figure 7 shows that the sex ratio is mostly constant over time, with the number of registered females and males rising in tandem over time. The assumption of a large enough candidate universe itself is largely fulfilled for both genders. More than 99 percent of females rate less than the 11,302 male candidates in the pool (4,170 at the 90th percentile), and less than 7 percent of males rate all the female candidates (5,460 at the 90th percentile).29 So although it is possible that a user sifts through all candidates, the vast majority of users never gets to that point. Even if the sex ratio would turn to be relevant, its presumably negative effect for males would be captured in the gender-specific constant in the results in Table 4. Comparing these constants in the table does not indicate any negative effects for males, but they could be confounded with other factors entering the coefficient estimate for constant. Search length N I use the number of HI/BY E-decisions taken by a user as her search length N . As in the model, the measure ignores the length of the time period it takes a user to make these decisions. The model assumes that the search length N is preset. I make this assumption, too, thereby presupposing that even before entering the application, candidates set themselves an effort level they are willing to put into their mate search or that the investment in the search is determined by factors that are unrelated to the realized outcome (e.g., leisure time). I 29



Note that the number of decisions can actually be higher than the number of candidates due to excluding sexual orientations (bisexuals) or users having been misclassified in sexual orientation, not completed the login process, not definitively having been accepted in the application’s vetting process or blacklisted users. All of these users have been dropped from the dataset during the data cleaning process, but may have shown up in the users search sequence.
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Figure 7: Number of registered users, by month also only include users that have not been active in the application for at least 90 days, presumably having finished their search. One should keep in mind that search length may be endogenous. It is a priori unclear what effects endogeneity would have. It is plausible that users unsatisfied with their matched candidates keep on searching for a better match, leading to an upward bias in the search length coefficient. Note that they simultaneously also increase the cost of staying single, as the outside option is proportional to search length. But it is also plausible that users who get attractive matches want even more of it and continue searching, whereas others with unsatisfying matches give up. In this case, there would be a downward bias in the search length effect. This hypothesis is supported by Table 17 in the appendix, presenting results of a regression of search length on different user characteristics. In both the female as well as the male case, older, better educated, more attractive and more selective individuals search for longer. Especially with respect to attractiveness, if anything, this supports the latter rather than the former bias. Unique matches The model (naturally) assumes that matches are unique. In the application, by contrast, this constraint is not enforced. At the same time, individuals are not just maximizing the number of matches — if that were the case, there is little incentive to behave selectively. As more attractive individuals also behave more selectively, this suggest that even if matches are not
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unique, individuals target a finite number of matched mates. As search length is constant within a user, I have to restrict the sample to one match per user in order to be able to identify the model. I choose to look at the best-ranked mate a user gets, as the model assumes minimization of the expected rank and the best ranked match should be the pick from the perspective of a rational individual. Of course, I could have chosen a match by other metrics than by best rank, in particular picking ranks by the number of messages exchanged within a match or focussing on matches that exchange phone numbers. Whichever alternative metric I choose, I would deviate from the pure optimization of minimizing expected ranks and change the model’s setup by allowing for interaction between mates through messaging. Interactions will allow feedback and information about the likelihood of a successful outcome, which is precluded in the model. As the aim of this section is to derive results predicted by the model, the most appropriate choice appears to be to use the best-ranked match of each user in estimation. I will turn to alternative measures later, though. Backtracking The model setup excludes backtracking. Although the application excludes backtracking by design as well, users could circumvent this constraint by simply saying yes to all candidates, or saying yes more often. There is only a very limited number of users doing the former and from the perspective of solving the problem of finding a good mate in a reasonable amount of time, unconditionnally saying yes to all candidates is of little use. One cannot examine whether users have lower reservation values than they would have were they forced to marry their first match and leave the application, but presumably the threshold is lower in the application as the stakes of saying HI are lower. Increasing cutoffs The model predicts increasing cutoff threshold sir as a user approaches her final period. In the last period, she is willing to accept anything that is better than her outside option ν W N . In general, sir is increasing in r. Whereas in preference estimation the coefficient on the transaction variable was positive only in the case of males, thresholds are steadily rising for both genders when looking at the final periods of each user.30 Figure 8 shows lower bounds of sir for both males and females from a sample of 3,000 randomly drawn users for either gender. Thresholds are derived by predicting (standardized) ranks according to preference parameters (ignoring the time effect) 30



Note that in the case of preference estimation, I focus on the first 100 decisions of a user, while I focus on final periods in the graphs that follow. Users might adapt their behavior in earlier stages due to updating beliefs about acceptance rates.
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Figure 8: sr lower bound as measured by predicted ranks (conditioned on Y = HI) and conditioning on the user accepting a candidate (a HI-decision). The thresholds are then plotted against the remaining periods in a user’s search. In both cases, the upward slope indicates rising thresholds (and therefore less selective behavior) as the users’ searches draw to a close, as predicted by the model. In the case of males, the slope flattens out towards the end. Acceptance rates and match probabilities The distributions of acceptance rates (i.e., the probability a candidate accepts a user) differ markedly across genders as shown in Figure 3. Whereas the distribution of females’ acceptance rates is concentrated around a low mean of 0.12, the acceptance rates of males are almost uniformly distributed over the unit interval with a mean of 0.51. While the model makes no claim about acceptance distributions, it does derive a decreasing relationship of acceptance rates with respect to search length and attractiveness. Also, Theorem 1 in Eriksson et al. (2008) states that the product of attractiveness and acceptance rate is constant. I can confirm these relationships in the data. With respect to search length, acceptance rates are decreasing for both genders: For females, acceptance rates decrease by 3.3 percent for a 1 percent increase in search length. For males, acceptance rates fall by 2.3 percent for the same increase in search length (regressions not shown). Figure 4 in preliminary statistics further illustrates the inverse relationship between acceptance rates and attractiveness derived in Theorem 1 in Eriksson et al. (2008). Finally, related to this relationship is the the distribution of the product αw αm (the probability of a match) shown in Figure 9, predicted to be constant in the model. While these rates are not exactly constant, their distributions certainly are certainly far more concentrated than the one-sided acceptance rates. Filters 35
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Figure 9: Probability of a match (attractiveness×acceptance rate), by gender Lastly, in order to examine how strictly users constrain their candidate choice set, I look at the age and distance filters that users can set themselves.31 Figures 13 and 14 in the appendix plot candidates’ age and distance ranges considered by users, and put them in relation to the users’ own attractiveness approximated by a polynomial. Broadly speaking, although more attractive users are generally more selective in their decisions (see Table 1), there seems to be little evidence that this already the case when setting search filters. There is a slight downward trend with increasing attractiveness in all cases except for the distance range of females.
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Match progression



This section focuses on the third stage of the application, with matched individuals exchanging messages. As I will show in this section, matches are far from unique, and limiting analysis on best ranks would be restrictive — especially because the best-ranked candidate from the first step need not necessarily turn out to be the most promising match. I look at who contacts whom, who replies and which pairs exchange phone numbers. These outcomes are close to the measures used in Hitsch et al. (2010), with the difference that their first step (contacting a mate) is a later-stage decision in my setup, where users already received a positive signal of mutual interest. The ultimate goal is to connedt elicited preferences from the first stage to final outcomes (i.e., the most promising matches of a candidate). 31



Note that the application’s algorithm may override the distance filter in case too few candidates fulfill the filter’s criteria.
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The first subsection discusses opportunity sets, followed by results on final outcomes.



6.1



Opportunity sets



Table 6 gives an overview on users and matches, putting the number of decisions into context with the number of variously defined matches. I will call the set of matched candidates the opportunity set. Note that the table is based on data of all users, including those not getting a match. The average female takes 1,695 HI/BY E-decisions, compared to 2,032 for males. 84 percent of females have at least one match, compared to 72 percent for males. The average number of matches (where a match here is defined as both users saying HI to each other) is significantly higher than one, averaging at 36.63 and 20.67, respectively. In both cases, there is considerable variation around those means. Besides the high variation, the distribution of these variables are also skewed to the right, with median numbers considerably lower than averages. In what follows in the bottom section of the table, I gradually introduce stricter definitions of matches, based on the number of messages the users exchange (at least one, more than 1, more than 10) as well as whether at least one phone number was exchanged in the chat. An exchanged phone number is interpreted as the strongest signal, as typically users interested in each other will at some point exchange phone numbers and move their exchange to another platform or meet in person. The number of matches with users exchanging many messages and phone numbers is fairly low, in many cases identifying the most promising match of an individual. When compared to the statistics in Table 1, user and candidate attributes reflect the changes that would be expected given the assortative tendencies reported in the previous section (not shown). This is reassuring, as the estimation of preferences only relied on the first 100 decisions of users, whereas the matching dataset comprises all matches of all individuals in the application. In particular, the matching dataset contains relatively more attractive and less selective users (the mean of the standardized measure is above zero) with smaller differences in age. Users in matches are also generally slightly better educated and more sociable (as measured by the number of Facebook friends). I next turn to opportunity sets. Different from the initial choice set, the opportunity set of woman w, Mw , is the set of men m weakly preferring woman w, that is, m ∈ Mw



if and only if UM (w, m) ≥ c(m, r)



Similarly, a man m’s opportunity set is defined as Wm with 37



Table 6: Choices and matches Female Mean St. Dev.



Male Mean St. Dev.



Individuals in %



6,066 0.349



11,302 0.651



No. of decisions taken



1,695



1,836



2,032



2,126



No. of HI’s as a percentage of decisions



141.6 0.116



235.2 0.126



969.0 0.506



1,316 0.296



Prob. of at least 1 match



0.839



0.367



0.724



0.447



No. of matches as a percentage of decisions



36.63 0.033



61.17 0.058



20.67 0.013



41.63 0.036



No. of matches, message exchanged as a percentage of decisions as a percentage of matches



11.33 0.009 0.306



20.06 0.019 0.212



8.372 0.005 0.436



18.43 0.015 0.315



No. of matches, > 1 message as a percentage of decisions as a percentage of matches



8.333 0.008 0.220



15.05 0.015 0.174



5.528 0.004 0.266



13.09 0.009 0.248



No. of matches, > 10 messages as a percentage of decisions as a percentage of matches



2.936 0.003 0.077



5.973 0.006 0.099



1.881 0.001 0.085



5.167 0.003 0.136



No. of matches, phoneno. exchanged as a percentage of decisions as a percentage of matches



0.655 0.001 0.017



1.812 0.002 0.040



0.465 0.000 0.021



1.609 0.001 0.065



Source: BLINQ; own calculations. Based on all users in the database.
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Table 7: Results on the expansion of the opportunity set (all observations)



Coeff. DV: ln totalmatches ln N 0.583 ln attract ln select Constant -1.130 Observations R2 F -Stat



Female SE Coeff.



(0.014)



(0.093)



2,652 0.373 1,717



0.801 0.928 0.939 0.732



Male SE Coeff.



SE



Coeff.



(0.008) (0.032) (0.012) (0.067)



0.580



(0.013)



-1.864



(0.084)



2,652 0.828 4,137



3,381 0.351 1,986



0.572 0.934 0.578 1.587



SE



(0.011) (0.022) (0.018) (0.121)



3,381 0.669 1,945



Source: BLINQ; own calculations. The size of the opportunity set is measured as the total number of matches of a user. One observation per individual. The sample considers users who have been inactive for at least 90 days, restricting the sample to users who have finished their mate search. The sample includes all users with a match. The dependent variable lnmatches is the logarithm of the individual-specific total number of matches. ln N is the logarithm of the length of an individual’s search sequence, i.e., the number of decisions a user has taken. Attractiveness and acceptance rate are standardized within gender as previously. √ As shown by Menzel (2015), the size of the oppurtunity sets grows as N , which implies a coefficient of 0.5 on ln N .



w ∈ Wm



if and only if UW (m, w) ≥ c(w, r)



√ As derived by Menzel (2015), the size of the opportunity set grows at the rate of N for large N . I assess this result empirically in Table 7 where the size of the opportunity set, measured as the number of matches, grows at a rate proportional to ≈ N 0.58 for both genders in a simple univariate model. In other words, while best achieved ranks diverge strongly across gender, the size of the set of matches grows at comparable rates. If the specification is expanded to include both the attractiveness measure as well as the acceptance rate of an individual, set growth for females is even higher, with a 0.8 percent expansion for every 1 percent increase in search length. For males, the effect of search length remains unchanged. In both the female and the male case, the size of the opportunity set is positively linked to attractiveness and acceptance rate. Going beyond just the size of the opportunity set, one can further look at inclusive values, typically used for welfare analysis in the context of conditional logit models. Rather than being a measure of the final outcome, it characterizes an individual’s indirect utility derived from having access to a given opportunity set. The inclusive value is defined as the conditional expectation of a woman w’s indirect utility function from a choice set M , 39
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Figure 10: Distribution of inclusive values, by gender



−80



−60 −40 log(rank inclusive value) female



−20



0



−80



−60 −40 −20 log(rank inclusive value), welfare−improving



male



female



0



male



Figure 11: Distribution of rank inclusive values by gender
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max UW |xw , xj , (xm )m∈M = ln 1 +



m∈M ∪0



 X



exp {U (xj , xw , xm )} + κ



(13)



j∈M



= ln (1 + Iw [M ]) + κ



(14)



where the set includes the outside option of staying single denoted by a zero, Iw [M ] = 1 P m∈M exp {U (xw , xm )}, and κ is Euler’s constant (Menzel, 2015; McFadden, 1973). n1/2 Inclusive values grow with both the size of the opportunity set (the number of components of the sum) as well as the quality of potential partners, reflected in U (xj , xw , xm ). The relationship between the inclusive value Iw [M ] and expected indirect utility gives inclusive values a straightforward interpretation as a surplus measure that can be used for welfare analysis, and can be seen as the indirect utility an individual gets from an expanded choice set. In very general terms, if the choice set is expanded by an alternative better than the best previous alternative, it is considered a welfare improvement.
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I compute the inclusive values as defined above by using the estimated x0 b indices from preference estimation. In order to take the sequentiality of mate search into account, I compute a second, “chronological” inclusive value that ignores all new matches that are worse than the previously collected matches in the individual’s opportunity set. Distributions of both measures grouped by gender are depicted in Figure 10. Women generally fare better than men, with female opportunity sets stochastically dominating their male counterparts while at the same time exhibiting lower variance. This is true for both measures. However, comparability across genders of these indirect utilities is restricted as these calculations are based on (gender-specific) x0 b indices. Therefore, I also display inclusive values based on ranks instead of the x0 b index, depicted in Figure 11.32 The conclusion remains the same — not just the minimum achieved rank is lower for females, but their entire opportunity set is more attractive.



6.2



First impressions and final matches



Picking the best-ranked candidate as the final match is a reasonable choice in the context of the first stage and the two-sided Secretary Problem, where individuals minimize ranks based on limited information on the candidate. The best-ranked candidate in the first stage need not be the most promising match in the longer term, however. This subsection looks at the third stage, where matched individuals are allowed to interact and exchange information via chat messages. By gaining additional information, individuals might choose to deviate from their best-ranked mates; the goal of this section is to analyze such deviations. Instead of assuming the best-ranked match according to the decisions of the first stage is also the match pursued in the longer term, I define final matches by stronger signals of interest. Specifically, with most matched candidates never exchanging any messages, I look at which matched individuals start a conversation and by how much their decision to start exchanging messages is influenced by the assigned first stage ranking of the candidate. Next, I look at whether the individual who started a conversation gets a reply. I then move to an even more conservative match definition, where a pair is seen as a match whenever they exchange at least one phone number. Exchanging a phone number is a strong signal of interest, and typically leads to the pair leaving the application and continuing their exchange elsewhere. Estimation As in the first stage, individuals maximize utilities in a discrete choice framework. The utility of match j with man m from the perspective of a woman w is defined as 32



Rank-inclusive values are defined as



P



j∈M



exp(−rankj ).
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0 UW (Xm , Xw ; αW , γW ) = x0 bwm α + zwm γ + wm



(15)



where x0 bwm is the index from the first stage preference estimation, proxying the first impression, zwm is a vector containing the number of sent and received messages within a match, and wm is an idiosyncratic error term following a standard logistic distribution. I replace the first impression index x0 bwm by rank and percentile measures in different specifications of the model, where ranks and percentiles are defined both over the whole set of candidates as well as over the opportunity set. Utilities for males are defined analogously. Note that as I estimate the model for females and males separately, I avoid any issues concerning within-match correlation of error terms. Results As before, analysis is restricted to individuals who have been inactive in the application for at least 90 days. Table 8 presents results of fixed effects logit estimations for females for three different dependent variables: A dummy indicating that a user initiated a conversation33 , a dummy indicating that an individual replied to an initiated conversation34 , and a dummy indicating the exchange of a phone number35 . In the first specification, outcomes are regressed on the own x0 b index and the corresponding index assigned by the candidate to the user. In the case of the phone dummy, the number of sent and received messages is included as well. The second specification swaps indices for ranks and adds the squared difference in ranks36 . Finally, the third specification uses rank percentiles instead of absolute ranks as covariates. Ranks and percentiles are once defined over all decisions taken by a user, once only within the opportunity set. By construction, results for males are identical but mirrored as the user-candidate roles are swapped. I therefore omit them here; results for males can be found in Table 18 in the appendix. Slight differences in the number of observations are due to bisexual candidates, users that may have not fully passed the initial screening test or have been blacklisted later or due to no variation in the dependent variable. Results across the xb index, the rank or the rank percentile specification are comparable. The ranking of a candidate has a positive effect on the probability of starting a conversation, with positive coefficients on the index variable and negative for ranks and percentiles (the minimal rank being the most attractive candidate). In general, this means that snap judgments in the first stage are aligned with decisions at later stages, even when conditioned on a smaller, more homogeneous set of candidates. Rank differences within a pair do not seem to play a role once the ranks of both user and candidate are controlled for. 33



Mean values: 0.098 (females), 0.343 (males). Mean values (conditional on being contacted): 0.238 (females), 0.088 (males). 35 Mean values: 0.035 (females), 0.031 (males). 36 The difference is squared to avoid multicollinearty issues. 34



42



Table 8: First impressions in later stages, females Measures based on search length Convstart Reply Phone Specification 1 xb1 xb2



0.126 (0.005) -0.146 (0.042)



0.023 (0.003) 0.424 (0.035)



-14,219 54,336



-28,924 61,894



-0.055 (0.002) -0.004 (0.002) 0.000 (0.000)



-0.009 (0.001) 0.019 (0.001) -0.000 (0.000)



-14,281 54,336



-28,893 61,894



-1.563 (0.059) -1.697 (0.175)



-0.168 (0.037) -1.455 (0.141)



-14,114 54,336



-28,955 61,894



sentmess recmess logL Observations Specification 2 rank1 rank2 rankdiffsq sentmess recmess logL Observations Specification 3 pctile1 pctile2 sentmess recmess logL Observations



Measures based on matches Convstart Reply Phone



-0.004 (0.008) 0.186 (0.086) 0.070 (0.005) 0.030 (0.004) -5,194 47,505 0.002 (0.004) 0.011 (0.004) -0.000 (0.000) 0.071 (0.005) 0.029 (0.004) -5,192 47,505 0.042 (0.099) -0.718 (0.350) 0.070 (0.005) 0.030 (0.004) -5,195 47,505



-0.012 (0.001) 0.003 (0.000) -0.000 (0.000)



-0.004 (0.000) -0.003 (0.000) 0.000 (0.000)



-14,154 54,336



-28,836 61,894



-1.415 (0.051) 0.914 (0.091)



-0.240 (0.034) -1.451 (0.060)



-14,089 54,336



-28,717 61,894



0.001 (0.001) -0.000 (0.001) -0.000 (0.000) 0.070 (0.005) 0.030 (0.004) -5,190 47,505 -0.040 (0.089) -1.222 (0.160) 0.071 (0.005) 0.028 (0.004) -5,167 47,505



Source: BLINQ; own calculations. Standard errors in parentheses. The sample considers users who have been inactive for at least 90 days, restricting the sample to users who have finished their mate search. The sample includes all users with a match. Convstart is a dummy variable indicating whether a user starts a conversation, reply an indicator whether a user replies to a started conversation (conditional on the conversation being started). P hone is a dummy variable indicating whether a phone number was exchanged. xb1 and xb2 are the indices calculated according to estimated preference parameters for user and candidate, respectively. rank1 and rank2 are the ranks calculated based on the indices (in hundreds for the left half of the table), with rank1 equal to 1 being the most attractive candidate presented to the user. In the rankdif f sq is the squared difference in ranks, measured in 10,000 units in the case of the left half of the table. pct1 and pct2 are the respective percentile ranks. sentmess is the number of messages sent to the candidate, recmess the number of messages received. 43the individual level as well as bisexual candidates. Observations number differ because of no variation at



In the case of males, the ranking the candidate gives to the user is either ignored by the party taking the action or even has a negative effect, suggesting that those users taking the initiative aim high, with the consequence that mates get primarily contacted by matched partners they assign lower ranks to. To some extent, this may help decrease the asymmetries found in the previous analysis based on best ranks: Overall, median ranks of partners with whom an individual exchanges a phone number are still asymmetric across gender, but relatively more balanced. The median rank for females is 144, while for males it is 416.5 — shrinking the difference across gender from almost 10 in best ranks to less than 4 in the phone-based match definition37 . Mean values are 378 and 676, respectively. Females, on the other hand, are more likely to contact a male if the female herself is higher in the male’s ordering. Effects on reply probabilities for females are comparable to the effects on starting a conversations, with first stage preferences translating consistently into the second stage. In the case of males, there are only few significant effects. The ones that are significant point in the same direction as for females. Overall then, the factors affecting both starting a conversation as well as replying to a first contact are similar, but in terms of who makes these steps, roles are clearly assigned: males reach out, females reply. Finally, whether two individuals exchange a phonenumber in a chat is not influenced by a female’s rank ordering, but is affected by the ranking of a male. Aside from the ranking, interactions as measured by exchanged messages play an important role. Estimated coefficients on both the number of sent as well as the number of received messages are positive, consistent with the hypothesis that stronger mutual interest in a match goes along with more exchanged messages, ultimately leading to the exchange of a phone number.
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Conclusion



In summary, this paper looks at three aspects of mate search. First, I analyze binary willingness-to-date decisions of individuals with a (largely) exogenously imposed search sequence to reveal their preferences. Results show a decisive role for the attractiveness of a candidate, where attractiveness is measured by the overall ratio of positive responses a candidate gets. Assuming the measure mostly captures the content of photos, the result confirms previous research such as Rudder (2014) while at the same time extending other studies such as Hitsch et al. (2010), which only had limited access to such measures. Results also show tendencies towards homogamy, with individuals preferring partners similiar to them across several dimensions. Even though there is some evidence for strategic behavior, controlling for such behavior does not alter the estimated preference parameters. In a second step, I use the estimated preference parameters to construct individual rank 37



The calculation of the above median rank values take the lower rank in case an individual exchanges phone numbers with more than one matched partner.
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orderings and analyze behavior and outcomes in the theoretical framework of a two-sided Secretary Problem. Unlike other matching models, the Secretary Problem as set up by Eriksson et al. (2008) only has to assume preferences over the subset of candidates a user has actually seen, an advantage over other models. Males and females show stark differences in behavior that show up similarly in descriptive statistics of other applications, which makes it plausible that the differences in my data are not just an outlier. These differences in behavior in turn contribute to asymmetries in outcomes. Whereas the best-achieved candidate rank of females converges to a constant, ranks grow with search length in the case of males. I argue that females and males are close to facing two different limit cases of the theoretical model: The results for females suggest an almost one-sided problem, whereas males face such selective candidates that their outcomes converge to their respective outside options, proxied by their search length and own acceptance rate. While efficient, such asymmetric outcomes might not be desirable. Translated into the marriage market, the findings suggest that existing asymmetries as in the marriage squeeze or due to uneven sex ratios may get worse as couples marry later in life, as marrying later can be seen as extended search length. Previous research also has shown that asymmetries within pairs lead to higher breakup rates. A possible remedy to these asymmetries might be to reveal candidates’ acceptance rates to the individual on the other side, improving the accuracy of the belief about the probability of being accepted herself. Given females’ homogeneously selective behavior, one can assume that males’ beliefs are relatively accurate. But males’ nearly uniform distribution of acceptance rate makes it harder for females to form these beliefs. Additional information on individual-level acceptance rates might therefore counteract asymmetries both in behavior and in outcomes. In a third step, I look at the later stage where individuals are interacting. Taking their preference index, ranks and percentile ranks for candidates from their first stage decisions, I test how this initial decision with limited information relates to later-stage signals of interest. Again, I find asymmetries, with males overshooting in first contact actions, whereas females approach males where both partners are attractively ranked. Overall, later-stage decisions are largely consistent with first-stage decisions across both gender groups. In conclusion, these findings contribute to the literature on assortative mating, but also offer insights into search behavior and asymmetries in outcomes, which traditionally have been hard to track empirically. It is easy to draw parallels to other settings, most notably job search (Autor, 2001). As in the mate search problem, selective job recruiters face a nearly infinite pool of submitted resumes of candidates, candidates choose among a multitude of job advertisements, and both companies and workers differ in their attractiveness and selectivity.
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Appendix



Figure 12: Regional interest for BLINQ as measured by Google Trends Data (Jan 2013 to Jul 2015)
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(a)



(b)



Candidate age range (male)



Candidate age range (female)



Figure 13: Age range of candidates in years, by gender (polynomial fit of order 3)



(a)



(b)



Candidate distance range (male)



Candidate distance range (female)



Figure 14: Distance range of candidates in km, by gender (polynomial fit of order 3)
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Table 9: Summary statistics on binary HI/BY E decisions, by gender



Males Overall Between Within Observations Individuals r¯ Females Overall Between Within Observations Individuals r¯



Mean



Std. Dev.



Min



Max



0.498



0.500 0.309 0.401



0.000 0.000 -0.492



1.000 1.000 1.488



0.348 0.153 0.323



0.000 0.000 -0.848



1.000 1.000 1.131



821,525 10,497 78.263



0.141



453,575 5,735 79.089



Source: BLINQ; own calculations. Based on the 100 first decisions of all users.
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Table 10: Linear probability model results on preference estimates



DV: Binary willingness-to-date decision Attractiveness, standardized Squared diff. in attractiveness, positive Squared diff. in attractiveness, negative Years ≥ 18, absolute Years < 18, absolute Squared diff. in age, positive Squared diff. in age, negative University Both university Same school German speaking candidate Both German speaking No. of friends, in hundreds Mutual friends Squared diff. in friends, positive Squared diff. in friends, negative Distance in km TRX Observations Individuals R2 - overall R2 - within R2 - between



Female Coeff. SE



Male Coeff. SE



0.087 0.017 -0.002 0.005 -0.046 -0.001 -0.001 0.002 0.006 0.002 -0.007 0.008 -0.000 0.004 -0.001 -0.000 -0.000 -0.000



0.193 0.001 -0.020 -0.006 0.026 -0.001 -0.000 -0.003 0.010 0.005 -0.002 0.005 0.001 0.001 -0.000 -0.000 -0.000 0.000



453,575 5,735 0.054 0.084 0.003



0.001 0.001 0.000 0.000 0.004 0.000 0.000 0.002 0.006 0.002 0.003 0.003 0.000 0.000 0.000 0.000 0.000 0.000



0.001 0.000 0.001 0.000 0.003 0.000 0.000 0.002 0.005 0.002 0.002 0.003 0.000 0.000 0.000 0.000 0.000 0.000



821,525 10,497 0.079 0.132 0.008



Source: BLINQ; own calculations. Based on the 100 first decisions of all users. Variable definitions as before. Variables other than direct user-candidate comparisons relate to the candidate, not the user. User characteristics are captured in the fixed effect.
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Table 11: Fixed effects logit results on preference estimates (marginal effects)



DV: Binary willingness-to-date decision Attractiveness, standardized Squared diff. in attractiveness, positive Squared diff. in attractiveness, negative Years ≥ 18, absolute Years < 18, absolute Squared diff. in age, positive Squared diff. in age, negative University Both university Same school German speaking candidate Both German speaking No. of friends, in hundreds Mutual friends Squared diff. in friends, positive Squared diff. in friends, negative Distance in km TRX



Female Coeff. SE



Male Coeff. SE



0.213 -0.001 -0.016 0.012 -0.146 -0.003 -0.003 0.009 0.012 0.005 -0.021 0.020 0.000 0.007 -0.001 -0.000 -0.000 -0.001



0.327 -0.010 -0.029 -0.010 0.043 -0.001 -0.000 -0.004 0.017 0.008 -0.004 0.010 0.001 0.001 -0.001 -0.001 -0.000 0.000



0.003 0.004 0.000 0.001 0.010 0.000 0.000 0.004 0.013 0.005 -0.007 0.007 0.000 0.001 0.001 0.000 -0.000 0.000



0.002 0.001 0.001 0.000 0.006 0.000 0.000 0.003 0.010 0.003 0.004 0.005 0.000 0.000 0.000 0.000 0.000 0.000



Source: BLINQ; own calculations. Based on the 100 first decisions of all users. For females, 368 users (11,785 observations) were dropped because of all positive or all negative outcomes. For males, 947 users (35,589 observations) were dropped because of all positive or all negative outcomes. Marginal effects are calculated assuming a fixed effect of zero. Females: P r(y = 1|FE is zero) = 0.645; males: P r(y = 1|FE is zero) = 0.463. Discrete effects calculated for dummy variables. Attractiveness is defined as the ratio of the number of HI’s a user got, divided by the number of times the user has been rated. The measure is standardized within gender. Differences are taken over the standardized measure. Acceptancerate is defined as the ratio between the number of times a user rates HI, divided by the total number of decisions she has taken. Standardization as in the case of attractiveness. Age is measured in years and bounded between 13 and 40 and is reformulated as the absolute difference from 18. U niversity is a dummy indicating whether the user has a university listed on his Facebook profile. Both university is a dummy indicating whether university == 1 for both the user as well as the candidate.Same school is a dummy indicating whether both user and candidate list the same school on their Facebook profile. German speaking is a dummy indicating the language set in the app. No. of friends is the number of Facebook friends measured in hundreds, mutual friends the number of mutual friends that also use the dating application. Squared difference in friends is measured in units of 100,000. Distance is the distance in km between user and candidate, where the information on location was drawn just once, assuming users do not move. Only candidates within a 300km radius are considered. Duration is the fraction of the current decision number divided by the total number of decisions taken by a user. Variables other than direct user-candidate comparisons relate to the candidate, not the user.
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Table 12: Fixed effects logit results on preference estimates (robustness I)



DV: Binary willingness-to-date decision Attractiveness, standardized Squared diff. in attractiveness, positive Squared diff. in attractiveness, negative Years ≥ 18, absolute Years < 18, absolute Squared diff. in age, positive Squared diff. in age, negative University Both university Same school German speaking candidate Both German speaking No. of friends, in hundreds Mutual friends Squared diff. in friends, positive Squared diff. in friends, negative Distance in km TRX Observations Individuals Log-likelihood



Female Coeff. SE



Male Coeff. SE



1.045 0.040 -0.086 0.048 -0.625 -0.013 -0.013 0.026 0.168 0.013 -0.161 0.174 0.002 0.044 -0.006 -0.002 -0.000 -0.000



1.251 -0.039 -0.114 -0.036 0.060 -0.005 0.001 -0.006 0.130 0.023 -0.023 0.060 0.005 0.004 -0.005 -0.002 0.000 0.005



411,214 5,196 -97,327



0.011 0.016 0.002 0.004 0.046 0.001 0.001 0.019 0.069 0.024 0.033 0.036 0.002 0.004 0.003 0.001 0.000 0.000



0.008 0.003 0.004 0.002 0.025 0.000 0.000 0.013 0.042 0.014 0.017 0.020 0.001 0.002 0.002 0.001 0.000 0.000



730,067 9,585 -289,379



Source: BLINQ; own calculations. Based on the 100 randomly drawn decisions of all users. For females, 517 users (22,479 observations) were dropped because of all positive or all negative outcomes. For males, 958 users (26,841 observations) were dropped because of all positive or all negative outcomes. Variables are defined as previously. Variables other than direct user-candidate comparisons relate to the candidate, not the user. User characteristics are captured in the fixed effect.
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Table 13: Fixed effects logit results on preference estimates (robustness II) Female Coeff. SE



Male Coeff. SE



DV: Binary willingness-to-date decision Attractiveness, standardized Squared diff. in attractiveness, positive Squared diff. in attractiveness, negative Years ≥ 18, absolute Years < 18, absolute Squared diff. in age, positive Squared diff. in age, negative University Both university Same school German speaking candidate Both German speaking No. of friends, in hundreds Mutual friends Squared diff. in friends, positive Squared diff. in friends, negative Distance in km TRX



0.922 -0.038 -0.063 0.009 -0.640 -0.023 -0.008 -0.097 -0.085 0.062 -0.121 0.252 -0.001 0.028 0.010 -0.003 0.000 -0.001



1.318 -0.034 -0.092 -0.032 0.566 -0.002 0.001 0.046 0.466 0.061 -0.083 0.157 -0.012 0.018 -0.026 0.003 0.001 -0.002



Observations Individuals Log-likelihood



13,764 155 -3,138



0.060 0.085 0.011 0.024 0.227 0.006 0.003 0.111 0.375 0.121 0.182 0.200 0.012 0.018 0.028 0.004 0.001 0.001



0.042 0.017 0.023 0.010 0.112 0.001 0.001 0.073 0.252 0.077 0.098 0.113 0.008 0.014 0.009 0.003 0.000 0.001



26,031 294 -9,896



Source: BLINQ; own calculations. Based on the full decision history of 175 randomly drawn users. For females, 20 users (1,335 observations) were dropped because of all positive or all negative outcomes. For males, 37 users (1,891 observations) were dropped because of all positive or all negative outcomes. Variables are defined as previously. Variables other than direct user-candidate comparisons relate to the candidate, not the user. User characteristics are captured in the fixed effect.
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Table 14: Robustness results on best rank: all users Female Coeff. SE



DV: ln bestrank ln N 0.061 ln attract ln accrate Constant 1.591 Observations R2 F -Stat



5,114 0.003 18.35



Male Coeff. SE



Female Coeff. SE



Male Coeff. SE



(0.014)



0.547



(0.010)



(0.097)



0.683



(0.076)



-0.014 -1.403 -0.513 -0.359



0.658 -1.360 -0.056 -4.138



8,232 0.218 2,721



5,114 0.177 344.5



(0.014) (0.051) (0.023) (0.109)



(0.008) (0.014) (0.014) (0.085)



8,232 0.706 4,854



Source: BLINQ; own calculations. The sample considers the best-ranked matched mate of all users, including still actively who have been inactive for at least 90 days, restricting the sample to users who have finished their mate search. The sample includes all users with a match. The dependent variable lnrank is the logarithm of the individual-specific rank of the matched mate, where the rank is based on the estimated preference parameters reported previously. ln N is the logarithm of the length of an individual’s search sequence, i.e., the number of decisions a user has taken. ln attract and ln select are the logarithmized measures of attractiveness and acceptancerate reported previously.
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Table 15: Robustness results on best rank: N ≥ 100 Female Coeff. SE



DV: ln bestrank ln N -0.031 ln attract ln accrate Constant 2.330 Observations R2 F -Stat



2,416 0.001 1.13



Male Coeff. SE



Female Coeff. SE



Male Coeff. SE



(0.030)



0.529



(0.021)



(0.198)



0.872



(0.147)



-0.102 -1.521 -0.557 0.025



0.622 -1.202 -0.028 -3.416



3,082 0.156 606.93



2,416 0.183 188.4



(0.028) (0.076) (0.034) (0.209)



(0.015) (0.022) (0.022) (0.150)



3,082 0.627 1,331



Source: BLINQ; own calculations. The sample considers the best-ranked matched mate for users who have been inactive for at least 90 days, restricting the sample to users who have finished their mate search. The sample includes all users with a match and at search length N ≥ 100. The dependent variable lnrank is the logarithm of the individual-specific rank of the matched mate, where the rank is based on the estimated preference parameters reported previously. ln N is the logarithm of the length of an individual’s search sequence, i.e., the number of decisions a user has taken. ln attract and ln select are the logarithmized measures of attractiveness and acceptancerate reported previously.
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Table 16: Results on median rank (all observations) Female Coeff. SE



DV: ln medianrank ln N 1.081 ln attract -0.132 ln accrate 0.258 Constant -1.302 Observations R2 F -Stat



(0.013) (0.041) (0.020) (0.092)



2,652 0.781 2,759



Male Coeff. SE



0.986 -0.313 0.286 -1.512



(0.008) (0.012) (0.015) (0.073)



3,381 0.876 5,706



Source: BLINQ; own calculations. The sample considers the best-ranked matched mate for users who have been inactive for at least 90 days, restricting the sample to users who have finished their mate search. The sample includes all users with a match. The dependent variable lnrank is the logarithm of the individual-specific rank of the matched mate, where the rank is based on the estimated preference parameters reported previously. ln N is the logarithm of the length of an individual’s search sequence, i.e., the number of decisions a user has taken. ln attract and ln select are the logarithmized measures of attractiveness and acceptancerate reported previously.
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Table 17: Search length descriptives Female Coeff St. Dev.



Male Coeff St. Dev.



ln attract ln accrate Age Uni Constant



0.260 -0.489 0.041 0.061 4.517



0.362 -0.108 0.059 0.100 (0.108)



Observations R2



6,066 0.138



(0.052) (0.018) (0.004) (0.068) (0.111) 6.086



11,302 0.074



Source: BLINQ; own calculations.
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(0.019) (0.020) (0.003) (0.054)



Table 18: First impressions in later stages, males Measures based on search length Convstart Reply Phone Specification 1 xb1 xb2



0.531 (0.011) -0.013 (0.003)



-0.003 (0.017) -0.002 (0.005)



-21,426 49,979



-7,625 27,354



-0.089 (0.002) 0.007 (0.002) -0.000 (0.000)



-0.002 (0.003) -0.005 (0.003) 0.000 (0.000)



-21,582 49,979



-7,623 27,354



-2.613 (0.055) 0.000 (0.052)



0.086 (0.090) -1.025 (0.100)



-21,475 49,979



-7,570 27,354



sentmess recmess logL Observations Specification 2 rank1 rank2 rankdiffsq sentmess recmess logL Observations Specification 3 pctile1 pctile2 sentmess recmess logL Observations



Measures based on matches Convstart Reply Phone



0.131 (0.030) 0.010 (0.086) 0.061 (0.005) 0.052 (0.006) -3,119 28,699 -0.021 (0.005) -0.005 (0.004) 0.000 (0.000) 0.062 (0.005) 0.051 (0.006) -3,119 49,979 -0.665 (0.154) -0.249 (0.154) 0.062 (0.005) 0.051 (0.006) -3,119 28,699



-0.013 (0.000) 0.001 (0.000) 0.000 (0.000)



-0.001 (0.001) -0.004 (0.001) 0.000 (0.000)



-0.003 (0.001) -0.001 (0.001) -0.000 (0.000)



-22,111 51,715



-7,573 27,354



-3,119 28,699



-1.875 (0.039) 0.103 (0.047)



0.025 (0.068) -0.914 (0.089)



-21,500 49,979



-7,570 27,354



-0.505 (0.112) -0.103 (0.137) 0.062 (0.005) 0.052 (0.006) -3,119 28,699



Source: BLINQ; own calculations. Standard errors in parentheses. The sample considers users who have been inactive for at least 90 days, restricting the sample to users who have finished their mate search. The sample includes all users with a match. Convstart is a dummy variable indicating whether a user starts a conversation, reply an indicator whether a user replies to a started conversation (conditional on the conversation being started). P hone is a dummy variable indicating whether a phone number was exchanged. xb1 and xb2 are the indices calculated according to estimated preference parameters for user and candidate, respectively. rank1 and rank2 are the ranks calculated based on the indices (in hundreds for the left half of the table), with rank1 equal to 1 being the most attractive candidate presented to the user. In the rankdif f sq is the squared difference in ranks, measured in 10,000 units in the case of the left half of the table. pct1 and pct2 are the respective percentile ranks. sentmess is the number of messages sent to the candidate, recmess the number of messages received. 59the individual level as well as bisexual candidates. Observations number differ because of no variation at
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