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共Received 10 March 2007; accepted 24 June 2007; published online 12 September 2007兲 We analyze the stability and optimization of the synchronization process between two coupled self-excited systems modeled by the multi-limit cycles van der Pol oscillators through the case of an enzymatic substrate reaction with ferroelectric behavior in brain waves model. The one-way and two-way couplings synchronization are considered. The stability boundaries and expressions of the synchronization time are obtained using the properties of the Hill equation. Numerical simulations validate and complement the results of analytical investigations. © 2007 American Institute of Physics. 关DOI: 10.1063/1.2759437兴 A self-sustained system possesses a mechanism to damp oscillations that grow too large and a source of energy to pump those that become too small. These kinds of oscillations generally found in many systems in physics, biology, and engineering are marked by the existence of only one stable limit cycle. But under some conditions, some of these systems can exhibit more than one stable limit cycle. The use of the Lindsted’s perturbation method enables us to analytically establish for this model the amplitudes and frequencies of the limit cycles. The obtained values are then compared to the ones acquired numerically using the fourth order Runge-Kutta algorithm. The one-way and two-way couplings are then used to study the master-slave synchronization. The Whitthaker method and the properties of the Hill equation enable us to analytically investigate the linear stability boundaries of the synchronization process. The addition of other harmonics to the main solution component, the effects of nonlinearities as the areas where initial conditions are chosen are of impact on the stability boundaries. The expressions of the synchronization time are evaluated analytically and numerically. Some possible implications of the results obtained are given in biology, biochemistry, as well as in neuroscience. I. INTRODUCTION



Nonlinear phenomena are widespread in nature, appearing ubiquitously in physics, chemistry, biology, engineering, and social sciences.1–5 One of the most remarkable features of various nonlinear oscillators is synchronization, which characterizes the emergence of coherent motion among the constituent oscillators of the system. Potential applications of a兲
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synchronization in communication engineering6–9 and to understand biological and chemical phenomena10,11 explain the great interest devoted to such a topic by researchers. Among these nonlinear oscillators, a particular class is the one which contains self-excited components such as the classical van der Pol oscillator whose final state is a limit cycle or relaxation oscillations.12 Studies considering two or many coupled van der Pol oscillators had shown synchronization corresponding, for instance, to phase-locking and cluster states.13–15 Leung16 considered various types of coupling including the continuous feedback scheme of Pyragas17 to study the synchronization of two classical van der Pol oscillators. He obtained numerically the critical slowing-down behavior of the synchronization time and the boundaries of synchronization domain. He also established that the synchronization process can be achieved more effectively with the two-way coupling scheme.17 Recently, Woafo and Kraenkel showed that Leung results in the one-way coupling can be estimated by analytical considerations and they also extended the study to the synchronization of chaotic states.18 Here, we aim to study the synchronization of two coupled biological systems which considered the case of an enzymatic substrate reaction with ferroelectric behavior in brain wave models. The nonlinear dynamics of this system modeled by the multi-limit cycle van der Pol oscillator 共MLCvdPo兲 has been handled recently in both autonomous and nonautonomous states.19 The model is governed by the following nondimensional nonlinear differential equation: x¨ − 共1 − x2 + ␣x4 − ␤x6兲x˙ + x = 0.



共1兲



Here, an overdot denotes the derivative with respect to time while x˙ physiologically represents the rate of change of the number of excited enzyme molecules.19 The quantities ␣, ␤ are positive parameters which measure the degree of the tendency of the system to a ferroelectric instability compared to its electric resistance with such a behavior while  is the
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parameter of nonlinearity. This equation was proposed by Kaiser20 as a model to simulate certain specific processes in biophysical systems such as the coexistence of two stable oscillatory states, a situation found in some enzyme reactions.21 The interests devoted to such a biological model is due to the fact that it well explains some biological processes more than the classical van der Pol oscillator. II. AMPLITUDES AND FREQUENCIES OF LIMIT CYCLES



In order to find amplitudes and frequencies of limit cycles, we use the Lindsted’s perturbation method.22 For this purpose, it is interesting to set  = t where  is an unknown frequency. This permits the frequency and the amplitude to interact. We assume that the periodic solution of Eq. 共1兲 can be performed by an approximation having the form x共兲 = x0共兲 + x1共兲 + 2x2共兲 + ¯ ,



共2兲



where the functions xi共兲 共i = 0 , 1 , 2 , . . . 兲 are periodic functions of  of period 2. Moreover, the frequency  can be represented by the following expression:



 =  0 +   1 +  2 2 + ¯ ,



共3兲



where i 共i = 0 , 1 , 2 , . . . 兲 are unknown constants at this point. As shown in Appendix A, the amplitudes of the limit cycles are given by the following equation: 5␤ 6 ␣ 4 1 2 A − A + A − 1 = 0, 4 64 8



共4兲



where A is the amplitude of the limit cycle. On the other hand, the periodic solution x共t兲 and the frequency  are given, respectively, as follows: x共t兲 = A cos t + 共⌼ sin t + ⌽1 sin 3t + ⌽2 sin 5t + ⌽3 sin 7t兲 + O共2兲,



 = 1 + 22 + O共3兲.



共5兲



FIG. 1. Limit cycles map showing some regions where one three limit cycle can be obtained.



共6兲



When considering the particular case ␣ = ␤ = 0, the amplitude for the autonomous state for Eq. 共4兲 is A = 2 and that corresponds to the limit cycle’s amplitude of the classical van der Pol oscillator. To find the values of the limit cycle’s amplitude A from Eq. 共4兲 and the resulting frequencies  from Eq. 共6兲, we use the Newton-Raphson algorithm. According to the values of the parameters ␣ and ␤, Eq. 共4兲 can lead to one or three positive roots which correspond to the amplitudes of the limit cycles. When three limit cycles are obtained, two of them are stable and one is unstable.23 We have represented using Eq. 共4兲 some regions of 共␤ , ␣兲 leading to one or three limit cycles as shown in Fig. 1. Such a coexistence of two stable limit cycles with different amplitudes and frequencies 共or periods兲 separated by an unstable limit cycle for a given set of parameters is referred to as birhythmicity.24 The unstable limit cycle represents the separatrix between the basins of attraction of the two stable limit cycles. Birhythmicity provides the capability of switching back and forth, upon appropriate perturbation or parameter change, between two distinct types of stable oscillations characterized by markedly different periods 共or frequencies兲 and amplitudes. Such



a phenomenon is encountered in many areas of science. In biochemistry for instance, consider a simple two variables for periodic oscillations of the limit cycle provided by the case of a product activated enzyme reaction as shown in Fig. 2. Such a reaction forms the core of models proposed for glycotic oscillations in yeast and muscle.25,26 The model represented by Fig. 2 displays the dynamics of the enzymes described by Eq. 共1兲. For the specific case of Phosphofructokinase 共PFK兲 which is an allosteric enzyme, Fig. 2 represents the reaction of catalysis of the Adenosine-TriPhosphate 共ATP兲 in the form of Mg−ATP2− 共substrate兲 into a product called Adenosine Diphosphate 共ADP兲 in the form of Mg−ADP−. With the use of particular initial conditions for a fixed set of the parameters ␣ and ␤, one or two stable limit cycles can be obtained as for those derived from Eq. 共1兲. During that process whose purpose is the activation of the fructose 6-phosphate to the fructose 1,6-diphosphate, the activity of the PFK is controlled both by the concentration of the substrate and the concentration of the product. Thus, a more important presence of concentration of the ATP which indicates a state of energy load higher of the cell will support
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FIG. 2. Models for oscillatory enzyme reactions. 共a兲 The product-activated enzyme reaction; 共b兲 the product recycling into substrate is added to the model display in 共a兲.



an action of the ADP 共allosteric activator兲 on the PFK to reduce its affinity with the ATP and also to prevent the ATP from having its inhibiting effect. Beyond a critical parameter value, the steady state admitted by the system becomes unstable and the system then evolves toward a stable limit cycle 关see Fig. 2共a兲兴. On the other hand, when the concentration of the product becomes more important than that of the substrate, there is recycling of a part of the APD in ATP, thus giving the possibility of existence of a second limit cycle as displayed in Fig. 2共b兲. Birhythmicity can also originate from circadian rhythms based on genetic regulation27–29 or calcium oscillations.30 The coexistence of two stable limit cycles can also be observed in the model of two isozymes activated by their reaction product.21 When ␣ = 0.144 and ␤ = 0.005 in the model under investigation, we obtain from Eqs. 共4兲 and 共6兲 two stable limit cycle’s amplitude given by A1 = 2.6390 and A3 = 4.8395 with their related frequencies 共A1兲 = 1.0011 and 共A3兲 = 1.0545, respectively, while the unstable limit cycle’s amplitude is A2 = 3.9616 with the frequency 共A2兲 = 1.0114. The stable limit cycles and their corresponding basins of attraction can be deduced from a direct numerical simulation of Eq. 共1兲 using the fourth-order Runge-Kutta algorithm as it is shown in Fig. 3. In Fig. 3共a兲, both inner and outer regular trajectories correspond, respectively, to the limit cycle amplitude A1 and A3. In Fig. 3共b兲, the black zone represents attraction to A1 and the white one the attraction to A3. Therefore, any set of initial condition taken in the black area will lead to the limit cycle amplitude A1 while the limit cycle amplitude A3 will be obtained from any choice of initial conditions in the white area. The comparison between amplitudes and frequencies characteristics derived both from the analytical and numerical treatment are given in Table I. In order to check the accuracy of the analytical approach used, the comparison between analytical and numerical amplitude responses-curves A共␣兲 and A共␤兲 are plotted, respectively, in Figs. 4 and 5 both for  very small and  large. For  very small, the analytical curve matches very well the



FIG. 3. 共Color online兲 Phases portrait of the two stable limit cycles 共a兲 and their corresponding basins of attraction 共b兲 for  = 0.1, ␣ = 0.144, and ␤ = 0.005.



numerical one while it is not the case when  becomes large. Accordingly, the value  = 0.1 is used throughout the rest of the paper.



III. ONE-WAY COUPLING SYNCHRONIZATION A. Statement of the problem



Depending on the values of ␣ and ␤, the biological model can give birth to one limit cycle or to three limit cycles, related to the choice of initial conditions. Consequently, if two of such models are launched with two different initial conditions, they will lastly circulate either on the different limit cycles or on the same limit cycle but with different phases. The objective of the synchronization is therefore to phase-lock 共phase synchronization兲 both oscillators or to call one of the oscillators from its limit cycle to that of the other oscillator. We study in this section the one-way feedback coupling synchronization. The master system 共M兲 is described by the component x while the slave system 共S兲 has the corresponding component u. The enslavement is carried out by coupling the slave to the master as follows:
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TABLE I. Comparison between analytical and numerical characteristics of the multi-limit cycles with the parameters of Fig. 3. Analytical amplitude



Numerical amplitude



Analytical frequency



Numerical frequency



A1 = 2.63901 A2 = 3.9616 A3 = 4.83952



A1 = 2.6391 Unstable A3 = 4.83955



共A1兲 = 1.0011 共A2兲 = 1.0114 共A3兲 = 1.0545



共A1兲 = 0.99971 Unstable 共A3兲 = 0.99987



x¨ − 共1 − x2 + ␣x4 − ␤x6兲x˙ + x = 0, u¨ − 共1 − u2 + ␣u4 − ␤u6兲u˙ + u = K共u − x兲H共t − T0兲,



共7兲



where K is the feedback coupling coefficient or strength, T0 is the onset time of the synchronization process, and H is the Heaviside function defined as H共l兲 =



再



0 if l ⬍ 0, 1 if l 艌 0.



冎



The role of the feedback is to force the convergence of the slave towards the master orbit. Throughout the study, we use T0 = 600. We mentioned that the other value of T0 can be used and lead to the same results. Practically, such type of coupling happens in a cell or system when an external stimulus



FIG. 4. 共Color online兲 Comparison between analytical and numerical amplitude-response curves of the limit cycle A共␣兲 for ␤ = 0.55 共a兲  = 0.005, 共b兲  = 2.



substrate coming from the outside of the cell is selected, amplified as a signal or transformed through an enzyme and transported as a product. In such a situation, the reaction process is unidirectional and irreversible. The coupling of two such systems is described by the diffusion of their solute concentration. The coupling is written as the difference in the concentration. Since within each system there are inhibitors 共negative direction of solute flow兲 and promoters 共positive direction of solute flow兲 that determine the direction of the solute flow, it follows that the coupling coefficient can be negative or positive.



FIG. 5. 共Color online兲 Comparison between analytical and numerical amplitude-response curves of the limit cycle A共␤兲 for ␣ = 0.55 共a兲  = 0.005, 共b兲  = 2.
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B. Stability boundaries of the synchronization process



When the synchronization starts at T0, one must assure that the process is stable to avoid instability and the loss of synchronization during the synchronization process. For example, time during which enzymes are not stable in the model under investigation corresponds to the period during which they are not able to take part in a reaction process because of the modification of their structures. Thus, the product of reaction cannot be obtained or are not readily available. Such a situation is for instance catastrophic in biochemistry for glycolic oscillations in muscle. Consequently, we have to know the closeness between the master and the slave at each time through the new variable 共8兲



z共t兲 = u共t兲 − x共t兲.



The stability of the synchronization process is therefore examined by the boundedness of z共t兲 which in the linear regime obeys to the following equation: z¨ − 共1 − x2 + ␣x4 − ␤x6兲z˙ + 关1 − K + 共2x − 4␣x3 + 6␤x5兲x˙兴z = 0.



共9兲



Let us first consider the first component of the solution x共t兲 given by x共t兲 = A cos t.



共10兲



With this approximation, an error of order  is made 关see Eq. 共5兲兴. If we set  = t into Eq. 共10兲, the variational Eq. 共9兲 becomes z¨ + 关2 + F共兲兴z˙ + G共兲z = 0,



共11兲



where the parameters  , F共兲 , G共兲 are given in Appendix B. From the expression of G共兲, we find that if K ⬎ 1, then G共兲 has a permanent negative part 共1 − K兲 / 2, thus inducing a continuous increase of the deviation z共t兲 关see Eq. 共11兲兴. In this case, the slave continuously drifts away from its original limit cycle and no synchronization with the master is possible even if they are on the same or different limit cycles as it is shown, respectively, in Figs. 共6兲 and 共7兲. To find other stability boundaries of the process, Eq. 共11兲 is transformed into its standard form by introducing a new variable  as follows:



冋 冕 册



z =  exp共− 兲exp −



1 2



F共兲d .



共12兲



Thus, it comes that  satisfying the following Hill equation:1,31



FIG. 6. 共Color online兲 Phase portraits showing how the slave continuously drifts away from the master’s limit cycle when both master and slave evolve on the same limit cycle’s amplitude A1 with the parameters of Fig. 3 and the initial conditions 共x共0兲 , x˙共0兲兲 = 共1 , 1兲 and 共u共0兲 , u˙共0兲兲 = 共2 , 1兲. 共a兲 K = 0.99, 共b兲 K = 1.001, 共c兲 K = 3.50.



¨ + 关a0 + 2a1s sin 2 + 2a1c cos 2 + 2a2s sin 4 + 2a2c cos 4 + 2a3s sin 6 + 2a3c cos 6 + 2a4c cos 8 + 2a5c cos 10 + 2a6c cos 12兴 = 0,



共13兲



where the parameters a0, ans, and anc 共1 艋 n 艋 6兲 are given in Appendix C. The Whittaker method31 is used to investigate the stability boundaries of the synchronization process around the six main parametric resonances exhibited by Eq. 共13兲. Its solution in the nth unstable region has the form



 = e sin共n − 兲,



共14兲



where  is the characteristic exponent,  is a parameter, while n stands for the order of the parametric resonances. From Eqs. 共13兲 and 共14兲, the expression of the characteristic exponent is obtained and given as follows:
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2 2 Hn = 共a0 − n2兲2 + 2共a0 + n2兲2 + 4 − ans − anc ⬎ 0;



1 艋 n 艋 6.



FIG. 7. 共Color online兲 Phase portraits showing how the slave continuously drifts away from the master’s limit cycle with the parameters of Fig. 3 when both master and slave evolve on two different limit cycles with the initial conditions 共x共0兲 , x˙共0兲兲 = 共1 , 1兲 and 共u共0兲 , u˙共0兲兲 = 共4 , 4兲. 共a兲 K = 0.99, 共b兲 K = 1.0001, and 共c兲 K = 2.0.



2 2 2 = − 共a0 + n2兲 + 冑4n2a0 + ans + anc .



共15兲



The transformation 共12兲 implies that for z共t兲 to tend to zero as time increases, the real part − ±  should be negative. Under these circumstances, the stability of the synchronization process is guaranteed if the following criterion are satisfied:



共16兲



Saying the process is stable here means the synchronization is achieved. To confirm the validity of these criteria, we have numerically solved Eqs. 共7兲. The values of parameters ␣ and ␤ are those defined for the limit cycles A1, A2, and A3 in the previous section for  = 0.1. For the stable limit cycles, two applications are to be considered here. We first consider that the master and the slave are on the same stable limit cycle with the amplitude A1 or A3. For instance with the amplitude A3, we obtain from Eqs. 共16兲 that the synchronization process is unstable for K 苸 DAnal关S共A3兲 → M共A3兲兴 = 关−0.034, 0关 艛 兴0 , 0.003兴 艛 兴1 , + ⬁关 while from the numerical simulation of Eqs. 共7兲, we find that the synchronization is unstable for K 苸 DNum关S共A3兲 → M共A3兲兴 = 关−0.020, 0关 艛 兴0 , 0.015兴 艛 兴1 , + ⬁关 关the sets of initial conditions for numerical simulations are 共x共0兲 , x˙共0兲兲 = 共5 , 5兲 and 共u共0兲 , u˙共0兲兲 = 共4 , 4兲, both leading to the final state whose amplitude is A3兴. We note here that the synchronization process is unstable means that z共t兲 never goes to zero, but has a bounded oscillatory behavior or goes to infinity. Thus we find that the analytical procedure gives good results comparatively to the numerical ones. For the second application, we assume that the master and the slave are on different limit cycles. It is found from our analytical investigation that the synchronization process is unstable for K 苸 DAnal关S共A1兲 → M共A3兲兴 = 关−0.034, 0关 艛 兴0 , 0.003兴 艛 兴1 , + ⬁关 if the slave comes from the limit cycle whose amplitude is A1 to follow the master at the limit cycle with the amplitude A3. For the numerical simulations, the master and the slave are now initially launched, respectively, with the conditions 共x共0兲 , x˙共0兲兲 = 共5 , 5兲 leading to A3 and 共u共0兲 , u˙共0兲兲 = 共1 , 1兲 leading to A1. We find from this numerical procedure that the slave transition from A1 to A3 is not achieved if K 苸 DNum关S共A1兲 → M共A3兲兴 = 关−0.019, 0关 艛 兴0 , 0.015兴 艛 兴1 , + ⬁关. Thereby, the agreement between the analytical and numerical results is good. To illustrate these results, we have graphically represented the temporal evolution of the deviation between the master and the slave for a feedback coupling strength K chosen both in the unstable and stable domains of synchronization. In the unstable regions, we find that the deviation z共t兲 grows infinitely or behaves bounded while in the stable areas, z共t兲 decreases to zero with increasing time as displayed in Figs. 8 and 9, respectively, for the first and the second applications. For the case where the slave leaves A3 to A1, we just have to invert the initial conditions for the numerical simulation. It is found from the investigations that the synchronization process is unstable for K 苸 DNum关S共A3兲 → M共A1兲兴 = 关−0.252, 0关 艛 兴0 , + ⬁关 numerically while from the analytical condition 共16兲, it is found that K 苸 DAnal关S共A3兲 → M共A1兲兴 = 兴0 , 0.001兴 艛 兴1 , + ⬁关. It appears from this latter transition a lack of agreement between numerical and analytical results. Thus, the transition from the orbit with small amplitude to another orbit with higher amplitude is easier than the reverse situation. Such a situation is understandable since moving from a small to a large limit cycle arises whenever the perturbation brings the system across the boundary set by the unstable limit cycle. Also, the
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FIG. 8. 共Color online兲 Temporal variation of the deviation z共t兲 for the first application with the parameters of Fig. 3. 共a兲 K = −0.015, 共b兲 K = 0.30, 共c兲 K = 4.



FIG. 9. 共Color online兲 Temporal variation of the deviation z共t兲 for the second application with the parameters of Fig. 3. 共a兲 K = 0.010, 共b兲 K = −2.50, 共c兲 K = 20.



basin of attraction of the larger amplitude oscillatory state A3 is much more extended than that of the small amplitude oscillatory region A1. Similar results have been obtained for the cyclic Adenosine Monophosphate 共cAMP兲 system of D. discoideum by Goldbeter and Martiel32 who showed that the transition from the large to small limit cycle necessitates much finer tuning of the perturbation with respect to both the magnitude and the phase at which it is applied. The reason for such asymmetry in the sensitivity of two stable cycles with respect to the perturbation has been reported in the



model of an allosteric enzyme activated by its reaction product.33 The instability boundaries also depend on the choice of the initial conditions because they influence the speed of reaction of the biological process and consequently, the rate at which the product is obtained 共see an example hereafter兲. To show how the approximation in x共t兲 affects the stability domains, we consider now the full expression 共5兲 and insert it in the variational Eq. 共9兲. Therefore, a Hill equation containing harmonics until cos 42 is obtained with thus the possibility of having 21 parametric resonances. We ana-
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lytically solved that Hill equation around the first main parametric resonance using the criteria 共16兲 and found that the process is now analytically unstable for K ˆ 关S共A 兲 → M共A 兲兴 = 关−0.033, 0关 艛 兴0 , 0.020兴 艛 兴1 , + ⬁关 苸D Anal 3 3 when both master and slave are on the limit cycle whose amplitude is A3. Considering the second application, the unˆ stable areas are now defined as K 苸 D Anal关S共A1兲 → M共A3兲兴 = 关−0.033, 0关 艛 兴0 , 0.020兴 艛 兴1 , + ⬁关 analytically when the slave comes from A1 to follow the master at A3. But when the slave comes from A3 to follow the master at A1, the ˆ synchronization is unstable for K 苸 D Anal关S共A3兲 → M共A1兲兴 = 关−0.001, 0关 艛 兴0 , 0.003兴 艛 兴1 , + ⬁关. Thus, it comes that using the full expression of the solution x共t兲 has improved the stability boundaries of the synchronization process. After the stability has been analyzed through the linear variational Eq. 共9兲 and linear stability domains have been derived, we also aim to search the effects of the nonlinearities on the stability boundaries of the synchronization process for the slave transition from A3 to A1. Then the deviation z共t兲 is now governed by the following nonlinear variational equation: z¨ − 关1 − x2 + ␣x4 − ␤x6 + ␣共z4 + 6x2z2 + 4xz3 + 4x3z兲



where ts is the time instant at which both trajectories are very close to be considered as synchronized. The synchronization process is realized if the deviation z共t兲 obeys the following synchronization criterion: 兩z共t兲兩 = 兩u共t兲 − x共t兲兩 ⬍ h



z共t兲 = 兵1 exp关− 共 − 兲共 − T0兲兴sin共n − 1兲 + 2 exp关− 共 + 兲共 − T0兲兴sin共n − 2兲其



冋 冕



⫻exp −



− ␣共z + 6x z + 4xz 兲兴x˙ = 0. 4



2 2



3



共17兲



Due to the mathematical difficulties in manipulating such an equation, we have solved it numerically by using the complete expression of the solution x共t兲 to obtain the results for the stability intervals. It should be emphasized that when the slave comes from the limit cycle whose amplitude is A3 to follow the master at the limit cycle’s amplitude A1, we conclude from these numerical investigations that the synchronization domains depend on the set of initial conditions used to launch the slave. For instance, by using 共u共0兲 , u˙共0兲兲 = 共3.5, 3.5兲, we find that the synchronization is unstable ˆ † 关S共A 兲 → M共A 兲兴 = 关−0.240, 0关 艛 兴0 , + ⬁关 while for K 苸 D 3 1 Num for 共u共0兲 , u˙共0兲兲 = 共2.8, 2.8兲, instability during the process ˆ ‡ 关S共A 兲 → M共A 兲兴 appears rather for K苸D 3 1 Num = 关−0.009, 0关 艛 兴0 , 0.010关 艛 兴0.840, + ⬁关. This is understandable since in the case of multiple limit cycles, the synchronization boundaries depend on what can be termed the stability basins for synchronization. From a biological point of view, one could conclude that there are situations for which it is difficult, even impossible to find a physiological behavior 共limit cycle A1兲 starting from a pathological behavior 共limit cycle A3兲. This is further discussed in the conclusions.



C. Synchronization time



It is useful to find the relation between the synchronization time and the coupling strength K. The synchronization time is defined as



册



F共兲共d兲 ,



1 2



共20兲



where 1 and 2 are two constants depending on initial conditions for z共t兲. We only consider the first term proportional to 1 because the second term vanishes more quickly as t increases. Thus, we obtain from the inequality 共19兲 that the synchronization time is given by



Ts =



+ 关␤共z6 + 15x2z4 + 6xz5 + 20x3z3 + 15x4z2兲 + z2



共19兲



∀ t ⬎ ts ,



where h is the synchronization precision or tolerance. To calculate Ts, we take into account the behavior of the linear variational Eq. 共11兲 near and far from the resonant states. Near the resonant states, z共t兲 takes the form



− ␤共z6 + 6xz5 + 15x2z4 + 20x3z3 + 15x4z2 + 6x5z兲 − z2 − 2xz兴z˙ + 关1 − K + 共2x − 4␣x3 + 6␤x5兲x˙兴z



共18兲



Ts = ts − T0 ,



1 ln −



冑



z共0兲2 +



冋



z˙共0兲 + 共 − 兲z共0兲 n h



册



2



.



共21兲



Far from the resonant states, the variational Eq. 共11兲 reduces to z¨ + 2z˙ +



冋 册



1−K z = 0. 2



共22兲



The solution of this second order differential equation and consequently the synchronization time depends on the sign of the expression ⌬ = 1−K2 − 2 as follows: • when ⌬ ⬎ 0, we have



Ts =



1 ln 



冑



z共0兲2 +



冋



z˙共0兲 + z共0兲



冑⌬



h



册



2



;



共23兲



• when ⌬ ⬍ 0, we have z˙共0兲



Ts =



1



冑− ⌬ − 



ln



冑− ⌬ −  h



.



共24兲



Now, we have to use the numerical simulations to check the validity of the analytical synchronization times given by Eqs. 共21兲–共23兲. The numerical simulations use the fourthorder Runge-Kutta algorithm with a time step ⌬t = 0.01. The precision h = 10−10 is used to compute the synchronization time via the inequality 共19兲. We first consider the case where the master and the slave are launched with different initial conditions leading to the same limit cycle, but with different phases. The results are reported in Fig. 10 where the synchronization time is plotted versus the feedback coupling coefficient K for phase-locking in the limit cycle A1. The
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FIG. 10. 共Color online兲 Synchronization time vs the feedback coupling coefficient when the master and the slave are on the same limit cycle amplitude A1 with the precision h = 10−10.



agreement between analytical and numerical results is very good. Figures 11 and 12 are related to the case where the master and the slave belong initially to two different limit cycles. Figure 11 corresponds to slave transition from the limit cycle’s amplitude A1 to follow the master at the limit cycle whose amplitude is A3 while Fig. 12 concerns the slave transition from A3 to A1. One should note that there is a good agreement in Fig. 11, but not in Fig. 12. The lack of agreement of Fig. 12 can also be explained additionally to the preceding reasons by the fact that for a transition from large amplitude limit cycle to a smaller one, the linear variational equation from which Ts is derived remain not valid in this case since the orbits are not close enough. To improve the agreement, one may need to consider the nonlinear components of the variational equation as in Eq. 共17兲. But by doing so, an analytical derivation of Ts is not possible. Moreover as quoted before, the variation of the synchronization time also depends on the synchronization basins 共e.g., in the domain were the initial conditions are chosen兲.



FIG. 12. 共Color online兲 Synchronization time vs the feedback coupling coefficient for the slave’s transition from A3 to A1 with the precision h = 10−10.



IV. TWO-WAY COUPLING SYNCHRONIZATION



The two-way coupling synchronization 共so-called the mutual synchronization兲 occurs when the individual units or oscillators in a system alter their individual rhythms just enough so they all act in unison. Such phenomenon appears in many populations of biological oscillators. For instance, we have crickets that chirp in unison, electrically synchronous pacemaker cells, and groups of women whose menstrual cycles become mutually synchronized 共see Refs. 34 and 35, and references therein兲. Two types of coupling are going to be considered: symmetric and antisymmetric coupling. But before starting with this task, let us stress that only the case where oscillators evolve on the same limit cycle but with a different set of initial conditions is considered. This case is analytically tractable by the formalism developed for the unidirectional coupling in the preceding section. For the symmetric coupling scheme, the enslavement is carried out as follows: x¨ − 共1 − x2 + ␣x4 − ␤x6兲x˙ + x = K共x − u兲H共t − T0兲, u¨ − 共1 − u2 + ␣u4 − ␤u6兲u˙ + u = K共u − x兲H共t − T0兲.



共25兲



In such a case, the coupling is of the same type 共either excitatory or inhibitory兲 but in both directions.36 Setting x = xs + z1 and u = xs + z2 and after some algebraic transformations, we obtain two coupled variational equations



␦¨ − 共1 − xs2 + ␣xs4 − ␤xs6兲␦˙ + 关1 + 共2xs − 4␣xs3 + 6␤xs5兲x˙s兴␦ = 0,



共26兲



¨ − 共1 − xs2 + ␣xs4 − ␤xs6兲˙ + 关1 − 2K + 共2xs − 4␣xs3 + 6␤xs5兲x˙s兴 = 0,



FIG. 11. 共Color online兲 Synchronization time vs the feedback coupling coefficient for the slave transition from the limit cycle’s amplitude A1 to A3 with the precision h = 10−10.



共27兲



where ␦ = z1 + z2,  = z1 − z2 and xs is a limit cycle. Equation 共26兲 is just the stability equation of xs, thus ␦ = 0. From Eq. 共27兲, it is found that when K ⬎ 0.5,  will grow indefinitely and thus, the trajectories of the biological systems gradually diverge one from the other as it is shown in Fig. 13. When
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FIG. 13. 共Color online兲 Time histories showing how both master and slave trajectories continuously diverge in the symmetric two-way coupling with the parameters of Fig. 3 and the initial conditions 共x共0兲 , x˙共0兲兲 = 共1 , 1兲 and 共u共0兲 , u˙共0兲兲 = 共2 , 1兲. 共a兲 K = 0.505, 共b兲 K = 5.0.



only the first component of the solution x共t兲 and the analytical procedure used in the previous section are taken into account, we find that the phase-locking process cannot be obtained for K = 0 and K 苸 兴0.5, + ⬁关 when both biological systems are on the limit cycle whose amplitude is A1, while numerically the synchronization is not achieved for K 苸 关−0.004, 0关 艛 兴0 , 0.004兴 艛 兴0.5, + ⬁关. But, when both the oscillators are on the limit cycle whose amplitude is A3, the synchronization process is analytically unstable for K 苸 关−0.017, 0关 艛 兴0 , 0.0015兴 艛 兴0.5, + ⬁关 while from numerical simulations, instability occurs for K 苸 关−0.009, 0关 艛 兴0 , 0.007兴 艛 兴0.5, + ⬁关. The agreement between our analytical and numerical results is good and to illustrate such a situation, we have plotted in Fig. 14 the time histories of the deviation z共t兲 when both the oscillators are on the limit cycle amplitude A1. Similar time histories configuration are also obtained when the oscillators are on the limit cycle’s amplitude A3. When considering the entire expression of the solution x共t兲 关see Eq. 共5兲兴, the process is not achieved analytically if K 苸 兴0 , 0.001兴 艛 兴0.5, + ⬁关 in the case where the master and the slave evolve on the limit cycle A1. In the case where the two oscillators are on the orbit A3, the phase-locking process is not realized for K 苸 关−0.016, 0关 艛 兴0 , 0.001兴 艛 兴0.5, + ⬁关 following the analyti-



FIG. 14. 共Color online兲 Temporal variation of the deviation z共t兲 in the twoway coupling when the oscillators evolve on the limit cycle A1: 共a兲 K = −0.002, 共b兲 K = 0.10, 共c兲 K = 0.55.



cal treatment. As in the case of the one-way coupling synchronization, considering the full expression of the solution x共t兲 significantly improved the stability boundaries of the synchronization process. Therefore the agreement becomes very good between our numerical and analytical results. For the antisymmetric coupling, the enslavement is defined as follows:
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x¨ − 共1 − x2 + ␣x4 − ␤x6兲x˙ + x = K共u − x兲H共t − T0兲, u¨ − 共1 − u2 + ␣u4 − ␤u6兲u˙ + u = K共u − x兲H共t − T0兲.



共28兲



Here, the coupling is such that the inhibitory is in one direction and the excitatory in the other.36 The stability of the synchronization process is tackled through the following coupled variational equations:



␦¨ − 共1 − xs2 + ␣xs4 − ␤xs6兲␦˙ + 关1 + 共2xs − 4␣xs3 + 6␤xs5兲x˙s兴␦ + 2K = 0,



共29兲



¨ − 共1 − xs2 + ␣xs4 − ␤xs6兲˙ + 关1 + 共2xs − 4␣xs3 + 6␤xs5兲x˙s兴 = 0.



共30兲



From Eq. 共30兲, we have asymptotically  = 0 since it is just the variational equation around the stable limit cycle xs. Therefore, Eq. 共29兲 asymptotically reduces to Eq. 共30兲 and also gives ␦ = 0 for any K. Thus, for the antisymmetric coupling, the synchronization is possible for all K, except obviously the value K = 0 for which the coupling cannot be realized. By setting ␣ = ␤ = 0, this analytical approach confirms the results obtained numerically by Leung16 for the synchronization of two classical van der Pol oscillators with a twoway coupling scheme. We also need to estimate the duration of the synchronization process when it depends on the parameter K and for this purpose, we consider Eq. 共27兲. The synchronization condition still is the one defined by the inequality 共19兲. Taking into account preceding investigations, the synchronization time near the resonant states that has the following expression:



Ts =



1 ln −⌳



冑



共0兲2 +



冋



˙ 共0兲 + 共 − ⌳兲共0兲 n h



册



,



共31兲



2 2 ˜ 0 + n2兲 + 冑4a ˜ 0n2 + ans + anc , ⌳2 = − 共a



冋



册



1 2 共2H2 + I2 + J2 + L2兲 . 2 1 − 2K − 8 



Far from the resonant state, the synchronization time depends on the sign of ˜ =⌬− K . ⌬ 2 ˜ ⬎ 0, we have • When ⌬



冑 冉 共0兲2 +



1 Ts = ln 



˜ ⬍ 0, we have • When ⌬



˙ 共0兲 + 共0兲



冑⌬˜



h



冊



2



.



˙ 0



Ts =



1



冑− ⌬˜ − 



ln



冑− ⌬˜ −  h



.



共33兲



The above analytical expressions for Ts are also confirmed by a direct numerical simulation of Eqs. 共25兲. For instance, Fig. 15 presents the agreement between the analytical and numerical results for the phase-locking process when the oscillators are launched with the initial conditions 共x共0兲 , x˙共0兲兲 = 共1 , 1兲 and 共u共0兲 , u˙共0兲兲 = 共2 , 2兲 leading both to the limit cycle A1. It is worth noting that for a given coupling coefficient K, Ts is smaller in the case of two-way coupling than in the case of one-way coupling.



2



where



˜a0 =



FIG. 15. 共Color online兲 Synchronization time vs the feedback coupling coefficient in the symmetric two-way coupling when the master and the slave are on the limit cycle A1 with h = 10−10.



共32兲



V. CONCLUSION



We studied the problem of synchronization of two coupled self-excited systems modeled by the MLC-VdPo. The Lindsted’s perturbation method has enabled us to derive amplitudes and frequencies of limit cycles. We have also analyzed the stability boundaries and duration time of the synchronization process of two such models. The analytical investigation through the first component and the full expression of the solution x共t兲 has used the properties of the Hill equation which describe the deviation between the master and the slave systems to examine the stability boundaries. The one-way and two-way couplings have been considered. The critical boundary of the coupling strength has been found in both cases and it has been shown that the synchronization process can be realized more quickly with the two way coupling scheme. We also showed that Leung’s results16 obtained with the classical van der Pol oscillators in the twoway coupling synchronization can be estimated using analytical investigations. In general, good agreement has been found between the analytical and numerical results in spite of some quantitative differences observed during the slave transition from a high limit cycle amplitude 共A3兲 to a small one 共A1兲 and for which an explanation has been given. As the
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whole expression of the analytical solution x共t兲, the choice of initial conditions has also considerably improved the linear stability boundaries of the synchronization process. The existence of the nonlinear stability and nonlinear instability domains in the synchronization process additionally to the linear ones have been established. The results obtained here can have implications in biology, neuroscience, and biochemistry. Indeed in biology, the master-slave coupling situation is of interest, for example, in the case of displacement from one limit cycle to the other. In fact, one supposes that both physiological and pathological systems possess each one in a stable limit cycle called, respectively, the physiological limit cycle and the pathological limit cycle. The purpose of particular controls in biology, with the therapeutic goal, is to move a limit cycle, representing a pathological homeostasis until reaching the limit cycle which corresponds to physiological homeostasis. This situation is also found in the case of displacement between two physiological cycles.37 The critical value of the coupling strength for the synchronization process obtained here suggests, for instance, that in understanding the synchronization process in the brain for two cells in the master-slave configuration 共the neurons communicate mainly between themselves via specialized devices called synapses兲, the coupling strength must be less than the critical value in order to give the master neuron the control for a defined activity of the slave neuron. The model investigated here with the results obtained can also have some implications in biochemistry. Indeed, birhythmicity has been observed numerically in a ten-variable model for circadian rhythms.29 The fact that this ten-variable system can be reduced to a two-variable system of the van der Pol type38 raises the possibility that birhythmicity may arise in the latter system in appropriate conditions. Moreover, it indicates that the van der Pol oscillator can serve as a simple model of a biological oscillator for the circadian clock that is characterized by a period of the order of 24 h. An extension of this work for understanding the collective behavior in a network of physical and biological systems in a master-slave coupling is an interesting task.



order 1



20x¨1 + x1 = 0共1 − x20 + ␣x40 − ␤x60兲x˙0 − 201x¨0 + 0x40x˙0共␣ − ␤x20兲; order 



共A2兲



2



20x¨2 + x2 = 0关共1 − x20兲x˙1 − 2x0x˙0x1兴 − 201x¨1 − 共21 + 202兲x¨0 − 1共1 − x20兲x˙0 + 1共␣ − ␤x20兲x40x˙1 + 0关共␣ − ␤x20兲x40x˙1 + 共4␣ − 6␤x20兲x30x˙0x1兴. 共A3兲 Making use of the property x共 + 2兲 = x共兲 and the initial condition x˙共0兲 = 0 to determine the unknown quantities in the above equations, we get xi共 + 2兲 = xi共兲;



x˙i共0兲 = 0;



i = 0,1,2.



共A4兲



Solving Eq. 共A1兲 and using conditions 共A4兲, it comes x0 = A cos  ,



共A5兲



0 = 1,



共A6兲



where A is the amplitude of the limit cycle. In virtue of Eq. 共A5兲 and the relation 共A6兲, Eq. 共A2兲 leads to x¨1 + x1 =



冉



+ +



冊 冊



5␤ 6 ␣ 4 1 2 A − A + A − 1 A sin  + 21A cos  4 64 8



冉 冉



9␤ 7 3␣ 5 1 3 A − A + A sin 3 4 64 16



冊



5␤ 7 ␣ 5 ␤ A − A sin 5 + A7 sin 7 . 64 16 64



共A7兲



From this latter equation, the secularity conditions 共the socalled solvability conditions兲 lead us to 5␤ 6 ␣ 4 1 2 A − A + A −1=0 4 64 8



共4⬘兲



and
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1 = 0.



共A8兲



Thus, a general expression for a periodic solution of Eq. 共A7兲 can be written as follows: x1 = ⌫ cos  + ⌼ sin  + ⌽1 sin 3 + ⌽2 sin 5



APPENDIX A: AMPLITUDES, FREQUENCIES, AND SOLUTION OF THE MLC-vdPo



+ ⌽3 sin 7 ,



In order to derive Eqs. 共4兲–共6兲, we substitute the expressions 共2兲 and 共3兲 in Eq. 共1兲 and equate the coefficients of 0, 1, and 2 to zero. Thereby, we obtain the following equations at a different order of : order 0



20x¨0 + x0 = 0;



共A1兲



where



冉 冉



共A9兲



冊



⌽1 = −



1 9␤ 7 3␣ A − + A3 , 32 16 4



⌽2 = −



1 5␤ − ␣A5 , 384 4



冊



⌽3 = −



␤ 7 A . 3072



With the initial condition x˙i共0兲, one now obtains
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219 1 3 ␤A7 − ␣A5 + A3 . 3072 12 32



⌼=



The value of ⌫ remains undetermined for the moment and will be determined in the next step. The secularity condition for the solution x2共兲 yields the following solutions: ⌫=0



共A10兲



and



2 =



冉



冊



1580␤ 12 738␣␤ 10 72␣2 + 309␤ 8 A − A + A 393216 99024 768 −



冉



冊 冉



冉



冊



In order to derive from Eq. 共11兲 the corresponding Hill equation, the following new variable  is introduced as defined through Eq. 共12兲. Therefore, the first derivative term in Eq. 共11兲 is eliminated and we obtain



冉



¨ + 关a0 + 2a1s sin 2 + 2a1c cos 2 + 2a2s sin 4



x共t兲 = A cos t + 共⌼ sin t + ⌽1 sin 3t + ⌽2 sin 5t + ⌽3 sin 7t兲 + O共 兲,



 = 1 +  2 + O共 兲. 2



+ 2a2c cos 4 + 2a3s sin 6 + 2a3c cos 6



共5⬘兲



where the frequency  is given by 共6⬘兲



3



冊



1 dF共兲 1 − 关F共兲兴2  = 0. 2 d 4



Once the parameters G共兲 and F共兲 defined in Appendix B are introduced in this latter equation, we obtain



Therefore, the solution of Eq. 共1兲 can be approximated by 2



3␤ 6 A . 16



P=−



APPENDIX C: THE HILL EQUATION DERIVATION



¨ + G共兲 −



64␣ − 219␤ 6 16␣ + 3 4 3 2 A − A . 共A11兲 A + 384 64 6144



冊



3␤ 2 ⍀ 4 A ␣− A , 2 2



N=



+ 2a4c cos 8 + 2a5c cos 10 + 2a6c cos 12兴 = 0, where the parameters a0, ans, and anc 共n = 1 , 2 , 3 , 4 , 5 , 6兲 are given as follows: a0 =



APPENDIX B: PARAMETERS OF THE LINEAR VARIATIONAL EQUATION



冋



册



1 2 共2H2 + I2 + J2 + L2兲 , 2 1−K− 8 



冉 冉 冉



冊 冊 冊



2 共2HI + IJ + JL兲, 82



a1s = −



1 M I − , 2 



a2s = −



1 N 2J − , 2 



a2c = −



2 共4HJ + I2 + 2IL兲, 162



a3s = −



1 P 3L − , 2 



a3c = −



2 共2HL + IJ兲, 82



H , =− 2



a4c = −



2 共2IL + J2兲, 162



a5c = −



2 JL, 82



 F共兲 = − 关I cos 2 + J cos 4 + L cos 6兴, 



a6c = −



2 2 L . 162



Once the first component of the solution x共t兲 given by Eq. 共10兲 is inserted in Eq. 共9兲 and we set  = t; it comes after some algebraic calculations via the linearization of trigonometric functions that, the linear stability of the synchronization process is handled through the following equation 关see Eq. 共9兲兴 z¨ + 关2 + F共兲兴z˙ + G共兲z = 0,



a1c = −



where



1 G共兲 = 2 关1 − K + M sin 2 + N sin 4 + P sin 6兴,  with 3␣ 4 5␤ 6 1 A − A , H = 1 − A2 + 2 8 16 15␤ 6 1 ␣ A , I = − A2 + A4 − 2 2 32 J=



␣ 4 3␤ 6 A − A, 8 16



冉



L=−



M = − ⍀A2 2 + 2␣A2 −



␤ 6 A , 32



冊



15␤ 4 A , 8
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