









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Synonym-based Query Expansion and Boosting-based Re-ranking: A Two-phase Approach for Genomic Information Retrieval Zhongmin Shi, Baohua Gu, Fred Popowich and Anoop Sarkar School of Computing Science Simon Fraser University Burnaby, BC V5A1S6 Canada {zshi1,bgu,popowich,anoop}@cs.sfu.ca Abstract We describe in this paper the design and evaluation of the system built at Simon Fraser University for the TREC 2005 adhoc retrieval task in the Genomics track. The main approach taken in our system was to expand synonyms by exploiting a fusion of a set of biomedical and general ontology sources, and apply machine learning and natural language processing techniques to re-rank retrieved documents. In our system, we integrated EntrezGene, HUGO, Eugenes, ARGH, GO, MeSH, UMLSKS and WordNet into a large reference database and then used a conventional Information Retrieval (IR) toolkit, the Lemur toolkit (Lemur, 2005), to build an IR system. In the postprocessing phase, we applied a boosting algorithm (Kudo and Matsumoto, 2004) that captured natural language substructures embedded in texts to re-rank the retrieved documents. Experimental results show that the boosting algorithm worked well in cases where a conventional IR system performs poorly, but this re-ranking approach was not robust enough when applied to broad coverage task typically associated with IR.
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is the first time that our team is competing in any TREC task. The ad-hoc retrieval task aims at the retrieval of MEDLINE records relevant to the official topics. In constrast with the free-form topics of the 2004 task, the 2005 topics are more structured and better defined. A set of 5 generic topic templates (GTTs) was developed following the analysis of the the 2004 topics and the information needs from 25 biologists1 . Ten topic instances was then derived from each of GTTs. As with last year’s ad-hoc retrieval task, the document collection of the 2005 task is a 10-year MEDLINE subset (1994-2003), about 4.6M records and 9.6G bytes in total. The relevance judgement was made by the same pooling method used in the 2004 task, where top ranking documents of every topic from all submitted runs are given to human experts, who then determined each document as definitely relevance (DR), possible relevance (PR) or not relevance (NR) to the topic. Three run types were accepted this year: automatic, manual and interactive, which differed depending on how the queries were constructed. Each participant was allowed to submit up to two runs. Our submission was in the manual category, since our queries were manually constructed. One of our goals was to determine how natural language processing (NLP) techniques could be used for reranking in a post-retrieval step. In our current system, we only apply such techniques for re-ranking. In the future we plan to apply similar techniques towards query expansion.



Introduction



The TREC 2005 Genomics track consists of the adhoc retrieval task and the categorization task. We were participating in the ad-hoc retrieval task only, due to the considerable effort we spent on building the framework of the biomedical IR system. This



2



System Architecture



In general, the performance of an IR system largely depends on the quality of the query expansion. Most 1



http://ir.ohsu.edu/genomics/2005protocol.html



participants of the ad-hoc retrieval task in previous years applied reference database relevance feedback, a technique that finds synonyms and relevant terms from the outside term databases and adds them in the query. Over the past decade, the biomedical databases have evolved dramatically in terms of both the number and the volume, but from the reviews of previous work in this task, most of participants only employed a couple of them to build the reference database. In our system, we collected terms from EntrezGene (EntrezGene, 2005), HUGO (HUGO, 2005), euGenes (euGenes, 2005), ARGH (ARGH, 2005), MeSH (MeSH, 2005), GO (GO, 2005), UMLS (UMLS, 2005) and WordNet (WordNet, 2005), and integrated them into a large reference database which we then use in our system. Traditional NLP techniques have been generally not successful in improving retrieval performance (Voorhees, 1999), but there is still interest in examining how the linguistic and domain specific knowledge contained in NLP models and algorithms might be applied to specific IR subtasks to improve performance. In this work, we applied a classification technique: a boosting algorithm to capture substructures embedded in texts (Kudo and Matsumoto, 2004) in the second phase of our IR system. Different from the typical bag-of-words approach, the algorithm takes each sentence as a labeled ordered tree and classifies it by assigning a relevance score as either relevant (positive) or not (negative). The relevance of each document is then calculated from relevance scores of the sentences in the document. Our system consists of two major phases, shown in Figure 1. In the first phase (left to the dashed line in Fig 1), we applied extensive synonym expansion with a conventional IR system, the Lemur toolkit 4.1 (Lemur, 2005). The details of our synonym expansion phase and reference database construction are introduced in §3. The second phase is a post-processing step, in which the boosting classification algorithm (Kudo and Matsumoto, 2004) was used to re-rank the list of retrieved documents from the first phase. §4 describes its implementation details, experiments and evaluations of the boostingbased classification. The experiments and evaluations in the second phase was not accomplished when we submitted the runs, but we include them in this report and explic-



itly distinguish them from the submitted results.
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Conventional IR Module



3.1



Extensive Synonym Expansion



Our system involves the manual selection of key words from the official topics (for most topics the key words were already given in the tabular version of topics) according to the given GTTs. The names and symbols related to each key word, for instance, synonyms, acronyms, hyponyms and similar names, were then matched with the public biomedical and generic databases that include synonyms and relevant terms. Specifically, for gene/protein names, we automatically integrated EntrezGene, HUGO, Eugenes and ARGH into a large gene/protein database with 1,620,947 entries, each of which consists of names and symbols that represent the same biomedical substance, and then matched them with each key word in the topics. Similarly, for diseases, organisms and drugs, related names and symbols were automatically matched with entries in MeSH; molecular functions, biological processes and cellular components made use of GO, and general words/phrases were matched (manually so far) in WordNet. In addition, all sets of related names and symbols were further expanded by searching via the UMLS Knowledge Source (UMLSKS) Socket Server. Figure 2 illustrates the procedure of constructing the reference databases. 3.2



Document Retrieval



In this project, we use the Lemur Language Modeling Toolkit 4.1. The Lemur system was designed to facilitate research in language modeling and information retrieval (IR), such as the ad-hoc and distributed retrieval, structured queries, cross-language document retrieval, summarization, filtering, and categorization. We use the following three modules provided in Lemur 4.1: 1. Parsing Query module 2. Building index module 3. Structured Query Retrieval Module In the following subsections, we will briefly describe how each module was used in our system.



Figure 1: The system architecture



Figure 2: Extensive synonym expansion



3.2.1



Parsing Query



The Parsing Query module contains two utilities to handle different types of queries, ParseQuery and pareInQueryOp. ParseQuery handles queries written in NIST’s Web or TREC formats, while ParseInQueryOp is used to parse structured queries written in a structure query language. Both types of queries are then converted into the BasicDocStream format, an document format used inside Lemur. In our experiments, we tried both types of queries and found that the structured queries generally provided better results. Therefore, we used the structured queries in our submitted run. The structure query language used in Lemur can be found on its web site2 . Briefly, it allows a user to define various AND/OR/NOT relations, and it provides for weights of sums (WSUM) among the terms. It even allows a user to consider a sequence of single terms by defining them as a phrase. Hence, the structured query enables more precise query definition. A sample structured query looks like: q135 = #band( #or( #phrase(cellgrowth) #phrase(cellexpansion) #phrase(CellularExpansion) #phrase(CellularGrowth) ) #or( #phrase(Bop) #phrase(bacterio − opsin) #phrase(bacterioopsin) #phrase(bacterio − opsingene) #phrase(bop) #phrase(BiocompatibleOsteoconductiveP olymer) ) );



3.2.2



Building the Index



Lemur’s BuildIndex module supports constructiion of four types of indices, specifically: InvIndex, InvFPIndex, KeyfileIncIndex, and IndriIndex3 . We used the KeyfileIncIndex, which includes the position information of a term and can be loaded faster 2 3



http://www.lemurproject.org/lemur/StructuredQuery.html http://www.lemurproject.org/lemur/indexingfaq.html



than InvIndex and InvFPIndex while using less disk space than IndriIndex. 3.2.3



Retrieving Structured Query



The structured queries were passed to the StructQueryEval module, which ran retrieval experiments to evaluate the performance of the structured query model using the inquery retrieval method. Note that for structured queries, relevance feedback was implemented as a WSUM of the original query combined with terms selected using the Rocchio implementation of the TFIDF retrieval method (Salton and Buckley, 1988). In our official runs, the parameters (feedbackDocCount,feedbackTermCount, feedbackPosCoeff) for relevance feedback are: 100, 100, and 0.5. 3.3



Evaluation



Among all the official runs submitted to the ad-hoc task of the TREC-2005 Genome Track, 48 are using automatic retrieval methods and 12 including ours are manual ones. Figure 3 shows MAP (upper), P10 (middle) and P100 (lower) scores of the manual runs. Three runs are shown in the figure: the best, the worst and ours on each topic. To better illustrate the performance of our system among others, we plot each value in the figure as the differenece between the actual score and the median score. Although we do not know the evaluation results of every other system, Figure 3 seems to indicate that our system is above the average. For instance, for the P10 scores of our system on all 49 topics, 36 are above the median and 10 of them are the best; for the MAP scores, 32 are above the median and 2 are the best. The automatic runs perform better than the manual runs on the whole and our system is around the average of the automatic runs. Our future research will involve the invetigation of how our system performs on each topic and each template, looking for insights to further tune our system.



4 4.1



Post-processing Module Boosting-based Classification



Traditional NLP techniques, such as word sense disambiguation resolution, chunking and parsing, were examined in the IR community at TREC-5 NLP track, but few of them were shown successful for



Figure 3: The MAP, P10 and P100 scores of the best, worst manual runs and our system on each topic. Each value is the actual score minus the median.



good retrieval performance. The reasons may lie in the broad coverage of the typical retrieval task, the lack of good weighting schemes for compound index terms and the statistical nature of the NLP techniques (Voorhees, 1999). However, the attempts of applying NLP and machine learning techniques to the IR tasks are still attractive, since a good understanding of the documents could be a breakthrough to the IR tasks. In this project, we adopted Taku Kudo’s Boosting Algorithm for Classification of Trees (BACT), a classification method that captures the sub-structures embedded in texts. We use the method and implementation described in (Kudo and Matsumoto, 2004). BACT takes a set of all subtrees as the feature set, from which it iteratively calls a weak learner to produce weak hypotheses. The strong hypothesis is finally generated by a linear combination of weak hypotheses. We incorporated BACT into the post-processing step, where the list of retrieved documents from Lemur was re-ranked by taking the classification of the documents into account, as shown in the Figure 4. The documents in the training data were parsed using Charniak’s parser (Charniak, 2000) and then classified by BACT in terms of relevant (positive) or irrelevant (negative). A re-ranking mechanism made the final relevance decision by combining the relevance scores from both Lemur and BACT. The major difficulty of applying BACT in this task is that it assigns a classification score (positive or negative) to each sentence rather than assigning a score to a document. This resulted in two issues: 1) the lack of the training data with the label for each sentence; 2) the lack of a mechanism for combining sentence scores into a document score. Since we lacked training data of sufficient quality and quantity for the classification task, we were not able to submit the post-processing results to the TREC in time for the initial deadline. After the results of the ad-hoc retrieval task were announced (on Sept. 30, 2005), we were able to test the performance of the post-processing, by taking the following steps to prepare the training and test data for BACT: 1. The retrieved documents in the first two topics in each TTL were taken as the test data and



those in the remaining topics as the training data. 2. The irrelevant documents in the training data were removed due to the unbalance of the training data (irrelevant documents are much more common than relevant ones). 3. In the training data, sentences were given “approximate” labels by matching them against a disjunction of all terms in the corresponding query as either matched (+1) or unmatched (−1). BACT assigned a real number as the classification score to each sentence, with a larger score corresponding to a more relevant the sentence. We took the mean of all sentence scores in each document as the document score. 4.2



Re-ranking



The goal of re-ranking is to combine RL and RB , the ranks from Lemur and BACT respectively, such that the rank R0 maximizes the evaluation scores, for example, MAP, P10 and P100. RL , RB and R0 are score vectors of retrieved documents. We assumed that such a combination was linear, i.e.: R 0 = RL + i ∗ RB



(1)



We thus looked for i0 that maximizes the evaluation function E(R0 ): i0 = argmaxi E(RL + i ∗ RB ) 4.3



(2)



Evaluation



As described in §4.1, we extract relevance scores of our retrieved documents (by Lemur) from the evaluation results of 2005 ad-hoc retrieval task. For each TTL, the retrieved documents of the first two topics were taken as the test data, and those of the remaining topics as the training data. Table 1, 2 and 3 list the MAP, P10 and P100 before (i = 0) and after the re-ranking for the TTL #1, #2 and #3. A linear combination coefficient i0 was predicted for each TTL following Equation 2. For the TTL #2, i0 converges at 15 and the linear combination model significantly improves the IR performance: MAP increases from 0.0012 to 0.0024 for



Figure 4: The post-processing phase Topic # 100



101



Metrics MAP bpref P10 P100 MAP bpref P10 P100



i = 0(i0 ) 0.2221 0.8649 0.4 0.28 0.0685 0.75 0 0.07



i = 10 0.1785 0.8649 0.3 0.22 0.0195 0.75 0 0.01



Table 1: Performances of re-ranking on the TTL #1 the topic #110 and from 0.0492 to 0.1602 for the topic #111; Same situations for P10 and P100. However, for the TTL #1 and #3, no linear combination model can improve the IR performance, i.e., i0 = 0. The scores at i = 10 are also listed in Table 1 and 3 to show that the performance dropped when the linear combination models were applied. 4.4



Topic # 110



111



i=0 0.0012 0.25 0 0 0.0492 0.4356 0.1 0.1



i = 15(i0 ) 0.0024 0.25 0 0.01 0.1602 0.4356 0.7 0.4



Table 2: Performances of re-ranking on the TTL #2



Topic #



Discussion



Our experiments show that BACT as the postprocessing does help when bpref (proportion of judged relevant documents that are retrieved) of the conventional IR system is low, for instance, 0.25 and 0.4356 in the TTL #2. For the TTL #1 and #3 where BACT failed, the average bpref is very high, above 0.8. It seems as if our current use of BACT for reranking cannot scale to the broad coverage of relevant documents in the retrieved document set, especially in the case where bpref is high. This is a



Metrics MAP bpref P10 P100 MAP bpref P10 P100



120



121



Metrics MAP bpref P10 P100 MAP bpref P10 P100



i = 0(i0 ) 0.6113 0.8145 1 0.88 0.6697 0.8810 0.8 0.34



i = 10 0.2410 0.8145 0.3 0.29 0.0328 0.8810 0 0



Table 3: Performances of re-ranking on the TTL #3



common problem of NLP techniques when applied to the IR task. However, employing machine learning and NLP techniques such as BACT as the postprocessing step may help the conventional IR system when the recall is low, by re-ranking the retrieved documents towards a better performance.
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large reference database and then used a conventional Information Retrieval (IR) toolkit, the Lemur toolkit (Lemur, 2005), to build an IR system. In the post-. 






 Download PDF 



















 668KB Sizes
 0 Downloads
 230 Views








 Report























Recommend Documents







[image: alt]





Implementing Query Expansion for Improvement of Prior Art ... - IJRIT 

1PG Student, Department of Computer Engineering, D. Y. Patil COE ... Query expansion has two major classes such as global methods and local methods.














[image: alt]





Implementing Query Expansion for Improvement of Prior Art ... - IJRIT 

IJRIT International Journal of Research in Information Technology, Volume 2, Issue ... 1PG Student, Department of Computer Engineering, D. Y. Patil COE ... Query expansion has two major classes such as global methods and local methods.














[image: alt]





Using lexico-semantic information for query expansion ... 

Using lexico-semantic information for query expansion in passage retrieval for question answering. Lonneke van der Plas. LATL ... Information retrieval (IR) is used in most QA sys- tems to filter out relevant passages from large doc- ..... hoofdstad 














[image: alt]





Translating Queries into Snippets for Improved Query Expansion 

Conference on Empirical Methods in Natural Lan- guage Processing (EMNLP'07), Prague, Czech Re- public. Brown, Peter F., Stephen A. Della Pietra, Vincent.














[image: alt]





Concept-Based Interactive Query Expansion - Research at Google 

to develop high quality recommendation systems in e-commerce applications available in the Web [11, 16]. These applications take user sessions stored at ...














[image: alt]





Query Expansion Based-on Similarity of Terms for ... 

expansion methods and three term-dropping strategies. His results show that .... An iterative approach is used to determine the best EM distance to describe the rel- evance between .... Cross-lingual Filtering Systems Evaluation Campaign.














[image: alt]





Improving Keyword Search by Query Expansion ... - Research at Google 

Jul 26, 2017 - YouTube-8M Video Understanding Challenge ... CVPR 2017 Workshop on YouTube-8M Large-Scale Video Understanding ... Network type.














[image: alt]





Using lexico-semantic information for query expansion ... 

retrieval engine using Apache Lucene (Jakarta,. 2004). Documents have been .... method (1.2K vs 1.4K, as can be seen in 1). The proximity-based method ...














[image: alt]





Query Expansion Based-on Similarity of Terms for Improving Arabic ... 

same meaning of the sentence. An example that .... clude: Duplicate white spaces removal, excessive tatweel (or Arabic letter Kashida) removal, HTML tags ...














[image: alt]





Ontology Based Query Expansion Framework for Use ... 

them in a ontologically defined semantic space. Expansions origi- nate from .... relationships, and in the case of ontology based systems, very much so, only ..... relationships are stored in the MRREL file, and have several attributes. There are ...














[image: alt]





Using lexico-semantic information for query expansion ... 

back loop that feeds lexico-semantic alternations .... in the top-k passages returned by the system. The ..... http://lucene.apache.org/java/docs/index.html. Kaisser ...














[image: alt]





WESTWARD EXPANSION 

the wild-west was pushed further and further westward in two waves as land was bought, explored, and taken over by the United States Government and settled by immigrants from Europe. The first wave settled land west to the Mississippi River following














[image: alt]





MISALLOCATION, EDUCATION EXPANSION AND WAGE INEQUALITY 

Jan 2, 2016 - understanding the effects of technical change on inequality, this ... 2The terms education, college and skill premium are used interchangeably.














[image: alt]





Educational expansion, earnings compression and changes in ... 

Evidence from French cohorts, 1931-1976. Arnaud LEFRANCâˆ—. March 16, 2011. Abstract. This paper analyzes long-term trends in intergenerational earnings mobility in ...... 1900. 1920. 1940. 1960. 1980 cohort tertiary deg. higher secondary deg. lower 














[image: alt]





Expansion card instructions - Angelfire 

Thanks for buying this expansion card and sound rom chip set, please read the following ... The expansion card can only have 1 rom chip fitted at a time.














[image: alt]





(Galemys pyrenaicus) - Phylogeography and postglacial expansion ... 

PDF File: Whisky In Your Pocket: A New Edition Of Wallace Milroy's The Origin 2. Page 2 of 8 .... Igea et al. BMC Evolutionary Biology 2013, 13:115 Page 3 of 19.














[image: alt]





MISALLOCATION, EDUCATION EXPANSION AND WAGE INEQUALITY 

Jan 2, 2016 - results of this study and jointly with the data analysis from the CPS, ..... â€œComputerisation and Wage Dispersion: An Analytical Reinterpretation.














[image: alt]





Educational expansion, earnings compression and changes in ... 

Mar 16, 2011 - one generation to the next (Solon 1999, Black & Devereux 2010). ... income and child's human capital, on the one hand, and changes in the ...














[image: alt]





Expansion card instructions - Angelfire 

Owners Manual (Ver5). Thanks for buying this expansion card and sound rom chip set, please read the following instructions to get the best out of using this card ...














[image: alt]





Relay Expansion - Onion Wiki 

Mar 22, 2016 - THE INFORMATION CONTAINED IN THIS DRAWING IS THE SOLE PROPERTY OF. ONION CORPORATION. ANY REPRODUCTION IN PART ...














[image: alt]





Octotiger Expansion Coefficients - GitHub 

Gradients of gravitational potential, X, Y center of masses, R := X âˆ’ Y and d := ||R||2 ... Delta loop ... All data for one compute interactions call can be cached in L2.














[image: alt]





Capital Expansion Fees - 

Humane Society for services. Reduced Services ... Animal control field service in the unincorporated ... management practices should be followed: â€¢. Maintain a 100-foot ... If a dead pet animal or livestock is located on private property, call any.














[image: alt]





Medicaid Expansion 2014 - King County 

Modified Adjusted Gross Income (MAGI) tool will mirror federal income tax ... Exchange and Medicaid plan to develop a simplified and seamless application that can ... Development of IT Systems â€“ Exchange web portal, new eligibility rules ...


























×
Report Synonym-based Query Expansion and Boosting-based ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















