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Abstract. The research community has for sometime argued the need to increase the size of TCP initial-window (IW). While it is probably high time that IW-size is increased, we note that a comprehensive study on this front is missing. In this paper, we attempt to build that gap, analyzing the affects increasing IW on various important parameters correlated to the performance of flows. In particular, given the mice-elephant phenomenon, we focus on how the response times of small TCP flows are affected with increasing IW. Our study reveals that, it is difficult to set one single value for IW that improves various parameters such as number of time-outs, retransmission rate, number of spurious time-outs, completion times of flows, etc. Instead, we propose to use a simple function to set the value of IW of a flow depending on the flow-size. Through simulations, we show that such a function performs better. Key words: TCP; IW; RTO; response time
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Introduction



Nearly 90% of the Internet traffic volume is carried by TCP, the transmission control protocol [3]. In this context, the performance attained by TCP flows is recognized as important. Among the various TCP parameters that have been studied for performance improvement, one important parameter is the value of initial-window (IW). Researchers have for sometime argued the need to increase the IW-size. In RFC 3390 [1], the upper bound for the IW-size is set to ‘min (4*MSS, max (2*MSS, 4380 bytes))’ which corresponds to three times the maximum segment size (MSS) in Ethernet LANs. The relevance of study on TCP’s IW is gaining importance, in the light of strong heavy-tail behavior of Internet traffic — a small percentage of flows (large in size) contribute to a large percentage of the Internet’s traffic volume. It is also referred to as the mice-elephant phenomenon, where 80% of the flows that contribute to 20% of the traffic are called mice (small) flows, and the remaining 20%, the elephant (large) flows. It can be argued that the current TCP/IP architecture is biased against small TCP flows, for the following important reasons. (i) As small flows do not have much data, they almost always complete in the slow-start phase, never reaching the congestionavoidance phase; and thus typically having a small throughput. (ii) A packet-loss to a small flow most often results in a time-out due to the small congestion window (cwnd) size; and time-outs increase the completion time of small flow many folds. (iii) The
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increase in round-trip-time (RTT) due to large queueing delays hurts the small flows more than the large flows. For the large flows, the large cwnd makes up for the increase in RTT; whereas, this is not the case for small flows and is quite perceivable. The biases against mice flows become more relevant today, with recent studies showing an increase in the mice-elephant phenomenon, with a stronger shift towards a 90-10 rule [3]. Most solutions of this problem can be grouped into either router-centric solutions which include priority-scheduling algorithms and buffer management policies to give priority to small flows both in time and space respectively, or end-host-based solutions which include mostly TCP variants and changing IW. Size-based scheduling is a type of priority scheduling that gives priority to packets of flows, based on flow-size. LAS (Least Attained Service) and PS+PS scheduling algorithms improve the mean response time of small TCP flows [9, 2]. Threshold-based-sampling-cum-scheduling policy [5] is a practical approach to size-based scheduling, where large flows are detected probabilistically. Similarly Spike-detection method is another way of detecting and deprioitizing large flows, for improving the response times of small flows [4]. In T/TCP, the sender starts transmitting data packet along with the first segment (SYN packet) and thus saves response times of transactional services [7]. Quick-Start TCP determines the ‘initial throughput’ for TCP flows by co-operating with the routers on the network path and does not require per-flow state information in the routers [10]. TCP/SPAND improves the response time of small flows by avoiding slow-start penalty and the optimal IW depends on flow-size and network state information [11]. Google proposed to increase the IW to at least 10 segments, and proposed for standardization by the IETF [6]. They quantified the response times using large IW, that depends on network bandwidth, round-trip time, and nature of applications. Authors of [8] proposed an approach for setting the IW-size in Fast Startup TCP to improve the initial throughput of TCP flows using the bottleneck link and access link bandwidth, and the bottleneck router’s buffer size. One of the main reasons for the biases (against small flows) is the small value of TCP’s congestion window (cwnd). The cwnd for a TCP flow in time t during slow-start phase is given by,   t cwnd = IW × 2b RT T c , where IW is the IW-size of a TCP flow, RT T is the round-trip-time. As cwnd depends on IW-size, IW can be considered as a factor that affects the response times of the small TCP flows. The response times of most of the TCP small flows end within slow-start stage, unless until they face loss in the network. The response time, t, in slow-start without losses (in the ideal case) is [6]:    S S +1 × RT T b + + tq , (1) t = log2 IW C where S is flow-size, C is the bottleneck-link capacity (all in units of packets). RT T b is assumed a constant and is equal to twice the propagation delay. tq is the queueing delay faced by a flow. It is assumed that queueing delay neither causes reordering of packets nor triggers spurious retransmissions. From the Eq. 1, we deduct that for the improvement in response time of flows, IW may depend on flow-sizes.
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We focus on how the response times of small TCP flows are affected with increasing IW. Our studies are carried out using simulations, where we consider for performance evaluation, parameters which are adversely affected by IW-size and they are: 1. Mean completion time1 (CT ) for small, large and all flows conditioned on flowsize. Completion time is the time between sending of first SYN packet to getting the ACK for the last packet for a flow. Conditional mean completion time, which we also use, is the mean completion time conditioned on the flow-size. 2. Number of TCP spurious time-outs (ST ) encountered by small and large flows. 3. Number of TCP retransmission time-outs (RT ) encountered by small and large flows. 4. Retransmission rate (RR): This represents the percentage of packets lost due to congestion. It is defined as the ratio of number of retransmitted packets to the total number of flows, expressed as packets per flow. 5. Mean completion time for range of flow-sizes. Empirically, we find that no single value of IW-size gives optimal performance. Hence, instead of having a single IW-size for all flows, we show that a simple flow-size based function to choose an IW-size can give better performance. The rest of the paper is organized as follows. In Section 2, we conduct simulationbased studies to understand the affects of IW-size on various parameters. In Section 3, we propose a size-based function for IW, and evaluate and compare the performance attained against size-independent IW values. We summarize the paper in Section 4.
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Analysis Using Simulation



2.1



Settings



Simulations are carried out in ns-2. A dumbbell topology, representing a single bottlenecklink with capacity of 1 Gbps, connecting source-destination pairs with link capacities of 100 Mbps, was used throughout. The delays on the links are set such that base RTT (consisting of only propagation delay) is equal to 100 ms. The buffer-size of bottlenecklink of data path is set to the bandwidth-delay-product (1 Gbps × 100 ms). Drop-tail buffers are used at all nodes. The total number of flows is 20,000. 15% of flows are generated using Pareto distribution with shape parameter α as 1.1 and a mean flowsize of 1 MB, and remaining flows are generated using Exponential distribution with a mean flow-size of 20 KB. All flows are carried by TCP using the SACK version with timestamps options set. The packet-size is assumed constant, equal to 1 KB. As the flows with size less than or equal to 60 KB constitute 80% of the total number of generated-flows, any flow with flow-size less than or equal to 60 KB is considered to be a ‘small flow’ and with size greater than 60 KB is considered to be a ‘large flow’. 2.2



Results



Number of Retransmission Time-outs: Table 1 shows the RT for different IW-sizes, faced by all flows. RT s and RT l represent the RT for small and large flows respectively. As expected, with increasing IW, RT increases. Increasing IW-size for both small 1
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and large flows increases the burstiness of TCP traffic. Burstiness can cause router buffer to overflow and that results in large number of packet-drops. Due to large number of packet-drops, either small flows may not able to produce duplicate ACKs or retransmitted packet gets dropped, may cause retransmission timeouts. Retransmission Rate: Table 1 shows the retransmission rate for small (RRs ) and large flows (RRl ) with respect to IW-size. It depicts that retransmission rate increases by increasing IW. This may be due to fast retransmissions, retransmission timeouts and spurious retransmissions. Note that, RRl is considerably high in comparison to RRs . Number of Spurious Time-outs: Table 1 also shows the number of spurious timeouts faced by small (STs ) and large (STs ) flows for varying IW-size. The number of spurious time-outs faced by all flows decreases with increasing IW-size. This may be due to the fact that large cwnd may result in small variation of round-trip-delays. Mean Completion Time: The last two columns of Table 1 show the mean completion time averaged for small flows (CT s ), large flows (CT l ). Large flows show decreasing completion time for increasing IW, as they take small number of rounds. The response times of small flows decrease by almost 300 ms, when IW-size is increased from 3 to 32 packets. Beyond IW-size of 32, there is an increase in response times for small flows, possibly due to increasing packet-losses (with increasing value of IW beyond a point). Fig. 1(a) plots the mean completion time for IW of 3 and 32 packets, for 95% confidence interval. Reduction in response time is clear for flows with sizes less than (around) 70 packets. The gain in response time reduces with increasing size. Figures 2(a) and 2(b) plot the mean completion times of flows within different flow-size ranges. The improvement with increasing IW-size decreases as the flow-size increases. The figure also shows that medium-size flows have better improvement in mean completion time with large IW-size. Next, we use α as a threshold to define small flows (and thereby differentiate between small and large flows). Fig. 1(b) shows CT s , the average of mean completion
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Fig. 2: Mean completion time for ranges of flow-sizes Table 1: Comparison of different parameters IW 3 8 16 32 48 64 128 256



RT s 1475 1346 1442 1465 1713 1627 2327 3186



RT l 618 650 649 733 818 724 1041 1357



RRs 0.4495 0.5361 0.6247 0.6720 0.7609 0.7407 1.0450 1.3740



RRl 6.6758 8.8865 9.1910 9.4985 11.5080 10.6737 15.9948 21.4348



ST s 24 68 48 5 2 2 4 7



ST l 60 115 67 29 26 29 20 17



CTs 0.8424 0.7048 0.6342 0.5875 0.6191 0.6033 0.6953 0.8155



CTl 2.3263 2.1601 1.9521 1.7848 1.7154 1.5851 1.5185 1.5785



Algorithm 1 IW(x, σ, β, γ) 1: if x 


time for small flows, for different values of α. Similar plot for mean completion time CT l averaged over large flows shows also similar trend for different values of α. Though the response times of small and large flows are reduced with increasing IW, we see that this is not monotonous. Increasing IW-size for small flows increases the cwnd size. If small flows with large cwnd size face packet-losses, then the loss can be recovered by fast retransmission instead of timeouts. IW-size larger than flowsize does not increase the burstiness of small flows. But higher burstiness due to large flows cause large number of packet-drops at the bottleneck router which increases the response times of small flows as well as large flows. As large flows spend most of their lifetimes in congestion-avoidance phase, large IW-size has negligible effect on large flows. Empirically, we find that no single value of IW-size gives optimal performance, when compared using various perfomance evaluation parameters.
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IW as a Function of TCP Flow-size



From the previous analyzes, we can infer that IW-size for small flows needs to be increased more rather than that for large flows. As it is difficult to get a closed form equation for finding optimal choice for IW-size for a given set of network parameters under varying number of TCP sources with different RTTs, we take a simple function for determining IW based on flow-size.
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Table 2: Comparison of different parameters IW 3 32 IW(x,3,3,64) IW(x,10,3,64) IW(x,3,32,64) IW(x,3,48,64) IW(x,3,32,128) IW(x,3,32,256)



RT s 1475 1465 1030 1174 892 1091 1006 1140



RT m 391 427 237 285 168 221 225 238



RT l 227 306 291 234 249 275 265 411



RRs 0.45 0.67 0.43 0.56 0.43 0.49 0.507 0.53



RRm 2.75 4.36 3.01 3.36 2.63 3.41 3.5 3.40



RRl 14.66 19.95 17.78 17.73 13.55 16.15 15.84 19.76



CTs 0.842 0.587 0.557 0.570 0.496 0.525 0.505 0.523



CTm 1.744 1.150 1.035 1.081 0.824 0.855 0.7782 0.719



CTl 3.511 3.075 3.488 3.234 3.434 3.19 3.008 3.28
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In Algorithm 1, we use x to represent flow-size. The flows with size ≤ 200 packets constitute both small and medium-size flows. σ represents the value of IW-size for large flows. The IW-size for flows with size ≤ 200 packets is uniformly distributed between β and γ. All three — σ, β and γ are in packets. We perform simulations with same the settings as described in Sec. 2.1 for the function IW(x, σ, β, γ), with α set to 60 KB. We define ‘medium-size flow’ as a flow with size greater than 60 KB and less than or equal to 200 KB. All parameters in Table 2 with a subscript of m are for medium-size flows. In the following, we keep two parameters constant and vary the third one (where σ, β and γ being the parameters). Varying Values of σ: Here, we set β and γ to (say) 3 and 64 respectively. Fig. 3 plots the mean completion time for flow-sizes less than or equal to 150 packets. As seen, the reduction in mean completion time is high the values for β and γ; while the the performance gain to small flows is insignificant for different values of σ. Between the values of 3 and 10 for σ, the former is better when we observe and compare other parameters RTs , RRs , and CT s , listed in Table 2. Also observe that both small and medium-size flows show better improvement in response times (reduction of nearly 300 and 700 ms respectively) with σ set to 3 against IW-size of 3. By setting σ to 10 instead of 3, no significant improvement is observed for large flows, whereas, both small and medium flows are affected and get degraded performance. So, we set σ to 3. Varying Values of β: Here, we set σ and γ to 3 and (say) 64 respectively. Fig. 4(a) plots the mean completion time for range of flow-sizes. As seen, both small and medium-size flows improve the response times with β = 32 in comparison to single IW value of 3 or 32. The improvement is insignificant for large flows. Between the values of 3 and 48 for β, the value 32 is better when we observe and compare other parameters RTs , RRs , and CT s , listed in Table 2. The improvement in response time for both small and large flows with β = 32 is nearly 60 and 300 ms respectively against β = 3. The improvement in response time is negligible for β value of 48. Hence, we set β to 32. Varying Values of γ: Here, we set σ and β to 3 and 32 respectively. Fig. 4(b) plots the mean completion time for range of flow-sizes. As seen, small flows get reduced mean
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completion time using the IW(x, 3, 32, 64) in comparison to IW-size set to 32 packets. By setting γ to a value more than 64, no significant improvement is observed for small flows, compared to γ set to 64. Also observe in the Table 2, the performance parameters like RT , RR, and CT s increase for values of γ more than 64. So, we set γ to 64. Fig. 4(c) plots the mean completion time for flow-sizes less than or equal to 150 packets. The figure shows that with the IW(x, 3, 32, 64), flows significantly improve the response times compared to the IW-size set to 3. Medium-size flows show a better improvement in response times using IW(x, 3, 32, 64) compared to IW-size of 32 packets. Table 2 lists other parameters using IW-size function and compares with IW-size of 32 packets. IW(x, 3, 32, 64) shows lesser number of RT compared to IW-size of 32 packets. IW(x, 3, 32, 64) shows a significant improvement in RR compared to IW-size of 32 packets and also improves the response times by nearly 100 and 300 ms for both small and medium-size flows respectively. Fig. 4(d) plots the total number of retransmission time-outs faced by flows for a given flow-size, for 95% confidence interval. It shows that the RT using IW-size function gets reduced for flows with flow-size less than nearly 60 packets and the decrement in RT reduces with increasing flow-sizes. Both small and medium-size flows showed a significant improvement in response times using flow-size based function for choosing IW-size. We find that the flow-size
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based function to choose an IW-size gives better performance rather than having a single value of IW-size for all flows, when compared using various evaluation parameters.
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Conclusions and Future Work



In this work, we studied the affects of different values of IW on the performance of flows, in particular small flows. Our performance evaluation compared and studied various important parameters. We saw that the performance of flows do not monotonically improve with increasing IW-size. Coming up with a single value of IW for all flows might be difficult, as this depends on a number of network parameters. Instead, we demonstrated that a simple flow-size based function for choosing an IW-size improved the response time of small TCP flows, thereby meeting the intension behind increasing the IW-size. Hence, we recommend IW to be a function of the flow-size instead of being set to a single value for all flows. We are currently carrying out analysis using an integrated packet-flow model, with initial results reflecting our simulation results. Though we came up with an arbitrary (but simple) function in this paper to show the usefulness of an IW-size function, in future, we plan to work more on the analytical model to find the existence of a size-based function for IW that will improve some importance performance metrics in question.
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