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Abstract The core cognitive ability to perceive and synthesize ‘shapes’ underlies all our basic interactions with the world, be it shaping one’s fingers to grasp a ball or shaping one’s body while imitating a dance. In this article, we describe our attempts to understand this multifaceted problem by creating a primitive shape perception/synthesis system for the baby humanoid iCub. We specifically deal with the scenario of iCub gradually learning to draw or scribble shapes of gradually increasing complexity, after observing a demonstration by a teacher, by using a series of self evaluations of its performance. Learning to imitate a demonstrated human movement (specifically, visually observed end-effector trajectories of a teacher) can be considered as a special case of the proposed computational machinery. This architecture is based on a loop of transforma-
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tions that express the embodiment of the mechanism but, at the same time, are characterized by scale invariance and motor equivalence. The following transformations are integrated in the loop: (a) Characterizing in a compact, abstract way the ‘shape’ of a demonstrated trajectory using a finite set of critical points, derived using catastrophe theory: Abstract Visual Program (AVP); (b) Transforming the AVP into a Concrete Motor Goal (CMG) in iCub’s egocentric space; (c) Learning to synthesize a continuous virtual trajectory similar to the demonstrated shape using the discrete set of critical points defined in CMG; (d) Using the virtual trajectory as an attractor for iCub’s internal body model, implemented by the Passive Motion Paradigm which includes a forward and an inverse motor model; (e) Forming an Abstract Motor Program (AMP) by deriving the ‘shape’ of the self generated movement (forward model output) using the same technique employed for creating the AVP; (f) Comparing the AVP and AMP in order to generate an internal performance score and hence closing the learning loop. The resulting computational framework further combines three crucial streams of learning: (1) motor babbling (self exploration), (2) imitative action learning (social interaction) and (3) mental simulation, to give rise to sensorimotor knowledge that is endowed with seamless compositionality, generalization capability and body-effectors/task independence. The robustness of the computational architecture is demonstrated by means of several experimental trials of gradually increasing complexity using a state of the art humanoid platform.
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1 Introduction A monkey trying to cling to a branch of a tree, a couple dancing, a woman embracing her baby or a baby humanoid trying to grasp a ball are all essentially attempting to shape their bodies to conform to the shape of the environments with which they are interacting. Simply stated, behind all our incessant sequences of purposive actions underlies the core cognitive faculty of ‘perceiving and constructing’ shape. Perceiving affordances of objects in the environment, for example task-relevant features of a cylinder, a ball etc; performing goal-directed movements like reaching, moving, drawing; coordinating the fingers in order to grasp and manipulate objects or tools which are useful for complex manipulation tasks are some examples of the coupled perception/action processes. Surprisingly, it is not easy to give a precise mathematical or quantitative definition of ‘shape’ or even express it in measurable quantities like length, angles or topological structures. In general terms, shape is the core information in any object/action that survives the effects of changes in location, scale, orientation, end-effectors/bodies used in its creation, noise, and even minor structural “injury”. It is this invariance that makes ‘shape’ a crucial piece of information for sensorimotor interaction. Hence, an unified treatment of the dual operations of shape analysis/synthesis is critical both for better understanding human perceptions/actions and for creating autonomous robots that can flexibly aid us in our needs and in the environments we inhabit and create. In this article, we describe our attempt to address this problem by creating a primitive shape analysis/synthesis system for the baby humanoid robot iCub (Sandini et al. 2004). In particular, we envisage a background scenario in which iCub gradually learns to draw shapes on a drawing board after observing a demonstration by a teacher. Learning is facilitated by a series of self evaluations of performance. Learning to imitate a human movement can be seen as a special case of this paradigm; the drawing task imposes additional constraints, such as making smooth planar trajectories on the drawing board with a manipulated tool (in this case a paint brush) coupled to the arm. It is easy to visualize that the scenario of iCub observing a shape demonstrated by a teacher and then learning to draw that on a drawing board encompasses the complete perception-action loop. In particular, this scenario involves “sub-tasks” which are active fields of research in themselves: visual perception of the shape of the line diagram traced by the teacher; 3D reconstruction of the observed demonstration in the robot’s egocentric space; creation of motor goals; trajectory formation and inverse kinematics; resolution of redundant degrees of freedom that are unconstrained by observation; learning through self evaluations; generalization and compositionality of acquired knowledge; creation of compact sensorimotor representations; creation of internal models, modularity,
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motor equivalence, tool use, etc. Even attempting to untangle a problem that brings all of them together is undeniably daunting. However, we addressed this task by employing a divide and rule strategy, which tries to maintain a fine balance between local behavior of specialized modules and the global behavior that emerges out of their mutual interactions. Central ideas are presented both informally and using formal analysis, supported by experiments on iCub humanoid. 1.1 Describing ‘Shape’ Several schools of psychology have endeavored to understand mechanisms behind visual perception, specifically shape and form description. Seminal works of Hebb (1949), Gibson (1979) and Marr (1982) have specifically been influential in this field. Marr described vision as proceeding from a two-dimensional visual array to a three-dimensional description of the world in different stages, mainly a preprocessing and feature extraction phase (including edges, regions etc.), followed by 2.5D primal sketch where textures, shades are acknowledged and finally a continuous 3D map. Building on his work there have been several studies that characterize shape as emerging from structured information, for example, shape from shading (Horn 1990), shape from contour (Ulupinar and Nevatia 1990), shape from stereo (Hoff and Ahuja 1989), shape from fractal geometry (Chen et al. 1990), among others. In general, shape analysis methods can be classified based on those which parse the shape boundary (external) as opposed to those which use the interior (global feature based methods) (Gaglio et al. 1987). Examples of the former class of algorithms which parse the shape boundary (Duda and Hart 1973) and various Fourier transforms of the boundary can be found in the works of Wallace and Wintz (1980). Examples of global methods include the medial axis transform (Blum 1967), moment based approaches (Belkasim et al. 1991), and methods of shape decomposition into other primitive shapes (Jagadish and Bruckstein 1992). Interested readers may refer to Loncaric (1998) and Iyer et al. (2005) for a comprehensive survey of the pros and cons of the existing shape analysis approaches. The primacy of shape knowledge in cognition has further been substantiated by emerging results from diverse disciplines, for example, the work of Linda Smith and colleagues in the field of developmental psychology (Smith et al. 2010; Yu et al. 2009), the seminal works of Ellis and colleagues on micro affordances (Ellis and Tucker 2000; Symes et al. 2007), brain imaging (Boronat et al. 2005) and sensory substitution (Amedi et al. 2007). The quest to identify significant shape-related events on a curve has led to the definition of a variety of special points in the literature like anchorage points (Anquetil and Lorette 1997), salient points (Fischler and Wolf 1994), dominant points (Teh and Chin 1989), singular points (Rocha
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and Pavlidis 1994), etc. Such special points have been used for curve partitioning, 2D and 3D object representation and recognition, for scene segmentation and compression, object motion tracking among others. Character recognition research employs features like corners (Mehrotra et al. 1990), line-crossings, T-junctions, high curvature points and other shape primitives (Li and Yeung 1997; Morasso et al. 1983; Sanfeliu and Fu 1983) to describe shape. But often the choice of these features is ad hoc and domain/script dependent. Moreover, one is never certain of the degree of redundancy in a given set of features. In the context of the present study, we are not interested in shape detection per se, but in teaching iCub to draw the shape after observing a demonstration. Therefore we need to look for a finite set of script-independent (possibly very general) primitives that both gives rise to a compact, higher level representation and be exploited to drive action generation in iCub. The chosen formalism for the systematic treatment of the problem of shape is derived from a branch of mathematics known as Catastrophe theory (CT), originally proposed during the late 1960’s by the French mathematician René Thom to formally explain the origin of forms and shapes in nature. Since then, the CT framework has been further developed by Zeeman (1977) and Gilmore (1981) among others and applied to a range of problems in engineering and physics (Poston and Stewart 1998). According to CT, the global shape of a smooth function f (x) can be fully characterized by a set of special local features, called critical points (CPs), where the first and possibly higher order derivatives vanish. As we further explain in the following sections, the critical points can be formally classified using four parameters: (1) Stability, (2) Codimension, (3) Valence and (4) Compositionality. When all the critical points in a smooth function are known, we know its global shape and also its complexity and stability. Thom believed that the stability of form in biological and natural systems can be accounted for in terms of the catastrophe model. The results of CT have then been used to explain a range of phenomena in nature like the breaking of a swelling wave; the streaks of light seen in a coffee cup; the splash of a drop on a liquid surface (Thom 1975); the classification of shapes of 3D volumes (Koenderink and van Doorn 1986); the difference between phantom edges and real ones in a scale-based approach to edge extraction (Clark 1988) and others. More specifically for our purpose, Chakravarthy and Kompella (2003) extended the catastrophe theory framework and systematically derived a set of 12 primitive shapes sufficient to characterize the overall shape of any line diagram in general. More complex shapes generally break down into weighted combinations of the 12 primitives. In this paper we exploit this framework in two complementary steps of the learning loop: (1) to form an abstract representation of the shape iCub observes being demonstrated by the
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teacher; (2) to form an abstract representation of self generated movement (performed in the mental space) during iCub’s attempt to imitate the teacher. The former representation is called abstract visual program (AVP) and the latter one abstract motor program (AMP). As we will see later, AVP and AMP are both created through a CT analysis and are directly compared in order to close the learning loop that helps iCub self evaluate its performance and finally learn the synergy formation and coordination patterns. 1.2 Creating ‘Shape’ Trajectory formation is one of the basic functions of the neuromotor controller. In particular, reaching, pointing, avoiding, hitting, scribbling, drawing, gesturing, pursuing moving targets, dancing and imitating are different motion paradigms that result in the formation of spatial trajectories of different degrees of complexity. Modeling the way in which humans generate these motor actions in daily life is an important scientific topic from many points of view. An influential theoretical framework in the field of neural control of movement is the equilibrium point hypothesis (EPH), which was pioneered by Feldman (1966) and Bizzi et al. (1976) and later investigated by a large number of research groups. In the context of the motor system an EP (Equilibrium point) is a configuration at which, for each joint, agonist and antagonist torques cancel out. In this framework, trajectory formation can be formulated as the consequence of shifting the EP of the system. A plausible generalization of the EPH concept is that the goal and multiple constraints (structural, task-specific, etc.) that characterize any given task can be implemented as superimposed force fields that collectively shape an energy landscape, whose equilibrium point drives the trajectory formation process of the different body parts participating to a motor task. This was the central idea behind the formulation of the Passive Motion Paradigm (PMP, Mussa Ivaldi et al. 1988). The PMP framework for coordinating redundant degrees of freedom by means of a dynamical system approach is similar to the Vector Integration to To Endpoint (VITE model: Bullock and Grossberg 1988) in the sense that in both cases there is a “difference vector” associated with an attractor dynamics that has an equilibrium point in the designated target goal. The difference is that the VITE model focuses on the neural signals commanding a pair of agonist-antagonist muscles, whereas the PMP model focuses, at the same time, on the trajectories in the end effector and joint spaces. In comparison with a recent paper by Hersch and Billard (2008) that builds upon the VITE model, the PMP framework is also equally well a “multi-referential dynamical system” for implementing reaching movements in complex, humanoid robots but does not require any explicit inversion and/or optimization procedure to solve the indeterminacy related to
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redundant degrees of freedom. Another approach to motion planning, based on non-linear dynamics, has been proposed by Ijspeert et al. (2002) in order to form control policies for discrete movements, such as reaching. The basic idea is to learn attractor landscapes in phase space for canonical dynamical systems with well defined point attractor properties. The approach is very effective for movement imitation, because it approximates the attractor landscape by means of a piecewise-linear regression technique. Also in the PMP model there is a well defined attractor landscape which is derived from the composition of different virtual force fields that have a clear meaning and thus allow the seamless integration of planning with reasoning (Mohan and Morasso 2007). In recent years, the basic PMP framework has seen a series of significant evolutions. The key advances are: (1) Integration with terminal attractor dynamics (Zak 1988) for controlling the ‘timing’ of the PMP relaxation and to achieve synchronization between motion of different body parts like in bimanual coordination (Tsuji et al. 1995; Mohan et al. 2009a); (2) Formulation of branching nodes, for structuring PMP networks in agreement with the body that needs to be coordinated (like humanoids, wheeled platforms etc.) and the kinematic constraints of a specific task when external objects/tools are coupled to the body (Mohan and Morasso 2008; Mohan et al. 2009b); (3) Development of Forward/Inverse internal model for action generation using PMP and subsequent integration with higher level cognitive layers like reasoning and mental simulation of action (Mohan et al. 2010); (4) combining postural and focal synergies during whole body reaching tasks (Morasso et al. 2010). In this study we apply the PMP model in two different contexts: (1) intelligent search in the space of control parameters by the Virtual Trajectory Generation System (VTGS), in order to transform a discrete set of critical points into a continuous sequence of equilibrium points (i.e. the virtual trajectory); (2) coordination of the movements of the upper body of iCub along with the paint brush in order to derive motor commands for drawing the shapes generated by the VTGS. 1.3 Imitation Imitation requires a complex set of mechanisms that map the observed movement of a teacher to the motor apparatus of the learner. The cognitive, social and cultural implications of imitation learning are well documented in the literature (Rizzolatti and Arbib 1998; Schaal 1999; Dautenhahn and Nehaniv 2002). The neuronal substrate is likely related to the fronto-parietal circuit that identifies the “mirror system” (Cattaneo and Rizzolatti 2009) as well the above mentioned Passive Motion Paradigm. It is quite evident that the scenario of iCub learning to draw after observing a teacher’s
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demonstration embeds the core loop of imitation, i.e. transformation from the visual perception of a teacher to motor commands of a learner and back. In recent years, a number of interesting computational approaches have been proposed to tackle parts of the imitation learning problem (for detailed reviews see Lopes et al. 2010; Argall et al. 2009; Schaal et al. 2003). Techniques for learning from demonstration vary in a range of implementation issues: how demonstration is done and database is built (teleoperation, sensors on teacher, kinesthetic teaching, external observation); how correspondence issues between teacher and learner are resolved; how control policies are derived and what is learnt; the level of abstraction in imitation (replication of observed motor patterns, replication of observed effects of actions, replication of actions towards an inferred goal); the role that motor system of the learner plays during the imitation process (Demiris and Simmons 2006a). Learning control policies can involve simply learning an approximation to the state-action mapping (mapping function), or learning a model of the world dynamics and deriving a policy from this information (system model) or higher-level approaches that try to learn complex tasks in form of graph structures of basic movements (Zöllner et al. 2004) and hierarchically combine aspects of different abstraction levels (Bentivegna et al. 2002; Chella et al. 2006). Across all techniques, minimal parameter tuning, fast learning and generalizability acquired of knowledge is highly desirable. Direct policy learning methods employ supervised learning to acquire the control policy directly using specific imitation criteria, which ignore the task goal of the teacher. Imitation learning is highly simplified in these techniques but often plagued with problems of stability, difficulty in reuse even in slightly modified scenarios and almost no scope of self improvement. In model-based learning approaches (Atkeson and Schaal 1997a), a predictive model of task dynamics is approximated from a demonstration (not a policy). The idea is that, with the knowledge of the task goal, a tasklevel policy can be computed with reinforcement learning procedures based on the learnt model. For example, Atkeson and Schaal (1997b) showed how the model-based approach can allow an anthropomorphic robot arm to learn the task of pole-balancing in just a single trial, and the task of a “pendulum swing-up” in only three or four trials. Based on the emerging evidence in neuroscience for motor theories of perception, (Demiris and Khadhouri 2006b) have proposed the HAMMER architecture (Hierarchical Attentive Multiple Models for Execution and Recognition). In HAMMER, the motor control system of a robot is organized in a hierarchical, distributed manner and can be used in the dual role of (1) competitively selecting and executing an action, and (2) perceiving it when performed by a demonstrator. The authors have further demonstrated that such an arrangement can indeed provide a principled method for the
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top-down control of attention during action perception, resulting in significant performance gains. In relation to the HAMMER architecture, the architecture presented in this article is also based on a modular motor action generation system already implemented for iCub and described in detail in a previous article (Mohan et al. 2009a). The crucial difference is that instead of having multiple pairs of forward/inverse models, symbolically coding for specific actions like move towards, pick, drop or move away etc, in our architecture there is only one forward/inverse model, which is the model of the ‘body itself ’ using which all mental/real movements are mediated. On the contrary, the multiple pairs of forward/inverse models of the architecture proposed by Demiris and Khadhouri (2006b) are also object-dependent: 8 inverse models for 4 actions on 2 objects. In previous papers we presented a systematic framework by which body and tool can be coupled and learning achieved (Mussa Ivaldi et al. 1988; Mohan and Morasso 2007; Mohan et al. 2009a, 2009b; Morasso et al. 2010). The forward/inverse model is learnt by iCub through babbling movements and represented at an abstract sub-symbolic level using neural networks (Mohan and Morasso 2007). This is also the reason it is context independent, and this is what we want to achieve with the shape-shaping system proposed in this paper too. Another prominent approach to imitation is to learn a policy from the demonstrated trajectories. This approach is based on the fact that usually a teacher’s demonstration provides a rather limited amount of data, typically described as “sample trajectories”. Various studies investigated how a stable policy can be instantiated from such small amount of information. The major advancement in these schemes was that the demonstration is used just as a starting point to further learn the task by self improvement. In most cases, demonstrations are recorded using a motion capture device and then either spline-based techniques or dynamical systems are used to approximate the trajectories. In the Dynamic Motion Primitives approach the basic idea is to learn attractor landscapes in phase space for canonical dynamical systems with well defined point attractor properties (Ijspeert et al. 2002). To represent an observed movement, a non-linear differential equation is learned such that it reproduces this movement. Based on this representation, a library of movements is built by labeling each recorded movement according to task and context. This approach has been very effective for movement imitation and has been successfully applied in different imitation scenarios like learning the kendama game, tennis strokes, drumming, generating movement sequences with an anthropomorphic robot (Billard and Mataric 2001), object manipulation (Hoffmann et al. 2009). Compared to spline-based techniques, the dynamical systems based approach has the advantage of being temporally invariant (because splines are explicitly parameterized in



25



time) and naturally resistant to perturbations. The approach proposed in this paper is based on non-linear attractor dynamics and has the flavour of self improvement, temporal invariance (through terminal attractor dynamics itself) and flexibility to incorporate novel task specific constraints. However, we go beyond these approaches in the sense that what iCub learns to imitate is the ‘Shape’, a rather high level invariant representation extracted from the observed demonstration, not a specific trajectory in a particular reference frame. In this sense, the notion of ‘shape’ is introduced in the motor domain and the library of motion primitives is the motor repertoire to generate shape. The knowledge is independent of scale, location, orientation, time and also the end effector/body chain that creates it, according to the principle of motor equivalence. No exogenous optoelectronic equipment is employed in our imitation system for recording the spatio-temporal patterns of the teacher: the eyes of the iCub are the only source of visual information, which feeds a crucial process of transferring the visually observed motion (in teacher’s egocentric space) to iCub’s own egocentric space. Once iCub learns the finite library of actions necessary to generate the primitive shapes of Sect. 2, this motor knowledge can be exploited systematically to compose more complex actions/shapes. Another prominent issue, dealt with in our architecture, is the continuity of learning in the problem space i.e. the problem does not end with one demonstration and one learnt control policy. Rather there are sequences of different interlinked demonstrations of increasing complexity. We deal with this issue in the discussion section. An interesting reference in the context of composing complex shapes from shape primitives comes from the rather distant field of architecture where concepts of shape grammar (Stiny 2006) and algorithmic aesthetics (Stiny and Gips 1978) are actively employed for the generation of architectural designs. 1.4 The iCub humanoid platform The iCub is a small humanoid robot of the dimensions of a three and half year old child and designed by the RobotCub consortium (www.icub.org), a joint collaborative effort of 11 research groups in Europe.1 with an advisory board from



1 LIRA-Lab, University of Genoa, Italy; ARTS Lab, Scuola Superiore S. Anna, Pisa, Italy; AI Lab, University of Zurich, Switzerland; Dept. of Psychology, University of Uppsala, Sweden; Dept. of Biomedical Science, University of Ferrara, Italy; Dept. of Computer Science, University of Hertfordshire, UK; Computer Vision and Robotics Lab, IST, Portugal; University of Sheffield, UK; Autonomous Systems Lab, Ecole Polytechnique Federal de Lausanne, Switzerland; Telerobot Srl, Genoa, Italy; Italian Institute of Technology, Genoa, Italy.
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Japan2 and the USA.3 The 105 cm tall baby humanoid is characterized by 53 degrees of freedom: 7 DoFs for each arm, 9 for each hand, 6 for the head, 3 for the trunk and spine and 6 for each leg. The current design uses 23 brushless motors in the arms, legs, and waist joints. The remaining 30 DoFs are controlled by smaller DC motors. The iCub body is also endowed with a range of sensors for measuring forces, torques, joint angles, inertial sensors, tactile sensors, 3 axis gyroscopes, cameras and microphones for visual and auditory information acquisition. Most of the joints are tendon-driven; some are direct-drive, according to the placement of the actuators which are constrained by the shape of the body. Apart from the interface API that speaks directly to the hardware, the middleware of iCub software architecture is based on YARP (Metta et al. 2006), an open-source framework that supports distributed computation with a specific impetus given to robot control and efficiency. With special focus being given on manipulation and interaction of the robot with the real world, iCub is characterized by highly sophisticated hands, flexible oculomotor system and sizable bimanual workspace. In addition to the YARP middleware, the iCub platform also has a kinematic/dynamic simulator (Tikhanoff et al. 2008). The two software environments are highly compatible. Hence, higher-level computational mechanisms can be debugged first by means of the simulator and then applied to the real robot without any major change. All the low-level code and documentation regarding iCub is provided open source by the RobotCub Consortium (http://www.robotcub.org), together with the hardware documentation and CAD drawings. In addition, a range of software libraries including behavioral modules related to image and sound processing, gaze, arm and hand control, the iCub simulator and the PMP framework for iCub upper body coordination are available open source. A list of acronyms used in the text in relation with the developed computational architecture is provided in Appendix D.



2 The basic action-perception imitation loop: building blocks and high-level information flows Teaching a child humanoid robot, like iCub, to understand the concept of ‘Shape’ to a point that resembles the acquisition of basic writing skills is a complex task and requires solutions to several sub-problems. We should remark that what 2 MIT Computer Science and Artificial Intelligence Laboratories, Cambridge Mass. USA; University of Minnesota School of Kinesiology, USA. 3 Communications Research Lab, Japan; Dept. of MechanoInformatics, Intelligent Informatics Group, University of Tokyo, Japan; ATR Computational Neuroscience Lab, Kyoto, Japan.
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we aim at is not imitation per se, i.e. the perfect reproduction of a demonstrated trace, but the deeper understanding of a ‘graphical grammar’ which conveys meaning and for which the acquisition of a degree of proficiency in imitation is a tool and a test of the emerging ability. The proposed computational architecture is based on a general mechanism for perceiving and synthesizing shapes, in the framework of a teacher/learner environment, and an action/perception loop that allows learning to emerge. In this section we present a concise overview of the building blocks in the proposed architecture, the problems they solve and the global information flow in the system (Fig. 1). (a) From demonstration to Abstract Visual Program (AVP): This is the first subsystem in the information flow of our computational architecture and it deals with the problem of describing the global shape of a demonstrated trajectory using a finite set of critical points, crucial features derived using catastrophe theory (CT). We call this high level description of the ‘shape’ as Abstract Visual Program (AVP). For example, the demonstrated C-like shape in Fig. 1 is characterized by a maximum (or a Bump ‘B’) between two end points ‘E’ and these critical points are detected by the CT analysis method explained in Sect. 3, thus yielding the ‘E-B-E’ graph as abstract visual program of the demonstrated shape. We may think of this mechanism of detecting and extracting critical points as an innate visual ability, hardwired in iCub’s visual repertoire and necessary for bootstrapping the process of learning and knowledge formation. (b) From AVP to Concrete Motor Goal (CMG): AVP is a graph which contains information of the detected critical points: (1) ‘location’ (in 2D image plane coordinates, from the two eyes of iCub) and (2) ‘type’ (assigned by the Catastrophe Theory visual analysis). The Concrete Motor Goal (CMG) is the result obtained from the transformation of the critical points location into iCub’s egocentric coordinates, through a process of 3D reconstruction, in order to allow action learning/generation to take place. This transformation is nontrivial, not only because it is based on binocularity but mainly because we chose to exclude external marker based optical recording instruments, which are used in most imitation systems developed so far.4 Note, that the ‘type’ of the critical point is not affected by this step. In our terminology, the CMG is a graph that contains the following details: (1) Information of shape critical points extracted from the teacher’s demonstration (as in AVP) with the difference that the location of critical points is expressed in iCub’s egocentric reference frame; (2) Specification of 4 The specific stereo camera calibration and 3D reconstruction mechanism implemented in this study for the iCub robot is described in Appendix A.
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Fig. 1 Overall computational architecture of the learning system: main modules and learning loop. The perceptual subsystems are shown in pink background, the motor subsystems in blue and learning modules in green. The loop is triggered through a demonstration by the teacher to iCub (for example a ‘C’). This is followed by the detection and analysis of the critical points using catastrophe theory, which leads to the creation of an abstract, context-independent, visual program (AVP). AVP is then transformed into a concrete motor goal (CMG) in iCub’s egocentric space through a process of 3D reconstruction. Other task specific features like end effector/body chain used for action generation, joint constraints, torque limits etc. are applied at this point. CMG forms the input of the virtual trajectory generation system



that synthesizes a range of virtual trajectories, parametrized by virtual stiffness (K) and timing of a set of time base generators (TBG). Synthesized virtual trajectories are coupled to the relevant internal body model of iCub to derive the motor commands for real/mental action generation, using the passive motion paradigm (PMP). Analysis of the mentally generated movement, once again using catastrophe theory, extracts the Abstract Motor Program (AMP), which is compared with the AVP to self evaluate the performance score (node R). The learning loop is closed through exploration of the parameter space and reinforcement of the winning pattern, which is stored for later learning and is used to derive the motor commands to be sent to the motors



the body chain with which iCub will attempt to imitate the demonstration; (3) Geometric parameters of the employed drawing tool; (4) Scaling parameters with which iCub will draw the shape on the drawing board; (5) Additional task specific constraints related to action generation. To sum up, this module transforms a visual goal (represented in the AVP) into a motor goal for the learning/action generation system (represented in the CMG). (c) From CMG to virtual trajectories: The previous two stages transform visual information of a teacher’s movement into a motor goal for iCub. The next stages in the information flow deal with the problem of ‘learning’ to generate motor actions necessary for imitating the teacher reliably and thus achieving the motor goal. Given the discrete sequence of critical points contained in the CMG, an infinite number of trajectories can be shaped through them. The Virtual Trajectory Generation Subsystem (VTGS) solves such indeterminacy by transforming the discrete sequence of critical points into a continuous sequence of ‘equilibrium points’, i.e. a virtual trajectory which acts as attractor to the internal body model of iCub, implemented by means of the PMP. In this context, the goal of learning is to arrive at the correct virtual trajectory such that the shape drawn by ‘iCub’



is as close as possible to the shape demonstrated by the teacher, in terms of the shape description formalism described in the next section. VTGS is characterized by a set of parameters that allow to shape the attractor landscape: the corresponding parameter space is explored during learning in order to minimize the distance between the demonstrated and reconstructed graphical trace. (d) From virtual trajectories to motor actions: In this phase, the output of VTGS is coupled to the internal body model of iCub (implemented by the PMP), extended to take into account the writing/painting tool, in order to generate the motor action. A key feature in this scheme is that PMP networks naturally form forward/inverse models: the inverse model derives the motor commands (in joint coordinates) to be sent to the actuators and concurrently the forward model predicts the end-effector trajectory created as a consequence of the motor commands. The latter piece of information, which represents the mental trace of the planned action, is crucial from the cognitive point of view because it can be used by iCub to mentally evaluate its performance in imitating the teacher and thus improve its proficiency.
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(e) From motor actions to Abstract Motor Program (AMP), closing the learning loop: The final subsystem of the architecture deals with the two following questions: What is the matching criterion and in which coordinate frame should it take place? The elegance in our approach is that the system that creates action also recognizes it. In other words, the forward model output created during action generation phase is employed for the monitoring purposes. However, there is a twist in the story at this point. Since the observed demonstration of the teacher is available to iCub in its more abstract representation (AVP), the robot must convert the generated action also into the same format, in order for the comparison to be possible. The solution is simple and is based on the same CT analysis used for the AVP. This analysis is performed on the forward model output and we call this information Abstract Motor Program (AMP). The metric used in the comparison is that AVP and AMP should be equivalent or contain the same set of shape critical points, in the same sequence and approximately in the same locations. Otherwise, the relative distance between AVP and AMP can be used in order to guide the further exploration of the parameter space, with the corresponding mental rehearsal of drawing movements. After this concise overview of the proposed architecture, the rest of the paper focuses on the details of the different modules. In Sect. 3 we describe the application of catastrophe theory to transform a teacher’s demonstration into an abstract visual program (AVP). Section 4 covers a range of topics that finally result in the emergence of shape from action: in Sect. 4.1 we describe how AVP is transformed into a concrete motor goal (CMG), by a process of 3D reconstruction; Sect. 4.2 deals with the interlinked processes of action planning (Sect. 4.2.1), action generation (Sect. 4.2.2) and action learning (Sect. 4.2.3), supported with experimental results on iCub. Generalization of the proposed architecture while drawing more complex shapes and progression of Fig. 2 Left panels show four frames captured through the left camera during a demonstration. The yellow dot represents the identified position of the marker in each frame. Right panel shows the overall trajectory traced by the teacher as extracted in the pre-processing stage (for a total of 70 frames). Similar pre processing is also done for the visual input arriving from the right camera
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iCub towards scribbling a set of characters (for example, its name ‘iCub’) is presented in Sect. 5. A discussion follows in Sect. 6.



3 Use of the catastrophe theory for analyzing the shape of smooth curves The teacher’s demonstration to iCub is the trajectory of a green pen, composed of a sequence of strokes, which are continuous line segments inside the visual workspace of both cameras. The video of the demonstration is captured runtime by the left and right cameras of the iCub and undergoes a pre-processing stage where the location of the pen tip in each image frame (320 × 240 pixels) is computed by using a simple colour detection algorithm. The result is a time series of video coordinates, for the right and left eye, respectively, of the detected pen-marker: 



Uleft (t), Vleft (t),







Uright (t), Vright (t),



t ∈ [tinit , tfin ]



(1)



The time interval [tinit , tfin ] corresponds to the duration of the demonstration and U, V are the local coordinates of each eye (in the horizontal and vertical direction, respectively): see Fig. 2 for an example. These pre-processed data are analysed by using the catastrophe analysis approach proposed by Chakravarthy and Kompella (2003). According to Catastrophe Theory (CT), the overall shape of a smooth function, f (x), is determined by a set of special local features like “peaks”, “valleys” etc. Mathematically, these features are characterized by the points where the first and possibly higher-order derivatives vanish. Such points are known as Critical Points (CPs) for which CT provides a formal classification. More specifically, in the schema proposed by Chakravarthy and Kompella (2003) there are a set of 12 critical points
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Fig. 3 The four basic types of critical points: Interior ‘I’, End point ‘E’, Bump ‘B’ and Wiggle ‘W’. Meanings of Valence and Codimension are illustrated. If a critical point is enclosed by a circle of infinitesimally small radius, the number of lines that intersect it is the valence. Thus, I, B, W have valence of 2; E has valence of 1. It is also clear that I, E, B survive small perturbations (they are ‘Stable’),
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whereas W does not (it is ‘Unstable’). W breaks down into two B’s if the perturbation is negative, whereas it vanishes if the perturbation is positive. Codimension is the number of parameters necessary to bring back a critical point from its perturbed version to the original state. Thus, the Codimension of I, E, B is zero and the codimension of W is 1



Fig. 4 The top panel shows the shape of the eight complex critical points: ‘D’, ‘X’, ‘C’, ‘T’, ‘S’, ‘Co’, ‘P’, ‘A’. The middle panel (4b) shows some perturbed versions of the critical points. The bottom panel (4c) shows how more complex shapes can be created using simpler shapes. For example, ‘T’ can be described as the combination of ‘E’ and ‘I’



or “Atoms of shape”: 4 simple or basic points (Fig. 3) and 8 complex points (Fig. 4). It can be demonstrated that this set is minimal and is sufficient to characterize the shape of any line diagram in general. The framework also allows us to analyze the complexity and structural stability of a shape under small perturbations (a relevant feature especially in handwritten scripts). Figure 3 shows the four basic types: ‘I’, ‘E’, ‘B’, ‘W’. These critical points are classified according to four parameters: (1) stability, (2) codimension, (3) valence and (4) compositionality. The parameters are defined as follows: Stability: a critical point is stable if it survives to small perturbations, otherwise it is unstable; Codimension: it is the number of parameters necessary to bring back a critical point from its perturbed version to the original state; Valence: it is the number of lines that intersect a circle of infinitesimal radius, centered on the critical point; Compositionality: it is the addition of the basics that permits the formation of the complex types. The four basic types are then characterized by the following parameter values: Interior point ‘I’: This is not really a shape, but is necessary for defining more complex critical points. ‘I’ is simply any interior point in a stroke. It is stable, has codimension of 0 and valence of 2. End Point ‘E’: It is a terminating point of a stroke; it is stable with codimension 0 and valence 1. Bump ‘B’: It is an interior point where the time derivative of either U (t) or V (t) is zero. In other words it is



defined as follows:   U˙ (tB ) = 0; U¨ (tB ) = 0; V˙ (tB ) = 0   V˙ (tB ) = 0; V¨ (tB ) = 0; U˙ (tB ) = 0



or (2)



It may occur in 4 different ways: positive/negative horizontal bump and right/left vertical bumps. It is stable, with codimension 0 and valence of 2. Wiggle ‘W’: It is an interior point where both the first and second derivatives along U or V dimensions vanish. It is then defined as follows:   U˙ (tW ) = U¨ (tW ) = 0



or



  V˙ (tW ) = V¨ (tW ) = 0 (3)



It is unstable; it has a codimension of 1 and valence of 2. Figure 4 shows the eight additional complex types of critical points: ‘D’, ‘X’, ‘C’, ‘T’, ‘S’, ‘Co’, ‘P’, ‘A’. Dot ‘D’: It is a stroke of zero length. An unstable critical point, it breaks down into two E points under perturbation. Hence it has a codimension of 1 and valence of 0. Cross ‘X’: It is a unification of two Internal points ((U1 , V1 )t1 = (U2 , V2 )t2 ; t1 = t2 ). It is stable and it still remains a cross under small perturbations; hence its codimension is 0 and valence 4. Cusp ‘C’: It has a spiky appearance and can be formally defined as a critical point where both U and V deriva-
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tives vanish simultaneously.   U˙ (tC ) = 0; U¨ (tC ) = 0 and   V˙ (tC ) = 0; V¨ (tC ) = 0



(4)



It is unstable and breaks down either into a simple Bump or a self intersecting loop. It has a codimension of 1 and valence of 2. T ‘T’: It is the unification of an Interior point and End point. Since it can be restored by moving the end point it has a codimension of 1 and valence of 3. Star ‘S’: It is unstable and it is the unification of three Interior points and has a valence of 6. Contact ‘Co’: When two stroke’s meet at just one point such that their slopes at that point is same, it is called a contact point. Unlike the previously defined ‘X’ (a stable point), Co is unstable, with a codimension of 1. Peck ‘P’: It is obtained by the unification of a Cusp with an Interior point. As mentioned earlier Cusp has a codimension of 1 to restore the original spiky shape from its perturbed forms. To restore the Peck, in addition to restoring the Cusp, we need to additionally move the cusp until it meets the interior point of the vertical segment there by giving an appearance of a bird pecking at the bark of a tree. Hence the codimension of peck point is 2 and valence is 4. Angle ‘A’: It occurs when a stroke begins from where another stroke ends, i.e. it is the unification of two End points. It has a codimension of 2 and valence of 2. Despite its simplicity, it is worth noting that a gamut of complex shapes can be described using different combinations of the small set of 12 critical points. Even a quick glance reveals that English script can be composed using primarily Bump, T, Dot and Cross critical points. More precisely, it has been found that 73% of the strokes in the English alphabet and 82% of the numerals have a codimension of 0 (Chakravarthy and Kompella 2003). Inversely, since most letters of the English alphabet and numerals are ‘synthesized’ with critical points of low codimension, the script is very stable and robust, from the motor point of view. Besides the English script, or more generally the script of Latin alphabets, the CT analysis technique has already been applied for online handwritten character recognition for a variety of Indian scripts like Tamil, Malayalam, and Oriya among others. It is worth mentioning that Indian scripts are characterized by a peculiar problem that does not occur in Latin scripts—the problem of composite characters. Namely, in Indian scripts a composite character represents all the sounds that comprise a complete syllable: for example, the monosyllabic word ‘stree’ (meaning woman), which comprises three consonant sounds and a vowel, is represented by a single composite character. For this reason, though the number of consonants and vowels is small,



the number of composite characters may well run into thousands. For a database of 90 Tamil strokes with 275 variations (each stroke having approximately 3 variations), the average performance in extraction of critical points using this technique was estimated to be 94% (Aparna et al. 2004; Manikandan et al. 2002). Similarly, in the case of Malayalam script, for a set of 86 strokes with 216 variations and written by 3 different native writers, the robustness in extraction of critical points was estimated to be 91% (Shankar et al. 2003). The same technique is also being deployed for online character recognition of several other scripts (Madduri et al. 2004). We should remark that we are not interested in online handwritten character recognition per se but in imitation of handwritten characters or other graphical traces. In both cases, however, a fundamental processing module is the reliable and robust extraction of a minimal set of critical points and CT analysis appears to be a natural and effective choice for the job. In the proposed cognitive architecture CT analysis is carried out both on the script demonstrated by the teacher and the multiple attempts produced by iCub. The teacher’s demonstrations used in the experiments consisted of both Latin letters/numerals and a collection of figural shapes. For each experiment, the trajectories U (t) and V (t) from both cameras are pre-processed using the CT analysis. This is carried out independently for the two eyes and we can expect that the corresponding AVP’s will be same, except in pathological conditions such as partial or total obstruction of the vision from one eye. However, the location of the critical points in the respective image planes (Uleft , Vleft , Uright , Vright ) will be different. This is crucial information for next phase of the learning loop, when the transformation of AVP’s to iCub’s 3D egocentric space takes place in order to feed the action generation module. Figure 5 shows experimental results of the AVP’s generated through catastrophe theory analysis on 11 different trajectories. The figure refers to the left eye of iCub but the same graphs were obtained with the right eye. 4 Emergence of Shape through action In this section, we gradually move from the forward problem of decomposing perception for describing ‘shape’ to the inverse problem of composing action to create ‘shape’. This inverse problem of iCub learning to write ‘iCub’ touches core issues in the field of motor control, motor learning and motor imagery. For simplicity, it is divided into different subsections each dealing with a distinct aspect of this complex and multifaceted problem. 4.1 Three-dimensional reconstruction for the generation of the Concrete Motor Goal (CMG) CMG is a graph, which is obtained from the two AVP’s of the two eyes by computing the 3D coordinates of the con-
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Fig. 5 Experimental results of the catastrophe theory analysis applied to 11 different trajectories. Each panel shows a hand–drawn trajectory and the constructed AVP. ‘*’ denotes the starting point of each graph, whose connectivity indicates the temporal order of the identification of critical points



Fig. 6 Transforming the AVP’s from the two eyes (expressed in 2D camera coordinates) into a single CMG, expressed in 3D coordinates in the egocentric space of the robot. The convention chosen for the egocentric reference system is as follows: x-axis is aligned in the medio-lateral direction; y-axis is aligned in the antero-posterior direction; z-axis is aligned along the symmetry axis of the trunk



trol points in the egocentric space of iCub. Note that the ‘type’ of the critical points is conserved under three dimensional reconstruction i.e. a bump is still remains bump and so on. Basically, we need to convert sets of four numbers (Uleft , Vleft , Uright , Vright )critical point into corresponding sets of three numbers (x, y, z)critical point (Fig. 6). The process of 3D reconstruction is carried out by using the Direct Linear Transform (DLT, Shapiro 1978), which provides, at the same time, an algorithm of stereo camera calibration and an algorithm for 3D reconstruction of target points. The notable aspect is that the training set necessary for calibration is self-generated by iCub using a sequence of “babbling” movements of the arms. The approach is simple, quick and fairly accurate. Appendix A summarizes the process. The performance of the 3D reconstruction system in transform-



ing image plane coordinates of salient points in the visual scene into corresponding iCub egocentric space coordinates was tested thoroughly in a series of experiments like bimanually reaching a visually observed cylinder continuously being moved to different locations by the teacher. Other experiments like stacking were also performed with success, demonstrating that the degree of accuracy achieved by the stereo vision system is consistent with the kind of manual tasks doable by iCub, given the resolution of the two cameras and the precision of the motor controllers. In addition to the 3D coordinates of critical points, CMG stores task-specific information: (1) the specific body chain involved in generating the action; (2) geometric description of the writing tool; (3) scale factor between the observed and the reproduced shape, if any, that is specified by the user; (4)



32



Auton Robot (2011) 31:21–53



Fig. 7 Scheme of the VTGS (Virtual Trajectory Generation System). The CMG (Concrete Motor Goal) is transformed into an equilibrium trajectory for the end-effector of the writing/drawing action. In the illustrated example CMG is related to a C-like shape which is characterized by two critical point (CP 1 and CP 2). An elastic force field is



associated to each CP , with a strength given by the stiffness matrices (K1 and K2). The two force fields are activated in sequence, with a degree of time overlap, as dictated by two time base generators (TBG1 and TBG2). The stiffness and timing parameters are adapted through a learning process



joint limits (usually set to mid range of motion) and torque limits. Formation of concrete motor goal is the first step in the action generation process.



VTGS assigns an elastic field to each critical point:



4.2 Shape synthesis: from concrete motor goals to actions Given a set of two points in space, an infinite number of trajectories can be drawn passing through them. How can iCub learn to synthesize a continuous trajectory similar to the demonstrated shape using a discrete set of critical points in the concrete motor goal? How can the knowledge acquired after learning simple shapes be reused and exploited while learning to compose more complex, novel shapes? Can iCub extract general insights into shape synthesis itself through its various explorative sensorimotor experiences in creating shapes? In the following three sections on action planning, action generation and action learning, we seek answers to these questions. 4.2.1 Action planning:: Virtual Trajectory Generation System (VTGS) This section focuses on the planning phase or the transformation of a discrete sequence of critical points in the CMG into a continuous sequence of equilibrium points i.e. a virtual equilibrium trajectory. This trajectory acts as an attractor to the body chain that is assigned the task of creating the shape, using the passive motion paradigm, as explained in the next section. Figure 7 shows the scheme of the Virtual Trajectory Generation System (VTGS) in the case that the input CMG consists of two critical points (CP 1 and CP 2).



⎧ x −x 



CP 1 ⎪ ⎪ ⎪ ⎨ FCP 1 = K1 yCP 1 −y zCP 1 −z



⎪ ⎪ ⎪ ⎩ FCP 2 = K2



x



CP 2 −x yCP 2 −y zCP 2 −z 







(5)



[xCP 1 yCP 1 zCP 1 ] and [xCP 1 yCP 1 zCP 1 ] are the coordinates of the two CPs and [x(t) y(t) z(t)] are the coordinates of the virtual trajectory. Let us assume, for simplicity, that the two force fields are conservative (zero curl) and the two stiffness matrices (K1 and K2 ) are diagonal. The intensity and orientation of the two fields are expressed by the two triplets of stiffness parameters: (Kxx , Kyy , Kzz )CP 1 and (Kxx , Kyy , Kzz )CP 2 . The generation process is characterized by a ‘parallel component’ (the activation of the different force fields) and a ‘sequential’ component, related to the ordered sequence of critical points. Both components contribute to determine the shape, in space and time, of the attractor landscape that generates the virtual equilibrium trajectory. Moreover we applied the terminal attractor dynamics behavior (Zak 1988) which is characterized by the fact that the equilibrium configuration associated with an attractive force field is reached in finite time, modulating the force field with a suitable time base generator (TBG). Summing up, the function of the VTGS, sketched in Fig. 7, is equivalent to integrating the following non-linear, time-variant differential equation, given the initial position
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Fig. 8 Three different trajectories synthesized by iCub, through the same critical points (CP 1 and CP 2) and starting from same initial condition, for 3 different sets of values for K and TBG parameters. Top panels show the synthesized trajectories. These shapes were drawn on a drawing board placed 32 cm away from iCub along the Y-axis of the egocentric frame of reference. Hence only X–Z plane (in cm) is shown. Since at all times YCP = Y = 32 cm, Y component of the force field is always zero, so only values of Kxx and Kzz are indicated. Bottom panels show the timing signals of the two time base generators (TBG1, TBG2) which are characterized by a different degree of time overlap in the three examples



of the planned trajectory Xini ∈ (x, y, z): ⎡ ⎤ x d ⎣ ⎦ y = γ1 (t)FCP 1 + · · · + γn (t)FCP n dt z ⎧  i 5  i 4  i 3 ⎨ ξi (t) = 6 t−t − 15 t−t + 10 t−t Ti Ti Ti ⎩ γ (t) = i



of K and TBG parameters. The goal of learning is to arrive at the ‘correct’ set of values such that the resulting virtual trajectory has the same shape as the demonstration, in terms of their abstract representations. (6)



ξ˙i 1−ξi



i = 1, 2, . . . , n Ti is the duration of the ith TBG and ti is the corresponding activation time; γi (t) is zero outside the time interval identified by ti and Ti . In Fig. 7, the two bell-shaped functions correspond to ξ˙1 and ξ˙2 ; the two spiky functions to γ1 (t) and γ2 (t). Further details on the TBG are given in Appendix A. In simple terms, the function γ (t) acts as a gating signal switching on/off and scaling the force fields generated by different critical points. The central idea is that simulating the dynamics of Eq. 6 with different sets of K and TBG parameters results in different sets of virtual trajectories. Figure 8 shows three different virtual trajectories synthesized by iCub, through the same critical points and starting from same initial condition, for 3 different sets of K and TBG parameters. Since shapes were drawn on a drawing board placed 32 cm away from iCub along the Y-axis, only X–Z plane is shown in Fig. 8. Bottom panel shows the timing signals γ1 (t) and γ2 (t), controlling the timing of relaxation to the two critical points. During the time window when both timing signals overlap, the force fields generated by both critical points influence the dynamics. A range of virtual trajectories can be synthesized by exploring the space



4.2.2 Action generation: Coupling the internal body model (PMP) to the virtual trajectory Through the series of transformations described so far, we have gradually moved from the teacher’s demonstration to the extraction of the AVP, from AVP to CMG and then from CMG to the synthesis of the virtual equilibrium trajectory, described in the previous section. The next step is to derive the motor commands for the designated body + tool kinematic chain, which will ultimately transform the virtual trajectory into a real trajectory created by iCub. This transformation is carried out by means of the passive motion paradigm (PMP). PMP is a general computational framework which has already been successfully applied to a range of tasks like reaching, bimanual coordination, tool use etc using iCub (Mohan et al. 2009a, 2009b). Appendix C summarizes the PMP in the simplest case of a single kinematic chain, say a robot arm. In this paper we consider, in principle, the overall complexity of iCub, although in most experiments we “grounded” the robot just below the waist. Moreover, the scenario in which we apply it here is reaching in a very specific manner along the path specified by the synthesized virtual trajectory. Hence at the very onset, we clarify that virtual trajectory synthesis and motor command synthesis do not sequentially follow each other, but occur concurrently and co-evolve together i.e the end effector of the PMP system incrementally tracks the evolving virtual trajectory.
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Fig. 9 PMP based Forward/Inverse model for upper body, “grounded” at the waist of iCub, i.e. limited to the Left_arm-Waist-Right_arm kinematic chains. Input is the virtual equilibrium trajectory generated by the VTGS system. Outputs are the joint rotation patterns of the left



arm and waist for real movements, performed at the end of training, or end-effector trajectories predicted by the forward model part of the network for imagined movements performed in the mental space, during the learning process



In other words, the Virtual trajectory generation system and PMP are in a Master-Slave configuration. Figure 9 shows the PMP network that maps the virtual trajectory generated by VTGS into a coordinated movement of the left arm and the trunk. The same timing mechanism (a battery of TBGs, one for each critical point of the AVP) is applied, in parallel, to the VTGS network of Fig. 7 and the PMP network of Fig. 9. The virtual trajectory operates as an attractor for the left arm + trunk circuit, which distributes the motion to the different joints as a function of the chosen values for the admittance matrices of the arm (AJ ) and the trunk (AT ). In the end, when the learning process has achieved the required level of accuracy, the time course of motor commands, derived through this relaxation process, is actively sent to the actuators, and iCub will execute the same trajectory, thanks to its embodiment. But during training, when learning the appropriate parameters of the force fields in the VTGS, real movements of iCub’s body can be replaced by imagined movements, acting upon iCub’s internal body model which can predict the sensory consequences of the motor commands to the joints, visualizing them in the mental space. Hence, while learning to imitate the teacher’s demonstration, iCub can explore a series of solutions in its mental



space before performing the best possible imitative action in its physical space. In other words, a key feature regarding the PMP network of Fig. 9 is that the same model is used to support both the mental simulations of action during learning and the actual delivery of motor commands during movement execution. As seen in Fig. 9, the computational model is a fully connected network of nodes either representing forces (shown in pink) or displacements (shown in blue) in different motor spaces (end-effector space, joint space, waist space). There are only two kinds of links between the nodes. The vertical links connecting displacement and force nodes describe the elastic causality of the coordinated system and are characterized by stiffness (K) and admittance matrices (Aj and AT ). Horizontal links connecting different motor spaces represent the geometric causality and are characterized by the Jacobian matrices (J ). In complex kinematic structures like bimanual iCub, which have several serial and parallel connections, two additional nodes are used: (1) a ‘sum’ or ‘add’ node that superimposes different force fields, related to interacting kinematic chains (e.g. left arm–trunk–right arm) and (2) ‘assignment’ node that propagates the motion to the interacting chains.
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The sum and assignment nodes are dual in nature: if an assignment node appears in the kinematic transformation between two motor spaces, then a sum node appears in the force transformation between the same motor spaces. The writing/drawing movements, either in the real or mental space, are modulated by the admittance matrices (AJ for the writing arm, AT for the trunk) and stiffness matrices [KCP 1 , KCP 2 , . . .] that express the attractive fields from the critical points to the virtual trajectory and Ke that expresses the attractive field from the virtual trajectory to the end-effector of the writing arm. In all cases we chose, for simplicity, to use diagonal matrices: – AJ = [0.4 0.4 0.4 0.4 0.4 0.4 0.4] rad/s/Nm (the arm has 7 degrees of freedom) – AT = [0.02 0.02 0.02] rad/s/Nm (the trunk has 3 degrees of freedom). In this way the trunk is much less compliant than the arm, as it usually happens in human performance, because the arm is the main writing sub-system. – [KCP 1 , KCP 2 , . . .] and Ke are evaluated automatically in the learning process, as explained in the following sections. Figure 10 shows an example in which the PMP network is receiving the virtual equilibrium trajectory generated by the VTGS system on the basis of two critical points. Panels A,B,C show the time course of the 3 coordinates of the trajectory of the end-effector; panel D compares the virtual trajectory and the end-effector trajectory predicted by the forward model of the PMP network; panel E shows the time course of the 10 joints coordinated in the movement (7 joints of the arm and 3 joints of the trunk) and the two TBGs corresponding to the two critical points. Hence what we have is a simple non linear dynamics based system that at runtime transforms the synthesized virtual trajectory into motor commands for iCub’s body. We refer the interested reader to an article in a previous issue of this journal (Mohan et al. 2009a) for a more intricate analysis of PMP in relation with motion planning and coordination of humanoids.
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(2) A way to explore the parameter space in order to evaluate a range of solutions/shapes and tune the parameters on the basis of the self-evaluations. In the two following sub-sections we will tackle these problems, aided by results of experiments conducted with iCub. Computing the AMP and comparing it with the CMG The performance analysis, that is the comparison between the demonstrated and the drawn shape, is carried out on the abstract shape representations because it allows a better degree of generalization than pure pattern matching. On this purpose, it is necessary to submit the end-point trajectory, predicted by the forward model of the PMP network in its response to the virtual trajectory generated by the VTGS, to the same CT analysis that allowed to transform the demonstrated shape into the CMG. The output of this analysis is called Abstract Motor Program (AMP). CMG and AMP are in the same reference system (iCub’s egocentric frame), one describing the shape demonstrated by the teacher and the other describing the tentative shape created by iCub. Hence a direct comparison is feasible and rather simple. We now define a similarity measure by means of a simple scoring function, with the help of the example of Fig. 11, which compares the CMG of a demonstrated ‘C’ shape with a set of five tentative shapes generated by iCub in the virtual space of mental simulations (AMP1–5 ). In general, given two shapes S1 and S2 represented according to the CT formalism, let n and m be the corresponding number of critical points. In the ideal case n = m, but there can be a mismatch (for example in Fig. 11, AMP5 has 4 critical points while CMG has (2). The procedure for arriving at a score consists of the following points:



We saw in the previous section how iCub, having traversed most of the imitation loop of Fig. 1, can generate a real drawing by sending to the motors the synthesized set of motor commands (Fig. 10, panel (E)). However we still do not have any guarantee that the drawn shape is a sufficiently good imitation of the teacher’s shape. The reason is that in the flow of transformations there are parameters which need to be defined, in order to achieve an acceptable degree of performance. In particular, there are two additional coupled mechanisms which are still missing in iCub cognitive architecture:



1. Overlap the initial point of S1 (CMG) with the initial point of S2 (one of the five AMP). 2. Establish a correspondence between critical points in S1 and S2. On this purpose a region of influence for each critical point in S1 is drawn: a circle of radius 30 mm (shown in yellow in Fig. 11). If a critical point of S2 falls inside this region, then the two critical points are matched. If there are multiple critical points in S2 that fall in the same region of influence,5 the critical point of same type is matched. If there are two critical points of the same type, then the one at the shortest distance is matched. Thus the m critical points in S2 can be divided into p matched points and q = m − p critical points that remain unmatched. In the example of Fig. 11, CMG has n = 2; AMP1–4 also have m = 2 critical point’s, each lying inside the region of influence of a critical point in CMG (so p = 2, q = 0); AMP5 has m = 3, p = 1, q = 2.



(1) A way to self evaluate and score its performance, in comparison with the observed demonstration;



5 In



4.2.3 Learning to draw the right shape



practice, this occurs rather rarely.
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Fig. 10 These graphs were obtained when iCub was given the task to draw a shape (as seen in Fig. 2) on a drawing board placed −320 mm in front of it, using a paint brush (12 cm in length). Panels A–C show the evolution of iCub’s end effector trajectory along X, Y and Z axes of the egocentric frame of reference, as a function of time. Note that the motion of the end effector along Y-axis is almost negligible (about 5 mm). Hence, the additional constraint of making a planar trajectory while moving in a 3D space is successfully satisfied (i.e. the paint brush is always in contact with the drawing board, slight inaccuracies in few mm range are resisted by the compliance of the brush itself). Panel D shows the resulting trajectory in the X–Z plane, in comparison with the virtual equilibrium trajectory (i.e. the goal) generated by the VTGS system. Panel E shows the time course of the joint rotation patterns (J 0, J 1, J 2: trunk; J 3 · · · J 9: arm) and the two TBGs, associated to the two critical points of the planned shape
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Fig. 11 It shows the comparison between the goal shape CMG, expressed with the CT formalism, and five different candidates (AMP1–5 ), expressed in the same formalism. The ‘*’ symbols identify the positions of the critical points (first row) and their types are indicated by the graphs of the second row (E: End point; B: Bump point; C: Cusp point). The yellow circles identify the regions of influence



of each critical point; n: number of critical points of the template; m: number of points of a candidate shape; p: number of matched points; q: number of unmatched points. Score is the similarity measure between the template CMG and the 5 candidates (AMP1–5 ), computed by Eq. 7



3. Compute the similarity score between S1 and S2, only taking into account the p matched critical points:   p 1  S= (CPS1 , CPS2 ) · (CPS1 , CPS2 ) − q p



K and the timing of the TBG for each critical point in the shape. The goal is to identify a set of parameters that are capable to generate a shape with a score S greater than a given target score ST G (in our experiments we used ST G = 0.86). This problem is solved by combining a multi-resolution mechanism of exploration in the parameter space (Fig. 12, right panel) with the evaluation procedure presented in the previous section. The overall learning loop uses two score thresholds: ST G , as a termination criterion, and a smaller value Smin for controlling the multi-resolution mechanism (a value Smin = 0.65 was used in the experiments). The learning loop is organized as follows:



CP =1



(CPS1 , CPS2 )  1 if CPS1 , CPS2 have same type = 0 if CPS1 , CPS2 have different type (CPS1 , CPS2 ) = e



−(XS1 −XS2 )2 d2



(7) The function ‘’ takes into account whether matched points are of the same type or not. The function ‘’ penalizes distant matched points with an exponentially decreasing function, characterized by a distance-constant d = 5 mm. A perfect match implies S = 1. The five candidates considered in the example of Fig. 11 illustrate the spread of scores. Exploring the population of candidate ‘Shapes’ and learning primitive shapes Since the end-effector effectively tracks the virtual trajectory (Fig. 10, panel (D)), the problem of learning to shape can be formulated as a problem of learning to synthesize the appropriate virtual trajectory such that the shape of the resulting end effector trajectory predicted by the forward model is sufficiently similar to the trajectory demonstrated by the teacher (coded by the CMG). Once the correct virtual trajectory is obtained it can be easily transformed into motor commands using PMP. We already saw in Sect. 4.2.1 that a variety of virtual trajectories can be synthesized by simulating the dynamics of Eq. 6 with different values of the parameters: the virtual stiffness matrix



(1) Create an initial coarse spread or discretized map in the space of parameters (stiffness and timing of each critical point). (2) Synthesize the virtual trajectory using these parameters. (3) Couple the internal body model to the virtual trajectory to generate the motor action and its consequence (i.e. the resulting end-effector trajectory). This is a mental simulation of action using the PMP network. (4) Transform the forward model output into an abstract motor program and evaluate the performance score. (5) Short list a subset of parameter values that give a performance score greater than Smin . (6) Create a new finer map of parameters inside this subset. (7) Repeat steps 2–4 until ST G is reached. Note that the above loop includes all the subsystems we described after the creation of the concrete motor goal (this occurs only once, after observing the teacher). The main question, at this point, is to evaluate the degree of robustness of the learning procedure in terms of convergence speed, compositionality, and generalization. We chose to address this
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Fig. 12 The left panel schematically describes the multi-resolution exploration of the space of parameters (virtual stiffness and timing of the different critical points), coupled with self evaluations of the resulting performance (by means of imagined movements in mental space). The right panel shows the range of virtual trajectories synthesized between Xini and XT for a simple goal i.e creating an ‘E–E’ shape, when the ratio of the relevant stiffness values (Kxx and Kzz ; Kyy is not relevant



because drawing occurs in the XZ plane) is varied between 9 and 1/9. Note, that a range of trajectories with varying curvatures are obtained. When the stiffness values Kxx and Kzz are balenced, we get straight lines, otherwise we get curves. Curves are lower score when the goal is to create a straight line, since they have an additional critical point of type ‘B’ (maxima) which causes a mismatch and decreases the score according to the scoreign schema of Eq. 7



point by adopting a divide and conquer strategy, i.e. first teaching iCub to reproduce the primitive shape features that we derived in Sect. 3 using catastrophe theory. The working hypothesis is that since more complex line diagrams can be ‘decomposed’ into combinations of these primitives, then we can make the educated guess that the actions needed to synthesize them can be ‘composed’ using combinations of the corresponding ‘learnt’ primitive actions. The simplest case is an E–E shape, i.e. a trajectory that joins the initial and final point without any intermediate critical point. If we apply Eq. 6 in this simple case, with different values of the Kxx and Kzz stiffness elements (Kyy is irrelevant here because the drawing occurs in the XZ plane), we get a great variety of curves (see Fig. 12, right panel): a straight curve if the two stiffness values are equal and curved trajectories with the curvature on one side or the other as a function of the ration of the two stiffness values. The timing of the relaxation is set to 1.5 time units (2000 iterations, exactly similar to γ1 (t) of Fig. 10, panel (E)). It is also possible to demonstrate that this pattern of virtual trajectories is independent of the initial and final point and scale but only depends on the stiffness values. Thus iCub can easily learn to draw simple E-E shapes with different levels of curvature. One level higher, shapes like Bumps and Cusps need an additional critical point. Now the model parameters that need to be learned are 6 (Kxx , Kzz , tini for each of the two critical points). Figure 13 shows just a few examples of mental simulations performed while exploring the parameter space; obviously it is not possible to show all the mental simulations which are necessary



before learning to draw Bumps of different types. The chosen snapshots provide a qualitative understanding about the role of the parameters in the shaping process. In the first column of snapshots, where the Kxx = Kzz , we see straighter trajectories. For example, the shape in panel 10 resembles the Latin letter alphabet ‘V’. Even though some shapes in panels 1–6 resemble Cusps or Bumps, we see that they are rather stunted and some suffer from overshoot. This effect can be attributed to the result of improper timing, since the shapes in panels 7–12 (despite having similar stiffness values) do not show these pathologies. Stunted shapes can also be seen if the stiffness values are low. In general, these effects can be attributed to inappropriate intensity of the force fields or inappropriate timing in their activation. Shapes in panels 8, 9,11, 12 are all created using the same timing signals. Further, the Bump in shape 8 and Cusp in shape 11 are created using the same values of virtual stiffness. Even though the values of the stiffness matrices were arrived at by random exploration, it is possible to observe some underlying order. During the first phase of trajectory synthesis (when the goal of moving from Xini to CP1 is more dominant) the x-component of the virtual stiffness is 10 times the z-component. Hence, as we observe in both panels 8 and 11, there is an exaggerated initial evolution of the trajectory along the horizontal direction as compared to the vertical direction. As the time varying gain γ1 (t) increases, the temporal force to reach CP1 also increases. At the same time CP2 is also beginning to exert attractive pull with the triggering of γ2 (t). So in the later stages we see a
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Fig. 13 The figure illustrates a small exemplary subset of the mental simulation generated by iCub while learning to draw bumps and cusps, i.e. basic shapes characterized by two critical points (CP 1 and CP 2), identified by blue stars. A green star identifies the initial point. Each snapshot is characterized by a set of parameters: the virtual stiffness values of the two critical points and the timing of the two corresponding TBGs. The twelve snapshots are arranged in such a way to get a



qualitative understanding of how specific parameters drive creation of specific shapes. Shapes drawn by iCub with the same set of values of virtual stiffness are arranged in a column: these values are indicated at the bottom of each column. Shapes in the first two rows (i.e. panels 1– 6) share the same timing and similarly shapes in the second two rows (panels 7–12) share the same timing. The timing graphs are shown on the side



smooth culmination of the trajectory at CP1 . During the second phase, when the force field generated by CP2 is more dominant, we see that scenario in terms of the virtual stiffness is reversed (Kzz = 10Kxx ). So there is an initial exaggerated evolution of the trajectory along the vertical direction and in the later stages along the horizontal direction before finally terminating at CP2 . Based on the spatial arrangement of the CP’s, it is easy to visualize how and why we get a Bump in panel 8 and Cusp in panel 9. The reader can also easily visualize why with the virtual stiffness con-



figuration in column 3, iCub manages to create a Bump in panel 9 and Cusp in panel 12. Generally speaking, in many experiments that were performed with iCub and which involved a large number of imagined and real movements, we could test the robustness and the efficiency of the learning mechanism. On an average, iCub can run about 12 explorative mental simulations per minute of drawing a moderately complex shape like ‘S’ (7500 time samples for one prototype) using a core 2 dual Pentium processor. At the end of learning, iCub can phys-
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Fig. 14 A collection of snapshots of iCub during its very first creative endeavors. The drawing board is placed approximately 32 cm along the Y axis of iCub’s egocentric frame of reference. The white paper used for the drawing is pinned onto a soft layer of sponge (3 cm thick, black color), which is attached onto a rigid drawing board. iCub holds a special paint brush (12 cm in length), thick and soft enough to be grasped by iCub’s fingers. Note that the layer of sponge and the bristles of the paint brush add natural ‘compliance’ to the overall system and ensures safe and soft interaction during contact



ically execute the best matching solution, since the trajectories of motor commands are always synthesized together with the predicted end-point trajectories during all mental simulations. Figure 14 shows few snapshots of iCub demonstrating what is gradually learning. iCub holds a special paint brush (12 cm in length), thick and soft enough to be grasped by iCub’s fingers without danger; this intrinsic compliance of the writing device is necessary because in the current iCub prototype force control is not available, although it is planned in the near future. For the same reason, the white sheets of paper on which iCub writes are attached to a rigid drawing board through a 3 cm thick layer of sponge (black in the figure). The drawing board is placed approximately 32 cm along the Y axis (antero-posterior direction, with respect to iCub egocentric space).



5 iCub that writes ‘iCub’- generalization during compositional synthesis As we saw in the previous sections, the transformations employed in the imitation loop of Fig. 1 provide iCub with the motor repertoire to draw at least the simplest shape prototypes, i.e. Bumps, Cusps and Straight lines. In this section we explore the issue of how well the knowledge gained by iCub while drawing these simple primitives can be generalized for the generation of more complex drawings. In our trials we consider two types of composition: (1) Single stroke compositions and (2) Multiple stroke compositions. Shapes like cross ‘X’, star ‘S’, contact ‘Co’, peck ‘P’ (shown in Fig. 4) are examples of the latter type. iCub can directly draw these shapes using the knowledge it gained in the previous section with the only addition of a ‘Pen up-Pen down’ action (PUPD henceforth), when necessary. PUPD can be implemented as an additional reaching movement to a new



target point in space once contact with the paper is withdrawn and can be easily achieved using the PMP network of Fig. 9. Shapes like the English letter ‘S’ or the numeral ‘8’ are examples of single-stroke composition. These trajectories contain a mixture of the primitive shape prototypes dominant at different spatial locations. In these shapes, consisting of many critical points and completed in a single stroke, the critical factor is to maintain a measure of smoothness while transiting from one shape to another. The appropriate values of the stiffness/timing parameters, previously learnt for synthesizing the primitive shapes, can be taken as a starting point to create a first trial, followed by small amount of fine tuning to get the right smoothness and continuity while moving from one shape feature to another. Basically, by providing a good approximation of the right parameters needed for synthesis, the previously learnt knowledge drastically reduces the space of exploration for more complex shapes. To demonstrate how knowledge gained in synthesizing primitives can be efficiently exploited in creating more complex shapes, we present 3 examples of composite shapes iCub learnt to draw: (1) the English letter ‘S’; (2) ‘iCub’s own name; (3) a simple pencil sketch, which qualitatively resembles a side view of Indian freedom fighter Mahatma Gandhi. Learning the ‘S’ shape The shape ‘S’ consists of six critical points (2 End points and 4 Bumps in different orientations as seen in Fig. 15: left panel, first row) and is executed in a single stroke. The composition of the overall shape on the basis of simpler shapes (Bumps in this case) is organized as follows: we considered 3 CPs at a time (i.e. Initial, Target1 and Target2), and used a FIFO to buffer new CPs (with the related shaping parameters) once an existing CP is reached. The motor knowledge gained
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Fig. 15 Panel A shows the goal shape ‘S’. The AVP of the shape consists of 6 critical points (2 End points and 4 Bumps). Panels B and D show the sequence of nine mental simulations performed by iCub when exploring the parameter space in order to find a solution of sufficiently high score. The search takes, as initial guess, the parameters previously learned for tracing a single Bump, taking into account that S is a se-



quence of 4 Bumps. As seen, right from the beginning the produced shape appears to be in the right ball-park. The ninth trial results in an ‘S’ of score 0.94 and the loop terminates. Panel C shows the actual performance on paper. Please note that small jerks of the trace are due to the friction on paper and the softness of the writing surface



previously by iCub about Bumps is applied as a starting point in the exploration of the parameter space. As shown in panels B and D of Fig. 15 the initial guess is already a good approximation to the demonstrated shape. The exploration proceeds by means of small random changes and the figure shows that after nine iterations the score goes beyond the designated threshold of 0.94. The top panels of Fig. 16, which show the time course of the end-effector trajectory along the X, Y and Z axes, illustrate the degree of smoothness of the learned shape; the bottom panel of Fig. 16 shows the corresponding evolution of the joint angles in the left arm and the torso, together with the five TBGs. At the end of this learning session, iCub has increased its graphical knowledge in addition to the 12 primitive shape features. This knowledge is stored in the form of a memory, which associates AVPs to the corresponding stiffness/timing parameters that drive the imitation performance. This can be considered as a long-term memory that then can be retrieved in the future for the synthesis of more complex shapes, which are either similar to the previously learnt shapes or contain them as sub-shapes, for example, the ‘8’ numeral or a double helix.



AVP is shown in panel B of Fig. 17. The reproduction of this drawing requires a sequence of five smooth strokes (one stroke for the basic head-neck-shoulder outline, two strokes for the eyeglasses and two strokes for the hand + stick) and four PUPD movements. Panels C and D of Fig. 17 show the 7 mental simulations performed for learning the main stroke. Panel E shows that in the final drawing the eye glasses are also included. The ‘iCub’ signature is an example of moving from ‘shaping’ to ‘writing’ a string of characters on paper. The additional issue in this scenario is to plan the initial position to begin the next character. It is worth noting that the location from where the writing of the next letter begins is variable and depends on the spatial distribution of the letters themselves. For example, ‘C’ is a shape that swells leftwards (towards the previous character) and ‘U’ is a shape that bulges rightwards. The initial position to begin the next letter must on one hand ensure uniformity in spacing and on the other hand avoids overlaps between successive characters. In other words, handwriting requires something more than purely graphical skills, i.e. higher order constraints about the overall structure. This is presently outside the scope of the paper and for the moment we limited ourselves to introduce in the architecture an ad-hoc module that outputs the new initial position from where to start the next character, once the paint brush is withdrawn after completion of the previous letter. The bottom panels of Fig. 17 show the final performance of iCub, at the end of his first class on basic writing/drawing skills.



Learning the ‘Gandhi sketch’ and iCub’s own name Both are examples of composite shapes with multiple strokes. Figure 17 (panel A) shows the side view of a very simple sketch of Mahatma Gandhi: from top to bottom one can visualize the head, the neck, and the shoulder of the Mahatma wearing a mantle; on the right of this single stroke, a sketch of the eye-glasses is also present as well as an outline of the hand holding a stick. The sketch is a composition of Bumps, Cusps and Ts locally distributed in space: the corresponding



6 Discussion: Beyond shapes and shaping Shapes are ubiquitous in our perceptions and actions. Simply stated, seeing and doing meet at the boundaries of a
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Fig. 16 The three top panels show the time course of iCub’s pen trajectory, along X, Y and Z axes respectively, in relation with the final iteration of the learning process of the letter ‘S’ (Fig. 15). X: mediolateral axis; Y : antero-posterior axis; Z: vertical axis. The bottom panel shows the corresponding time course of joint rotations of the 7 DoFs of



the left arm (J 3–J 9) and 3 DoFs of the trunk (J 0–J 2), as well as the five TBGs associated with the critical points of the shape. The complete motor command set buffered to the actuators is a matrix of 7500 rows (time samples) each having 10 colums (values of the 10 joint angles at each time instant)



shape. A clear understanding of the dual operations of shape perception and construction is critical for achieving a deep knowledge of both seeing and doing. Using the scenario of gradually teaching iCub to grasp the essentials of drawing, a computational framework that intimately couples the two complementary processes is presented in this article. The architecture further encompasses the core loop necessary for imitation learning, i.e. the complex set of mechanisms necessary to swiftly map the observed movement of a teacher to the motor apparatus of the student. To achieve this objective, in this article we gradually traversed though a series of subsystems (each realizing a different transformation) finally culminating in drawings performed by iCub either in the mental space or the real space. Three crucial learning channels are employed: (1) Imitative action learning (observing the teacher); (2) Exploration in the attractor landscape, shaped by force fields associated with the CPs and the non-linear activation patterns of the TBGs, and (3) Mental simulation (Using PMP based Forward/Inverse model). This gives rise to motor knowledge (at the level of CT representation of virtual trajectories) that is independent of the



body effector (motor equivalence), can be exploited during the synthesis of a range of trajectories the motor system generates during the execution of day to day actions like driving, pushing, screwing, unwinding, pick and place etc. In this sense, the proposed architecture allows a fruitful combinatorial explosion of shapes and patterns that can be generated from a limited initial database, using simple combination mechanisms. The results presented in previous sections support the hypothesis that, by using the small set of primitive shapes derived from Catastrophe theory, it is possible to describe the shape of a wide range of trajectories, line diagrams, sketches or handwritten scripts in general (Chakravarthy and Kompella 2003). Conversely, from an action generation perspective, since more complex shapes can be ‘de-composed’ into combinations of these primitives, the actions needed to synthesize them can be ‘composed’ using combinations of the corresponding ‘learnt’ primitive actions. In this way, previously gained experience can be efficiently exported to novel tasks. It is worth mentioning that a rather large learning effort in terms of motor exploration is necessary when learn-
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Fig. 17 Top row: Panel A shows the target shape, a side view of Mahatma Gandhi, which is composed of five strokes of pencil: one stroke for the head-neck-shoulder profile, two strokes for the eye glasses, two strokes for hand and stick; Panel B shows the AVP of the first three strokes; Panels C and D show the set of shapes generated during the learning trials of the first stroke; Panel E shows iCub in action while reproducing on paper the Gandhi sketch. Middle row: Before perfoming the experiments using iCub, we also conducted a seris of simulations of the synthesis of composite shapes using a 3DoF planar arm (in Matlab) and on the iCub simulation environment. Panel F the AVP of the character string ‘iCub’. Panel G shows the synthesis ‘iCub’ using



a 3DoF planar arm. In this case, the motion of the 3DoF in the joint space during the synthesis of ‘iCub’ can also be clearly seen. Panel H shows a snapshot of iCub writing iCub in the simulator environment. Here, iCub creates shapes with its index finger and the trajectory traced is marked using static boxes (green color). The front view and the left camera view of the final solution is seen. Note also that the inherent modularity in the shape synthesis architecture allows effortless portability to other body chains (like 3 DoF arm, iCub simulator or any other robot). Bottom row: iCub learns to write its name. Please note that small jerks of the trace are due to the friction on paper and the softness of the writing surface



ing the basic, primitive shapes; in contrast, in the synthesis of more complex shapes, composition and refinement of previous knowledge takes the front stage, exploration being reduced to a handful of mental trials. Another core idea underlying the proposed architecture is to carry out learning through mental simulation of action, duly aided by self evaluations of performance. This becomes possible because of two reasons:



(2) Catastrophe theory analysis provides an efficient way to arrive at abstract and compact representations of both the teacher’s demonstration (AVP) and iCub’s self generated movement (AMP). Direct comparison between AVP and AMP is carried out in a systematic manner in order to evaluate the performance score. The cognitive neural plausibility of the CT framework is still an open question to pursue further, though there are works (for example, Ternovskiy et al. 2002) that deal with this aspect.



(1) Action generation networks created using PMP naturally form forward/inverse models. Hence, while a sequence of motor commands is synthesized in the joint space, the forward model at the same time predicts the consequences of the action, a crucial piece of information for learning and improving motor performance: the inverse model is crucial for motor control and the forward model is crucial for motor learning.



Although the proposed computational architecture can be considered an imitation system, it goes beyond pure imitation because what iCub learns is not to reproduce a mere trajectory in 3D space by means of a specific end-effector but, more generally, to produce an infinite family of shapes in any scale, any position, and using any possible end-
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effector/body part. To achieve this level of abstraction in the learnt knowledge was one of the main reasons for moving from ‘Trajectory’ to ‘Shape’. Undoubtedly trajectory formation is one of the main functions of the neuromotor controller. To perform day to day actions the motor system has to synthesize a wide range of trajectories in different contexts, and sometimes using different tools as extensions to the body. By moving from trajectory to shape, it is possible to make the trajectory ‘Context independent’ or liberate it from the task specific details, and learn just the invariant structure in it. From the perspective of ‘Compositional Actions’ and in more general ‘Skill transfer’, arriving at such an abstract representation of a trajectory turns out to be counterproductive. Firstly, once the synthesis of a finite set of primitive shapes are learnt (that we demonstrate in this paper), it becomes possible to ‘combine’ them in many different ways hence giving rise to an infinite range of spatiotemporal trajectories (and hence actions) of varying complexity. Secondly, it is always possible to impose the suitable context to this abstract representation of action, and hence reuse the motor knowledge (of synthesizing shapes) to accomplish/learn a range of seemingly unrelated motor skills. For example, in an ongoing work, the knowledge of creating circular shapes (bumps) is being efficiently exploited when iCub explores/learns to bimanually drive the steering wheel of magnetic crane toy. This is possible because, both drawing a circle and driving a steering wheel bimanually ultimately relies on formation of circular trajectories in different contexts. Other actions like screwing, uncorking, unwinding etc also rely on formation of circular trajectories in the effector space, in different contexts. Similarly, knowledge of drawing straight lines is recycled when iCub learns to push objects with a stick. Simply, you change the context, you change the utility of the abstract knowledge. To sum up, ‘compositionality’ and ‘knowledge reuse’ are the key words here. Another interesting issue here is the continuity in the problem space in the sense that the learning loop does not terminate with one demonstration and one learnt policy. On the contrary, there are a series of different demonstrations by the teacher with gradual increments in complexity. The student on the other hand is learning the underlying structure in these demonstrations and actively uses the previously learnt motor knowledge during the synthesis of more complex trajectories. Past knowledge essentially reduces the search space the learner has to explore in new problems that share a similar structure to what has been learnt previously, hence speeding up learning. This is a well known phenomenon in animal cognition (Harlow 1949), cognitive neuroscience (Brown 1987; Duncan 1960; Halford et al. 1998) and recently being investigated from the perspective of ‘motor actions’ by Wolpert and colleagues (Braun et al. 2010). The ability to learn motor strategies
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at a more abstract level (as demonstrated for the drawing skill in this paper) may not only be fundamental for skill learning but also for understanding primitive non cognitive abstractions and motor concept formation as suggested by Gallese and Lakoff (2005). The remaining part of the discussion dwells on some specific parts of the computational framework. Virtual trajectories A central component that facilitates modularity and learning is the idea of learning to synthesize ‘virtual trajectories’ which then go on to couple with the appropriate internal body model participating in the motor task. Generally speaking, the notion of a ‘goal’ is where the distinction between perception and action gets blurred, because goals may be thought of as sensory and motor at the same time. Analogously, the notion of ‘virtual trajectory’ is where the distinction between the drawing goal and actual drawing action gets blurred. They are explicit enough to act as goals for the lower level action generation systems and implicit enough to act as atomic components of higher level plans. Virtual trajectories may be thought of as the continuous and more detailed versions of higher level motor goals (like CMG, or a linguistic description of a task) which are discontinuous and symbolic. They are simple in the sense that learning them does not become complex; but they are complex in the sense that they contain sufficient information to trigger the synthesis of multidimensional motor commands (in bodies of arbitrary redundancy and complexity like the 53 DoFs iCub). Hence, in our architecture virtual trajectories play a significant role in both action learning and action generation. They are just a mental product of the action planning/learning phase and do not really exist in the physical space. They rather have a higher cognitive meaning in the sense that they act as an attractor to the internal body (body + tool) model involved in action generation and play a crucial role in deriving the motor commands needed to create the shape itself. In this context, virtual trajectories also symbolize an end-effector independent description of action. Once a correct virtual trajectory (or attractor) to synthesize a circle is learnt, the acquired motor knowledge can be used to draw a circle on a paper or ‘run’ a circle on a football field, just naming a few example of the range of possibilities. Moreover, the motor knowledge gained while drawing a circle can be exploited during the creation of more complex shapes either similar to a circle (like ellipses etc.) or shapes in which circle is a local element (like a flower, face etc.). Imitation The study of the neural basis of imitation is still in its infancy, although the cognitive, social and cultural implications of imitation are well documented (Rizzolatti and Arbib 1998; Schaal 1999). Iacoboni (2009) singles out three major subsystems involved in imitation, in
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his minimal neural architecture of imitation: (1) a brain region that codes an early visual description of the action to be imitated; (2) a second region that codes the detailed motor specification of the action to be copied, and (3) a third region that codes the goal of the imitated action. Neural signals predicting the sensory consequences of the planned imitative action are sent back to the brain region coding the early visual description of the imitated action, for monitoring purposes, i.e. for checking that “what I see is what I thought”. Experimental evidence from numerous brain imaging studies (Perrett and Emery 1994; Rizzolatti et al. 1996, 2001; Grafton et al. 1996; Iacoboni et al. 2001; Koski et al. 2002) suggest that the inferior frontal mirror neurons which code the goal of the action to be imitated receive information about the visual description of the observed action from the superior temporal sulcus of the cortex (STS) and additional somatosensory information regarding the action to be imitated from the posterior parietal mirror neurons. Efferent copies of motor commands providing the predicted sensory consequences of the planned imitative actions are sent back to STS where a matching process between the visual description of the action and the predicted sensory consequences of the planned imitative actions takes place. If there is a good match, the imitative action is initiated; if there is a large error signal, the imitative motor plan is corrected until convergence is reached between the superior temporal description of the action and the description of the sensory consequences of the planned action. The use of forward model output for monitoring purpose is further validated by the fact that there is greater activity in superior temporal sulcus during imitation than in observation: if STS was merely encoding visual description of actions, its activity should be the same during observation and imitation. Two possible explanations were proposed: this increased activity may be due (a) to increased attention to visual stimulus or (b) to efferent copies of motor commands originating from the fronto-parietal mirror areas for monitoring purposes. fMRI studies on specular vs. anatomical imitation confirm that the predictive forward model hypothesis is the correct one (Iacoboni et al. 2001). It is interesting to note that the proposed computational machinery clearly resonates well with our findings, the AVP coding for the early visual description of the action to be imitated, virtual trajectory coding for a detailed motor representation necessary for action generation, and the forward model output of the PMP being used for monitoring purposes in the form of the AMP. Missing features, future upgrades We note here that the predicted forward model output is uncorrupted by the effects of execution; hence the drawings made by iCub are not as smooth as their predicted forward model counterparts (Figs. 13–17). This discrepancy is due to several reasons:
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(1) There is a small but sizable latency between sending the motor command set to the actuators and the actual movement initiation;6 (2) Although the drawing is performed in the X–Z plane, the PMP relaxation takes place in 3 dimensional end-effector space, with the additional constraint of minimizing the motion along Y-axis; (3) There is friction on the paper; (4) The writing surface is not rigid, in order to accommodate for a lack of force control in the current version of the robot; (5) The drawing board is not perfectly vertical. At present, we do not control these second-order effects. However, with the adoption of a more powerful computing machinery and the incorporation of touch and force sensing in iCub, which is presently underway, we expect to eliminate these effects in future versions of the architecture and achieve a much smoother drawing performance. The perception and synthesis of ‘Shape’ The computational scheme proposed in this paper opens a range of new avenues in the investigation of perception and synthesis of ‘shape’ in general. The first task currently under investigation is the extension of the catastrophe theory framework for classification of shapes of 3D volumes (building on the work of Koenderink and van Doorn 1986) and the extension of PMP framework to iCub’s fingers. Presently, PMP is being employed to coordinate the left arm-waist-right arm kinematic chain. Using the shape information derived from CT analysis, geometric information of the object of interest (like length, width, orientation etc.) already available from the 3D reconstruction system, and PMP for action generation, we plan to build up the existing architecture for more subtle manipulations tasks, learning affordances of objects in moderately unstructured environments. Assembly-disassembly (or make and break) tasks, some experiments from animal reasoning related to physical cognition (trap tube paradigm, Visalberghi and Tomasello 1997) or shape cognition in infants (Smith et al. 2010) are under consideration to be included in the next ‘course of study’ for iCub, in the framework of the EU FP7 project DARWIN,7 to be initiated in year 2011. Multimodal generalization of ‘Shape’ and higher order extensions The third question we are investigating in the context of shape perception/synthesis is about the possibility of characterizing the shapes of ‘percepts’ in general, independent of the sensory modality through which they are sensed (visual, auditory, haptic). Does multimodal sensory fusion partially result from the resonance between shape critical points computed through different sensory modalities? For example, it is well known from experience that 6 Consider



that for a shape like ‘S’ it is necessary to transmit a 7500 ×



10 matrix. 7 DARWIN



stands for Dextrous Assembler Robot Working with embodied INtelligence.
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certain forms of music resonate well with certain forms of dance or even the existence of numerous metaphors that connect different sensory modalities like ‘chatter cheese is sharp’. That humans are very good at forming crossmodal synesthetic abstractions has been known right from the early experiments of Kohler, the so called “Booba-Kiki effect” (Ramachandran and Hubbard 2003). When Kohler showed subjects two shapes, one ‘spiky angular’ and the other ‘bulgy rounded’ and asked them to determine which one was ‘booba’ and which one was ‘kiki’, 98% of the subjects named the ‘spiky shape’ as ‘kiki’ and the ‘bulgy’ one as ‘booba’. The interpretation of Ramachandran was that the brain can detect the analogy between the visual sharpness of the ‘spiky’ shape and the auditory sharpness of the ‘kiki’ sound, thus performing a cross-modal abstraction. In the same line are recent results from sensory substitution (hearing to seeing for the blind, see Amedi et al. 2007) and our ongoing work investigating the resonance between ‘shapes’ computed in different sensory modalities, for example by using a motion capture system while asking subjects to perform movements that they think resonates with the musical chords they hear. All such findings substantiate the primacy of ‘Shape’ over specific percepts as a central element in cross-modal mapping. In this framework, a possible future development of the study on imitation presented in this paper is to address the development of a formal framework that will allow autonomous robots like iCub to perform cross-modal abstractions and multi-modal sensory representations, grounded in its sensory motor experiences. We believe that the ability to abstract concepts of shape and form is fundamental for cognition in general and ultimately is the conditio sine qua non for the development of truly autonomous skills in humanoid robots. In the same line of thinking we may include higher order representations and constraints as already mentioned when we touched upon iCub’s task of writing a simple phrase, like its name. What is involved in this case is not only graphical knowledge or even multimodal shape knowledge but knowledge about the grammatical/syntactical structures that one is supposed to learn in order to ‘compose’. We believe that also this kind of problems can be addressed in a teacher-learner scenario similar to the one that has been investigated in this paper, incrementally adding one layer of knowledge onto the previous one (this issue will be investigated in the framework of a new EU FP7 Project EFAA8 to be initiated from January 2011). Neuromotor rehabilitation The scenario investigated in this paper is a master teaching iCub the drawing/writing 8 EFAA



stands for Experimental Functional Android Assistant.



skill. What about the inverse scenario9 of a skilled robot teaching or assisting a neuromotor impaired subject to recover a skill, like writing or drawing? This inverse scenario makes it possible to investigate motor learning as it occurs in human subjects. To investigate this issue, we have ported the proposed computational framework into the haptic manipulandum BdF (Casadio et al. 2006) and the first set of experiments of teaching subjects to draw ‘shapes’ with their non dominant hand (coupled to the BDF) is underway (Basteris et al. 2010). An assistance module that optimally regulates it based on the performance of the student is being designed. With BdF we are also investigating a three way interaction scenario between expert-robot-student (expert and student coupled to the either arms of the manipulandum) during hand writing learning experiments. The goal for the robot here is to acquire an internal model of the training session (case histories) and use this knowledge to intelligently regulate assistance to the trainee when the expert is disconnected in the later stages. Acknowledgements The research leading to these results has received funding from the European Community’s Seventh Framework Programme (FP7/2007-2013) projects ITALK (under grant agreement n° 214668), DARWIN (under grant agreement n° 270138) and HUMOUR (under grant agreement n° 231724). The authors are indebted to the anonymous reviewers for their incisive analysis and recommendations to the initial versions of this manuscript which immensely helped ‘shape’ the final version of this article.



Appendix A: Binocular calibration and stereo reconstruction by means of the DLT The DLT (Direct Linear Transform) (Shapiro 1978) is used for calibrating the binocular system of iCub and for 3D reconstruction of target points. Using conventional projective geometry, the 3D coordinates of a generic point in space (x, y, z) can be mapped into the corresponding coordinates on the plane of the camera (u, v) using Eq. A.1. This equation is non linear with respect to both the coordinate transformation and 7 unknown independent parameters that express Camera position [xo , yo , zo ], Camera orientation [rij ], and the Principal distance d.  (x−xo )+r12 (y−yo )+r13 (z−zo ) u − uo = −d rr11 31 (x−xo )+r32 (y−yo )+r33 (z−zo ) (A.1) (x−xo )+r22 (y−yo )+r23 (z−zo ) v − vo = −d rr21 31 (x−xo )+r32 (y−yo )+r33 (z−zo ) The trick of the DLT method is to re-write Eq. A.1 (non linear in 7 independent parameters) into the equivalent form 9 This scenario is the subject of the ongoing EU FP7 project HUMOUR: HUman behavioral Modeling for enhancing learning by Optimizing hUman-Robot interaction.
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Table 1 Calibration parameters of left and right eyes of iCub L1 Right camera Left camera



L2



−0.08 0.03



L3



L4



L5



L8



L9



L10



L11



0.45



0.01



160.5



0.008



0.448



−0.109



176.11



0.001



0.0028



0.001



0.0980



184.88



0.023



0.434



0.058



123.15



0.001



0.0035



0.0005



These parameters can be estimated in a camera calibration process which uses a training set of N data points of



⎤ ⎡ x1 u1 ⎢ v1 ⎥ ⎢ 0 ⎢ ⎥ ⎢ ⎢··· ⎥ ⎢ ··· ⎢ ⎥=⎢ ⎢ ⎥ ⎢ ⎣ uN ⎦ ⎢ x ⎣ N vN 0



L7



0.6565



of Eq. A.2, which is linear in 11 dependent parameters L = [L1 , . . . , L11 ]:  x+L2 y+L3 z+L4 u = LL91x+L 10 y+L11 z+1 (A.2) x+L6 y+L7 z+L8 v = LL95x+L 10 y+L11 z+1



⎡



L6



which we know both the local coordinates on a camera [(u1 , v1 ), . . . , (uN , vN )] and the 3D coordinates in robot’s egocentric space [(x1 , y1 , z1 ), . . . , (xN , yN , zN )]. By writing Eq. A.2 for each data point we obtain a system of 2N equations in the 11 unknowns of the L = [L1 , . . . , L11 ] parameter vector. These equations are linear in the parameters and can be solved by means of the Least Square method:



y1 0



z1 0



1 0



0 x1



0 y1



0 z1



0 1



−u1 x1 −v1 x1



−u1 y1 −v1 y1



yN 0



zN 0



1 0 0 xN



0 yN



0 zN



0 −uN xN 1 −vN xN



−uN yN −vN yN



⎤ −u1 z1 ⎡ ⎤ L1 −v1 z1 ⎥ ⎥⎢ ⎥ ⎢ L2 ⎥ ⎥ ⎥⎢ ⎥⎣··· ⎥ ⎦ ⎥ −uN zN ⎦ L11 −vN zN



U =A·



(A.3)



 −1  = AT A AT · U



This equation is applied to both cameras, thus obtaining two vectors of camera parameters: LC1 and LC2 . The training set for estimating such parameters was obtained by the robot itself who performed “babbling movements”, i.e. pseudo-random movements characterized by the fact that a designated end-point, associated with a hand-grasped object (e.g. a lamp or a pen), was in view of both eyes for each sample and the data cloud was well dispersed in the workspace. For each babbling movement, the calibration routine stored the visually-detected camera coordinates and the proprioceptively-reconstructed 3D coordinates of the end-point. We found that a training set of about 30 samples is sufficient to arrive at a stable estimate of camera parameters, which are listed in Table 1. After having estimated the calibration matrix for both cameras (LC1 and LC2 , respectively), Eq. A.3 can be rewritten by expressing the unknown 3D coordinates of a target point as a function of the local coordinates on the two eyes, (uC1 , v C1 ) and (uC2 , v C2 ), and the camera parameters. Since the equation is linear in such unknowns, again it can be solved with the Least Square method, thus imple-



menting the 3D stereo reconstruction algorithm: ⎡



⎤ uC1 − LC1 4 ⎢ v C1 − LC1 ⎥ ⎢ 8 ⎥ ⎢ C2 ⎥ ⎣ u − LC2 4 ⎦ v C2 − LC2 8 ⎡



C1 C1 C1 C1 C1 C1 C1 C1 (LC1 1 − u L9 ) (L2 − u L10 ) (L3 − u L11 )



⎤



⎥ ⎢ ⎢ (LC1 − v C1 LC1 ) (LC1 − v C1 LC1 ) (LC1 − v C1 LC1 ) ⎥ 7 ⎢ 5 9 6 10 11 ⎥ =⎢ ⎥ ⎢ (LC2 − uC2 LC2 ) (LC2 − uC2 LC2 ) (LC2 − uC2 LC2 ) ⎥ 9 2 10 3 11 ⎦ ⎣ 1 C2 C2 (LC2 5 − v L9 )



C2 C2 (LC2 6 − v L10 )



⎡ ⎤ x × ⎣y ⎦



C2 C2 (LC2 7 − v L11 )



(A.4)



z



Y = A · X having defined X = [x, y, z]T ,  −1 X = AT A AT · Y Experiments were carried out for testing performance of this calibration/reconstruction system. Potential sources of error were related to the approximated nature of the DLT method; the visual resolution of the two cameras; the proprioceptive
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resolution of the joints involved in the babbling movements; the accuracy of the geometric model of the kinematic chain. However, it turns out that the system is simple, quick and accurate enough to carry out reaching, grasping and stacking tasks in the whole workspace of the robot, with one or both arms.



Appendix B: Terminal attractor dynamics In the learning loop of the proposed drawing imitation architecture there are two subsystems that deal with trajectory formation in terms of force field and relaxation dynamics: VTGS (for trajectories of the end-effector in egocentric, 3D space) and PMP (for trajectories of the body in ndimensional joint space). The mechanism of terminal attractor dynamics allows to control the timing of the relaxation processes. Informally stated, the idea behind terminal attractor dynamics is similar to the temporal pressure posed by a deadline in a grant proposal submission. A month before the deadline, the temporal pressure has low intensity and thus the rate of document preparation is scarce but the pressure becomes stronger and stronger as the deadline approaches, in a strongly non-linear way up to a very sharp peak the night before the deadline, and diverges afterwards. The technique was originally proposed by Zak (1988) for speeding up the access to content addressable memories and later applied to control ‘time and timing’ in number of problems in motor control like reaching, focal and postural synergy formation, multi tasking, bimanual coordination in iCub among others. The mechanism indeed can be applied



Fig. 18 Left panel shows the plot of the time varying gain signal γ (t), obtained from a minimum jerk time base generator ξ(t) with assigned ˙ is also duration τ . The symmetric bell shaped velocity function ξ(t)
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to any dynamics where a state vector x is attracted to a target xT by a potential function V (x) = 1/2(x − xT )T K(x − xT ), according to a gradient descent behaviour x˙ = −∇V (x), where ∇V (x) is the gradient of the potential function, i.e. the attracting force field. The terminal mechanism forces the dynamics to reach equilibrium exactly at the deadline and can be implemented by gating the force field with a timevarying gain γ (t) which diverges at the deadline. This gain can be expressed in many ways. We used the following form, which is based on a minimum jerk TBG (Time Base Generator) ξ(t), i.e. a maximally-smooth transition of duration T , starting at time t = tini : ⎧       ⎨ ξ(t) = 6 t−tini 5 − 15 t−tini 4 + 10 t−tini 3 T T T (B.1) ⎩ γ (t) = ξ˙ 1−ξ Figure 18 (left panel) shows the bell-shaped speed profile of ξ(t) and the spiky profile of γ (t). By using this TBG it is possible to control the timing of the relaxation of a non linear dynamical system to equilibrium, without the need of a clock: x˙ = −γ (t)∇V (x)



(B.2)



In a conventional gradient descent, the force pushing the state vector to equilibrium decreases as the distance from equilibrium becomes smaller and vanishes at equilibrium. This means that equilibrium is only reached asymptotically. The deadline mechanism compensates the vanishing attractive force with a sharply increasing time pressure that forces the state vector to reach equilibrium exactly at the deadline. In order to demonstrate that this is the case, whatever the dimensionality of the state vector and the initial distance of it



plotted. Right panel shows the distortions in the speed profile of the curvilinear variable z(t) with respect to the bell shaped profile of the TBG variable ξ(t) when λ has values different from the ideal value 1
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from equilibrium state, we may consider that, by definition, Eq. B.2 describes the unique flow line in the force field that joins the initial position of the end-effector to the target position. If we denote with z the curvilinear coordinate along this line (z = 0 for x = xT ) and with u(z) the corresponding tangent unit-vector, then we can project Eq. B.2 upon the appropriate flow line by computing the scalar product of both sides of Eq. B.2 with u(z): x˙ · u(z) = −γ (t)∇V (x) · u(z)



(B.3)



From the properties of a flow line in a force field we can say that the first member of this equation is the time derivative of the curvilinear coordinate z and the second member, apart from the time-varying gain, represents the local amplitude of the field (i.e. the norm of the gradient of the potential function). What we get is the following scalar equation: dz = −γ (t) ∇V (z) dt



(B.4)



In general, the norm of the gradient of a potential function is monotonically increasing with the distance from the equilibrium point. In particular, let us now suppose that such increase is indeed linear: ∇V (z) = λz



(B.5)



The property of reaching the target at time t = T is maintained in any case, although the speed profile of the curvilinear variable z(t) is somehow distorted, with respect to the bell-shaped profile of the variable ξ(t), when λ has values different from the ideal value λ = 1 (see Fig. 18, right panel).



Appendix C: Basic PMP network for a single kinematic chain Let us consider a generic kinematic network characterized by its Jacobian matrix J (q), which maps the n-dimensional vector q˙ of joint rotation speeds into the 3-dimensional vector x˙ of the end-effector velocity. The transpose matrix J (q)T maps a 3-dimensional force vector F applied to the end-effector into a corresponding n-dimensional vector of joint torques. The PMP is a computational mechanism that permits to compute a pattern of joint rotations which allows the robot to reach a designated target in 3-dimensional space xT . It consists of the following steps, which are summarized, graphically, in the network or circuit of Fig. 19: Step 1: Apply a force field to the end-effector which attracts it to the target



In this case, Eq. B.4 is transformed into the following one:



F = Kext (xT − x)



dz dξ/dt =− λz dt 1−ξ



where Kext is the stiffness matrix of the attractive field that “passively” pulls the kinematic chain to the target.



(B.6)



Step 2: Propagate the force field in the extrinsic space to the torque-field in the intrinsic space



from which we can eliminate time, dz λz =− dξ 1−ξ



(B.7)



and finally obtain: z(t) = z0 (1 − ξ )λ



(B.8)



(B.9)



Therefore, also the solution of Eq. B.4 can be constrained in a similar way: z0 (1 − ξ )λmin < z(t) < z0 (1 − ξ )λmax



T = JT F



(C.2)



Step 3: Let the arm configuration relax to the applied field



where z0 is the initial distance from the target along the flow line. This means that, as ξ(t) approaches 1, the distance of the end-effector from the target goes down to 0, i.e. the endeffector reaches the target exactly at time t = T after movement initiation. Although the norm of the gradient is generally not a linear function of the distance z from equilibrium, it is necessarily a monotonically increasing function and thus we can always constrain its profile of growth by means two straight lines through the origin: λmin z < ∇V (z) < λmax z



(C.1)



(B.10)



q˙ = Aint · T



(C.3)



where Aint is the virtual admittance matrix in the joint space, which expresses the degree of participation of each joint to the reaching synergy. Step 4: Map the movement from the joint space to the endeffector space x˙ = γ (t)J · q˙



(C.4)



where γ (t) is the time-varying gain that introduces in the mechanims the terminal attractor dynamics (see Appendix B). Step 5: Integrate over time until equilibrium  t x(t) = xdt ˙ to



(C.5)
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Fig. 19 Basic PMP network for a simple kinematic chain



PMP contains an inverse model (Eqs. C.1, C.2, C.3) that computes the joint rotation patterns, to be delivered to the robot controller in order to allow the end-effector to reach the desired target or to track the planned path, and a forward model (Eqs. C.4, C.5) that allows the robot to predict the consequences of a planned command.



Appendix D: List of acronyms used in the manuscript AMP AVP CMG CP CT DoF DLT EPH HAMMER PMP PUPD STS TBG VITE VTGS



Abstract Motor Program Abstract Visual Program Concrete Motor Goal Critical (Control) Point Catastrophe Theory Degree of Freedom Direct Linear Transform Equilibrium Point Hypothesis Hierarchical Attentive Multiple Models for Execution and Recognition Passive Motion Paradigm Pen Up Pen Down Superior Temporal Sulcus Time Base Generator Vector Integration to To Endpoint Virtual Trajectory Generation System
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