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i n f o



a b s t r a c t Structural change can be considered by breaking up a sample into subsets and asking if these can be aggregated or pooled. Strategies for constructing tests for aggregation and structural change in this setting have not received sufﬁcient attention in the literature. Our methodology for testing generalizes to multiple regimes a discussion of Pesaran et al. (1985) for the case of two regimes. This treatment permits a uniﬁed approach to a large number of testing problems discussed separately in the literature, as special cases or as parts of a test of homogeneity. We also provide a simple alternative to much more complex testing strategies currently being researched and developed in testing for structural change. © 2010 Elsevier B.V. All rights reserved.



1. Introduction Concern for constancy of model parameters is central to model ﬁtting and prediction. Random coefﬁcient models pioneered in the work of P.K Swamy and his contemporaries is a frequentist response to this concern in which heterogeneity in slope coefﬁcients is acknowledged and modelled explicitly as random draws from a distribution. Testing for constancy of mean and variance parameters ideally precedes as well as follows the decision to model regime change. Considerable challenges present themselves in this area, not the least of which is represented by the choice of testing strategies and the consequences of sequencing in such tests. This is partly due to the fact that, in the general case, there is no UMP test, and alternative approaches must be explored and compared. The classical regression setting with many regimes allows us to concentrate on the main issues. Technically precise extensions to more complex settings of dependent data and/or nonlinear-nonparametric models are an ongoing research agenda. In a classical regression model yt = xt β + t for t = 1,2,…,T, where εt are i.i.d. N(0,σ2), the hypothesis that the K + 1 parameters (β,σ2) remain stable is crucial to the inferential validity and predictive performance of empirical models. One way to approach the problem is to split the data into several subgroups. In this setting, allowing for structural change means allowing each subgroup of the data to have its own K + 1 parameters. For s = 1, 2, …, S deﬁne a typical subgroup of the data as:   2 yt = xt βs + t for t = Ts−1 + 1; …; Ts where t are i:i:d:N 0; σs :



⁎ Corresponding author. E-mail address: [email protected] (E. Maasoumi).



Here T0 = 0, TS = T and Ts are potential breakpoints where the structure of the model changes. Each of the subgroups of data will be called a regime. The question of central interest in this paper is: can we pool, or aggregate, all the data in the different regimes into one regime? Equivalently, are the regression coefﬁcients and the variances the same in all the S regimes? In a time series context, this is a question of stability of the regression model. The same problem can arise in different contexts. For example given ﬁrm level production function data, can we assume a common production function and pool all the data? Or, given cross section data on a given relationship in different regions, can we aggregate the data, assuming that the relationship is the same in all regions? A previous review by Pesaran et al. (1985) summarized the literature of the period for the two regime case. The assumption of a single, ﬁxed, and known breakpoint is highly restrictive, and much research has been done to deal with unknown breakpoints and multiple breakpoints. Hansen (2001) gives a review in the context of dynamic models. The case we consider here, which is that of a ﬁxed number of known “potential” breakpoints, has not received much attention. There are several reasons why this setup is of fundamental importance, and deserves a thorough investigation. First, multiple ﬁxed point regime change setting is less demanding of data without giving much up that is empirically relevant. The number of change points can be large, and they can be varied! Secondly, the statistical theory is substantially simpler, and many elegant ﬁnite sample results are available, or well approximated. Understanding these results provides the building blocks, and provides intuition, for studying the much more complex case with unknown multiple breakpoints, and more complex data/model settings. Thirdly, as we shall see, this problem can be broken down into ﬁve subproblems, each of which has been studied separately. Thus this problem of pooling (or aggregation) provides a uniﬁed way of looking at a number of different
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hypothesis tests in the literature, and is suggestive of testing strategies and sequential approaches. Fig. 1 below, which extends the one in Pesaran et al. (1985) to the multiple regime case, is helpful. Let M stand for means (the regression coefﬁcients, βs) and let V stand for the variances σ2s Let EM stand for the hypothesis of equality of means, and EV for the equality of variances. Let UM and UV stand for unrestricted means and variances. Different degrees of departure from, and passages to a single regime may be gleaned as routes from a model with (UM,UV) to one with (EM,EV). It is evident that Swamy's random coefﬁcient models are included in this scheme. The case where regime change is represented as changes in the entire data generating law is considered by methods such as the one described recently in Li et al. (2009) where equality of nonparametrically estimated distribution functions is tested. Those approaches require distribution metrics and are distinct from the present, more common setting. Fig. 1 shows that, broadly speaking, there are three routes to mean-variance homogenous models. 1.1. The VM strategy First test equality of Variances and then test equality of Means. In the VM strategy, we test to see if the general model (UM,UV) can be reduced to (UM,EV); this is the test represented by (A), the upper horizontal line in the rectangle diagram. The unrestricted means are nuisance parameters in both the null and the alternative. If this test does not reject the null, we may assume that the null hypothesis (UM, EV) holds. We can then proceed to the test represented by (B) (the right hand side vertical line in the rectangle diagram) to see if (UM, EV) can be further reduced to (EM,EV). This approach to sequential testing has been discussed and defended by Phillips and McCabe (1983) in the case of two regimes for dynamic models. This approach is not as common as it may seem! 1.2. The joint testing strategy (J) This is to make a joint test, where the restrictions on means and variances (EM, EV) are simultaneously tested against the unrestricted alternative (UM,UV). This approach is quite uncommon, and is closer to the tests for whole distribution changes as exempliﬁed in Li et al. (2009). Our examination of this case is new in its extent and practical guidance. 1.3. The MV strategy First test for equality of Means and then test equality of Variances. In the MV strategy, we test to see if the general model (UM,UV) can be reduced to (EM, UV), as represented by the vertical line (C) in the rectangle diagram. Assuming that this test passes, we test for EV conditional on EM to reduce further to (EM,EV); this is represented by (D) in the rectangle diagram. One may regard HAC procedures as (A) EV|UM UM, UV



UM, EV



(C) EM|UV



(J) EM,EV



EM, UV



(B) EM|EV



EM, EV (D) EV|EM Fig. 1. Three routes to test for structural change.



falling in this category, but if HAC estimation is applied within each regime, it may be followed by a test for equality of means, and ﬁnally a White (1980) type test of heteroskedasticity to the entire sample. Once set in our multiple regime context, however, HAC methods within each regime may be seen as perhaps unnecessary, and sometimes not feasible for regimes that are too “short”. HAC methods also require unlikely large subgroup sample sizes for the accuracy of large sample theory that underpins such methods. The two sequential tests involve two sets of different tests, while the joint test does everything all at once. There are ﬁve tests involved, and they can be given a uniﬁed treatment via the likelihood ratio testing principle which clariﬁes their properties and their roles. Let θ stand for the (K + 1) × S vector of all the parameters in all the regimes with no constraints. Let θUM, UV, θUM, EV, θEM, UV, θEM, EV be the estimators of these parameters under the constraints indicated by the superscripts. The likelihood ratio test statistics can be written in terms of these estimates, which maximize the likelihood under different constraints. For our discussion to follow it will be convenient to distinguish between the hypotheses being tested, and the statistics which implement the test. For the Joint route, the likelihood ratio testing principle can be implemented via the MZ statistic, deﬁned as:       UM;UV EM;EV + 2 log ℓ y; θ : MZ = −2log ℓ y; θ This statistic implements the joint test of all restrictions required for aggregation simultaneously. It is asymptotically Chi-squared with degrees of freedom equal to the number of restrictions under the null, or (K + 1) × (S − 1). We can rewrite this test statistic in two different ways, one of which represents the VM strategy, while the other represents the MV strategy: MZ = ½−2logðℓðy; θUM;UV Þ + 2log ðℓðy; θUM;EV Þ h      i + −2log ℓ y; θUM;EV + 2log ℓ y; θEM;EV : By adding and subtracting the likelihoods under the constrained maxima θUM, EV we represent the MZ as the sum of two statistics, each of which is a likelihood ratio test statistic for the appropriate branch of the diagram above. The ﬁrst difference between θUM, UV and θUM, EV is the likelihood ratio test for (A): equality of variances with unconstrained means. The second difference is the likelihood ratio test for (B): equality of means given that the variances are constrained to be equal. In sequence, these two hypotheses combine to produce the null hypothesis of aggregation or pooling. A second decomposition of the MZ test statistic can be made by adding and subtracting likelihoods under the constrained maxima θEM, UV   i MZ = ½−2logðℓðy; θUM;UV Þ + 2log ℓ y; θEM;UV h      i EM;UV EM;EV + 2log ℓ y; θ : + −2log ℓ y; θ Again, the MZ is the sum of two likelihood ratio tests. The quantity in the ﬁrst square brackets is the likelihood ratio statistic for testing (C): the hypothesis of the equality of means without any constraints on the variances. This is in fact a generalization of the Behrens–Fisher problem. The second statistic is the likelihood ratio test for (D): equality of variances under the hypothesis that the regression coefﬁcients are the same in all regimes. This setup is close to the one considered by Goldfeld and Quandt (1965) in testing for heteroskedasticity. We will now study each of the three routes to testing the hypothesis of pooling or aggregation. We will call route J the joint test of the null hypothesis EV,EM. The high route is labeled VM, where we do a sequential test. First (A): EV|UM — that is, equality of variances with unconstrained means, and second (B): EM|EV — that is equality
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of means under the maintained hypothesis of equality of variances. The low route is labeled MV, where we do the sequential testing in a different order. First (C) EM|UV — that is equality of means with unconstrained variances, and second (D) EV|EM — that is equality of variances under the maintained hypothesis that the regression coefﬁcients are the same in all regimes. 2. Route J: the joint test We ﬁrst consider the likelihood ratio test of the joint null hypothesis H0 : EV, EM. As usual, computation of the likelihood ratio statistic requires the ML estimates under the null and the alternative. This is more or less trivial in the present instance, because we face standard regression models under both the null and the alternative. If the null hypothesis is true, then all the data can be aggregated into a single regression model satisfying standard assumptions, where the ML estimates are the classical OLS estimates. If the alternative holds, then each regime is an independent and separate regression model which satisﬁes full ideal conditions, and hence the ML estimates reduce to OLS estimates in each model separately. Here we will assume that Ti N K in each regime. We now set up the notation and deﬁnitions required for the detailed calculation of the test statistics and their distributions. Deﬁne the vector y′0 = (y′1, y′2, … …, y′s), and similarly β′ = (β′1, β′2, ……,β′s), and the vector σ 2 = (σ12,……,σs2)′. Let Ns = Ts − Ts − 1, be the number of observations in regime s. Let N0 = T, and deﬁne X0 to be the T ×K matrix obtained by stacking the X1, X2,…, Xs, and let β0 and σ02 be the common values of the coefﬁcients βi and σi2 under the null. The restricted model is then y0 =X0β0 + , where  ~ N(0,σ02IT). For the regression models deﬁned above, the likelihood function for the observations y is given by: s



lðyj β; σ Þ = ∏i =



    1 2 2 −N = 2 : 2πσ i exp − jjy −X β jj 1 i i i 2σi2 i



ð1Þ



Before deriving the likelihood ratio test, we derive the ML estimates under the null and the alternative. The usual OLS estimates   ˆ i = X ′ Xi −1 X ′ yi , and σ ˆ 2 = ðNi −K Þ, where, for i = 0, ˆ 2i = yi −Xi β are β i i i 1, … …, s. The unconstrained ML estimates coincide with OLS for the  ˆ ′ ;β ˆ ′ ; ……; β ˆ ′ Þ, but are biased for ˆ′ = β regression coefﬁcients β s 1 2 2 variances estimates: σˆ ML;s = v2s = Ns . Under the null hypothesis, the estimates are the standard OLS ˆ′; ˆ′ = β estimates for the aggregated model with pooled data: β 0 0  ′ ′ ′ 2 2 2 2 ˆ ˆ ˆ ˆ 0 ; ……ˆ ˆ 0 = ky0 −X0 β0 k2 = σ 0 Þ , where σ β0 ; ……; β0 Þ and σˆ 0 = σ ðT0 −K Þ: The ML estimates are the same as OLS for the regression ˆ 2ML;0 = ky0 −X0 β0 k2 = N0 . coefﬁcients, but biased for the variance: σ The likelihood ratio test is the ratio of the maximized likelihoods under the null and the alternative:   −T = 2 2 0 1 Maxβ0 ;σ0 2πσ02 exp − 2 y0 −X0 β0 2σ  0 : LR =   2 1 −N = 2 i exp − 2 yi −Xi βi Maxβ;σ Πsi = 1 2πσi2



k



2σi



k



k k



We can immediately write down the likelihood ratio test statistic for the test of the joint null hypothesis of pooling — all of the s regimes have identical regression coefﬁcients as well as variances. Substituting ML estimates of βi and σi into the expression above leads to:  −N = 2  −N = 2 0 0 ˆ 2ML;0 ˆ 2ML;0 2πσ expf−T0 = 2g σ = LR =  −N = 2  −N = 2 : i i ˆ 2ML;i ˆ 2ML;i expf−Ni = 2g ΠSi = 1 σ ΠSi = 1 2πσ



tions showed that use of unbiased variance estimates leads to somewhat improved performance of the LR statistic. Below we give the distribution of an unbiased version of the test statistic. This is the same as −2 log(LR) above, except for adjustments for degrees of freedom. Deﬁne the sums ˆ i k2 for each regime i = 1,2,…, S of squared residuals v2i = kyi −Xi β ˆ 0 k2 as the sum of squared separately. Also deﬁne v20 = ky0 −X0β residual for the pooled data. Theorem 1 MZ test for aggregation. A test asymptotically equivalent to the likelihood ratio for testing the null hypothesis that H0 : EV, EM that all regression coefﬁcients and variances are the same in all the regimes, is given by: S



2



2



ˆ 0 − ∑ ðNs −K Þlogσ ˆs: MZ = ðN0 −K Þlogσ



ð2Þ



s=1



Under the null hypothesis, this has an asymptotic Chi-square density with K(S − 1) degrees of freedom. The exact ﬁnite sample null 2 distribution can be characterized as follows. Let Zi ~ χNi − K for i = 1, 2, …, S and Z0 ~ χ2K(S − 1) be independent Chi-squared variables. Then MZ deﬁned below has the same distribution as MZ in Eq. (2) under the null hypothesis: S



T



MZ = ðN0 −K ÞlogZ0 − ∑ ðNs −K ÞlogZs :



ð3Þ



s=1



Remarks: This shows that the distribution of the joint test depends only on the Ns and K and not upon the matrix of regressors. The form of the LR statistic is quite close to that of a Bartlett test statistic, the exact distribution of which has been computed by several authors. None of these appear to be directly applicable to LR or MZ above (see Section 3.1). However, the above characterization is sufﬁcient to enable easy calculation of the critical values of the test statistic via simulation. Proof. Except for adjustments in constants to match degrees of freedom, MZ is − 2 log(LR). Since these adjustments do not affect the asymptotic density, the result is a standard consequence of the asymptotic theory of the likelihood ratio statistic — see for example, Zaman (1996, Section 13.8). The degrees of freedom is the number of restrictions under the null, which is easily counted to be K(S − 1). Because convergence can be slow, it would be advisable to use ﬁnite sample critical values from simulations based on the exact distribu˜ 2s under the null, as derived below. First, we need the tions of the σ following useful characterization of the MLE of β0. Lemma 1. If the above model is estimated under the null hypothesis, the MLE of the parameter β0 can be written as ˆ0 = β







s



∑



i=1



 −1 s   ′ ′ ˆi Xi Xi ∑ Xi Xi β



ð4Þ



i=1



ˆ i is the ML (OLS) estimator for the i-th regression regime. where β The proof is straightforward. Note that the lemma displays the ˆ i from estimate under the null as a matrix weighted average of the β each regression model, where the weights are the inverses of the covariance matrices. Let W i = X′ i X i and W = ∑si = 1 Wi , then ˆ 0 = W −1 ∑s Wi β ˆ i . Next we compute the sum of squared residuals β i under the null v20 as follows: s



v20 = ∑



i=1



= ∑



i=1 s



kyi −Xiβˆ 0 k2 kyi −Xiβˆ i + Xi 2



s



= ∑ vi + ∑ i=1



Because N0 = ∑ i = 1 Ni, the 2π and the exponentials in the numerator and denominator cancel. A preliminary analysis by simula-



3



i=1



  ˆ 0 k2 ˆ i −β β



 ′   ˆ0 ˆ i −β ˆ i −β ˆ 0 Wi β β



ð5Þ



s



= ∑ Zi + Z0 ;



say:



i=1
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Note that v2i = Zi are independent Chi-squared variables with Ti − K degrees of freedom. These variables are also independent, respecˆ i for i = 0, 1, …, s. Thus, to prove the theorem it sufﬁces tively, of the β to show that: Lemma 2. Suppose, under the null hypothesis, that βi = β0 and σi2 = σ02 for all i. Then the quantity Z0 / σ02 has a Chi-square density with K(s − 1) degrees of freedom. Proof. Let Vi be a non-singular K × K matrix such that Wi = V′iVi.   ˆ i and note that γ ˆ i eN γi ; σ02 IK , where γi = Viβi. This ˆ i = Vi β Deﬁne γ follows from the fact that Vi(X′iXi) − 1V′i = Vi(V′iVi) − 1V′i = I. We can rewrite the statistic Z0 as follows: s



Z0 = ∑



i=1



kVi βˆ i −Vi βˆ 0 k2 =



s



∑



i=1



kγˆ i −Vi



s



′



∑ Vj Vj



j=1



!−1



s



∑ Vkγˆ k : ′



route is difﬁcult. The VM route consists of two tests carried out in sequence. The ﬁrst is (A) EV|UM, a test for equality of variances with no restrictions on the regression coefﬁcients. If this test rejects the null, then we are done, because pooling cannot be done. If this test does not reject the null of EV, then we carry out a test for the equality of the regression coefﬁcients under the maintained hypothesis of equality of variances across the regimes. This is the test (B) EM|EV. Some methodology and properties of sequential testing are discussed by Anderson (2003, Section 9.6) under the heading of “Step-Down Procedures”. In any case, given the independence of these two tests, for example Phillips and McCabe (1983) or Pesaran et al. (1985), the size of the sequential test will be 1 − (1 − α1)(1 − α2) where αi are the sizes of the constituent tests.



2



k=1



3.1. (A): Testing for equality of variances with unconstrained means ð6Þ



ˆ be the KS × 1 vector obtained by stacking the γ ˆ i and let ν be Let γ the KS × K matrix obtained by stacking the Vi. Then we have: Z0 =



  −1 2 2 ′ ′ ˆ ≡ Πν⊥γ ˆ : I−ν ν ν ν γ



k



k k



k



ð7Þ



It is easily veriﬁed that under the null hypothesis Πν⊥γ is zero, ˆ Since Πν⊥ is an idempotent matrix with trace K(S − 1) where γ = Eγ. it follows that Z0 / σ02 is Chi-squared with K(S − 1) degrees of freedom. Q.E.D. Several remarks on the signiﬁcance of this result are offered below: Remark 1. Anderson (2003, Chapter 10) has developed a joint test for simultaneous equality of mean vectors and covariance matrix in a collection of multivariate normal distributions. The regression setting discussed above, which offers substantial simpliﬁcations over this most general case, appears not to have been studied in the literature. Heavy analytical machinery available for variants of this problem make it a worthwhile problem for deeper research. Remark 2. Similarity in form suggests that this statistic will share the characteristics of the Bartlett's test for heteroskedasticity (discussed in detail in Section 3.1); in particular, we expect that it will be very sensitive to the assumption of normality. However, the issue has not been explored in the literature. If the test is sensitive, it should be amenable to treatment by methods similar to those used for the Bartlett test. The main idea is to assume that errors in different regimes have a common kurtosis. The principal effect of nonnormality comes through kurtosis differing from the normal value of 3. The test statistic can be robustiﬁed by estimating the common non-normal kurtosis and adjusting the critical value appropriately. Remark 3. If there is no natural choice of breakpoints, how many regimes should be selected to provide some sort of an optimal test for structural change? More regimes are more sensitive to smaller departures from the null, but also result in reduced power because of smaller samples and larger number of parameters. This is an open research problem. Note that the random coefﬁcient models of Swamy represent the limiting case where each observation is a separate regime. See Zaman (2002) for a detailed treatment of this case.



As usual, we ﬁrst need to calculate the ML estimates under these constraints. As before, the unconstrained OLS estimates are   2 ˆ i k2 are ˆ i = X ′ Xi −1 X ′ yi , and σ ˆ i = v2i = ðNi −K Þ, where v2i = kyi −Xi β β i i the sums of squared residuals for i = 1, …, s. Under the null hypothesis (EV,UM) that all the variances are equal, with no constraint on the means, it is easy to see that an unbiased estimate of the common variance is ˆ 2EVUM = σ



ð8Þ



Considering the OLS residuals from each regime as a sample, and the entire set of OLS residuals as a collection of S samples, the likelihood ratio test in this situation is a standard one way ANOVA test for homogeneity of variances across the samples, originally proposed by Neyman and Pearson. Bartlett (1937) modiﬁed the test by multiplying by a constant to provide a better approximation to the asymptotic distribution. This form is popularly known as Bartlett's test for equality of variances and is the most commonly used test for this purpose. It is well known to be sensitive to the assumption of normality, and numerous more robust alternatives have been developed. A comprehensive study of these alternatives, and their robustness and power, is given in Conover et al. (1981). In this situation, use of the bias-adjusted LR*, which offers superior performance, can be justiﬁed via an invariance argument. Consider ˆ i k2 for the sum of squared residuals from each regime: v2i = kyi −Xi β i = 1, … …, s. These are independent and have Chi-square distributions: νi2 are σi2χ N2i − K. If we calculate a likelihood ratio test for the equality of variances directly from the distributions of the OLS residuals, the resulting test is unbiased. We can justify a reduction to the consideration of the OLS residual alone on the basis of an invariance argument. Translations of the regression coefﬁcient βs do not affect the null and the alternative hypothesis regarding the variances. Any test statistic which is invariant can depend only on the OLS residuals. Looking at the OLS residuals from each regime, the sums of squared residuals ν2i form sufﬁcient statistics for the variances σ2i . This is presented below. Theorem 2. Based on the distributions of the sums of squared residuals ν2i (which is σi2χ N2i − K), the likelihood ratio test for the null hypothesis H0 : σ12 = σ22 = …. = σs2 versus the unrestricted alternative rejects H0 for large values of the statistic:



3. Route VM: the “easy” alternative 



As we shall see, the VM route provides an easy alternative to the joint test. Easy refers to the fact that the statistics and distributions involved are easy to calculate and have certain optimality properties discussed below. Furthermore, the test statistics involved are readily available in existing software packages. As opposed to this, the MV



S S ðNs −K Þ 2 1 2 ˆ : ∑ ν = ∑ σ ðN0 −SK Þ s = 1 i ð N0 −SK Þ s s=1



LR =



∏Ss =



1



 ðN −K Þ = ðT−SK Þ s ν2s ∑Ss = 1 ν2s



ð9Þ



Proof. We omit the proof which is a straightforward calculation. Several remarks on the signiﬁcance of these results are offered below.
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Note that the numerator of the test statistic is a weighted geometric mean (with weights proportional to the degrees of freedom), while the denominator is proportional to the arithmetic mean of the sums of squared residuals:     N −K 1 S 2 S 2 lnνs −ln ∑s = 1 νs : ln LR + lnðT−SK Þ = ∑s = 1 i T−SK T−SK ð10Þ Remark 1. Consider the statistic λ = C(− 2logLR), where C is a constant which deﬁnes the Bartlett correction factor. The idea of the Bartlett correction is to make the distribution of the test statistic λ closer to its asymptotic Chi-square distribution, so that the size or level of the test is closer to its asymptotic level in ﬁnite samples. The concept of Bartlett correction is really a pre-computer age idea, where it was impossible to compute critical values on the ﬂy. Tests could only be used if tables of critical values existed. Computer age techniques provide two alternatives which are superior to Bartlett corrections. In the ﬁrst place, if normality of errors can safely be assumed, then exact ﬁnite sample critical values can be computed. Several authors have derived different forms of the exact density of the test statistic LR* derived above. Tang and Gupta (1986), Nagarsenker (1984), Glaser (1976), Chao and Glaser (1978), and Dyer and Keating (1980) give methods for ﬁnding the exact distribution of Bartlett's test statistic. The second case is when we are not sure about normality. It has been shown that the distribution of the test statistic is sensitive to the kurtosis of the common distribution under the null. A robust bootstrapping technique is based on estimating the common kurtosis of the errors, and is detailed by Boos and Brownie (1989). Under normality, exact critical values dominate Bartlett corrections. When normality fails, bootstrapping dominates, since the Bartlett correction assumes, and is very sensitive to the normality. Remark 2. The normality assumption amounts to assuming that the kurtosis is 3 for all errors in all regimes. Boos and Brownie (1989) show how to use the bootstrap under the assumption that all of the S subsamples have common kurtosis different from 3. Many other techniques for robustifying the Bartlett test, discussed in Conover et al. (1981) are based on estimating this common kurtosis. One might consider making the test even more robust by testing for equality of variances of the errors while allowing for differing kurtoses in the different regimes. Moses (1963) shows that this is not possible. Without any commonality restrictions across subsamples, tests for equality of variances must have some pathological behaviors. Remark 3. In the case that there are only two regimes, it can be established that this test is UMP invariant and equivalent to the Goldfeld–Quandt test for the case s = 2. In this case we have 



T2 = 2



EV = x



= ð1 + xÞ



N0 = 2



:



This is monotone increasing in x ≡ v22 / v21 which is the Goldfeld– Quandt test statistic. Furthermore, since the transformations βi → βi + γi for i = 1, 2 leave the null hypothesis invariant, the data can be reduced to the maximal invariant (v1, v2). And, since the hypothesis of equality of variances is invariant under scale changes, this reduces the data further to the maximal invariant v2 / v1. Since this has a noncentral F density which has monotone likelihood ratio, there is a unique most powerful test based on the maximal invariant. For details of this argument, see Zaman (1996, Section 10.5). Remark 4. In general for s N 2 this test is not UMP among invariant tests and no UMP test exists. However, the test does have the important property of unbiasedness. That is, the probability of rejecting the null is larger than the size of the test for each parameter in the alternative. To prove this, reduce the problem by invariance to



5



the statistics v21,…, v2s . Taking logs turns σ2i into a scale parameter for the problem. With some computation, we can also show that the unbiased test proposed by Pitman for equality of scale parameters is equivalent to the test above. For a proof and some properties of the test, the reader is referred to Pitman (1938), Dutta and Zaman (1989), or Zaman (1996, Section 8.6). Brieﬂy, no UMP test exists in this case, but the test statistic proposed is a natural statistic which maximizes average power over the space of alternatives, where the averaging is done with respect to Lebesgue measure on vector space of translation parameters ln σi. Remark 5 Lehmann's asymptotic UMP invariant test. Deﬁne Vi = ˆ 2i = lnν2i = ðNi −K Þ), a2i = 2/ (Ni − K), and their weighted average ln σ as W=



∑j = 1 Vi = a2i  : ∑sj = 1 1 = a2i



Lehmann (1986) proposed the following test of equality of variances which is approximately UMP invariant in large samples: s



L= ∑



i=1



1 2 ðVi −W Þ : a2i



Because we have focused on the likelihood ratio, we did not study this test in this paper. 3.2. (B): Equality of means under the assumption of homoskedasticity Tests for equality of regression coefﬁcients under homoskedasticity were long known to statisticians under the name of “analysis of covariance”; see for example Scheffe (1959). Chow (1960) introduced the subject to econometricians with the innovation of allowing for insufﬁcient observations (Ns ≤ K) in one of the two regimes being tested, and this test became known as Chow's test in general. In the case where s = 2, so there are only two regressions, Chow's test for aggregation (“equality of regressions”) is the following: T



CH =



1 Kσˆ 2EVUM



 ′  ′ −1  ′ −1 −1  ′ ˆ 1 −β ˆ 1 −β ˆ2 ˆ2 : β β X1 X1 + X 2 X2



This is an optimal (UMP invariant) test for the null hypothesis H0 when the alternative hypothesis is H1* : β1 ≠ β2; σ12 = σ22. In other words, the equality of the variances across the regimes is a maintained hypothesis. The generalization to the present case of several regimes has also been familiar to statisticians since Kullback and Rosenblatt (1957), as follows: CH =



1



S



∑



K ðS−1Þσˆ 2EVUM i = 1



 ′    ′ ˆ0 ˆ0 : ˆ i−β ˆ i− β Xi Xi β β



ð11Þ



This is the likelihood ratio test statistic for EM|EV case. Like the test statistic in the two regime case, this has an F distribution under the null with N0 − K and K(S − 1) degrees of freedom. Dufour (1982) has given the extension to the most general case, where all except one of the regimes may have insufﬁcient observations to permit estimation by OLS. Going even further to the case of insufﬁcient observations in all regimes leads naturally to the random coefﬁcient models of Swamy. In these cases, Eq. (9) above does not work since the OLS estimates are not well deﬁned. In our present paper, we assume sufﬁcient observations in each regime so this case is not relevant to us. Anderson (2003, Section 8.8) discusses testing the equality of several vector means under the assumption of identical covariance matrices for the multivariate normal distribution. Again, these results are not directly applicable.
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Together, a sequential route to pooling which uses some robustiﬁed version of the Bartlett's test for heteroskedasticity, followed by the generalization of Chow's test for multiple regimes, is relatively easy to implement computationally and also has nice invariance and optimality properties. Surprisingly, the third route, discussed below, is rather different.



constraint that these are equal across regimes would be given by a precision weighted average of the separate OLS estimators of each regime:



˜ = β



s



∑



i=1



4. The route MV: the “difﬁcult” alternative The other sequential procedure involves testing equality of means (EM) with unconstrained variances (UV) ﬁrst. If this does not reject the null, then we can test for equality of variances (EV) under the assumption of EM. We now discuss the details of this second sequential route to testing for pooling. Despite similarity in appearance to VM, this route involves substantial complications. 4.1. (C): Equality of regression coefﬁcients under heteroskedasticity There is an extensive literature on Chow-type tests of equality of means where heteroskedasticity is a maintained hypothesis. See Thursby (1992) for a comparative study of many of such tests and earlier references. In econometrics, this literature began with the realization that Chow's original test performs poorly when variances are unequal; see Toyoda (1974), Schmidt and Sickles (1977) and Koschat and Weerahandi (1992). This is actually a generalization of the Behrens–Fisher problem. It has been proven that good classical solutions to this problem do not exist. That is, tests do not exist which satisfy all three requirements of (i) invariance — treat all observations the same, (ii) similarity — that is, distributions do not depend on nuisance parameters (which are the differing variances across regimes), and (iii) ﬁxed level alpha of type I error probability. Interestingly, one can get tests satisfying any two out of the three requirements. 1. Dropping invariance. This involves dropping some observations, or treating some of the regressors asymmetrically in an arbitrary fashion. Tests of this type were ﬁrst adapted for use in regression models by Jayatissa (1977) and others. By doing this, one can achieve similarity — the distribution of the test becomes independent of the value of the variances. However, the lack of invariance is unappealing; we make arbitrary choices which affect the outcome. Also, simulation studies in Thursby (1992) report poor properties for this class of tests, which is not discussed further here. 2. Dropping similarity. If we allow the distribution of tests to depend on the nuisance parameters, then good approximate tests can be found. Welsh and Aspin ﬁrst developed such solutions in the context of ANOVA, and these solutions can easily be generalized to the regression context. Speciﬁc details are available from Thursby (1992) and Zaman (1996). 3. Dropping ﬁxed size. Using a randomized rejection region with an exact but randomized p-value leads to a new type of solution introduced by Koschat and Weerahandi. Thursby (1992) reports good results from this type of test. Since our focus in this paper is on likelihood ratio, we develop this test statistic below. To the best of our knowledge, this test has not been used in the literature, perhaps due to the following difﬁculties. First, the likelihood ratio test statistics cannot be computed explicitly. Second, the distribution of the LR depends on the nuisance parameters. This means that exact critical values cannot be computed, and even approximate ones cannot be tabulated. Furthermore it requires an empirical investigation to explore how stable the size is in different data contexts. Regularity conditions hold, so the asymptotic distribution is the standard one for the likelihood ratio; thus, this problem should not be serious in large samples. An Iterative Algorithm for Computing ML estimates under EM|UV: If the variances σ2i were known, the optimal estimator for βi under the



1 ′ Xi Xi σi2



!−1



s



∑



i=1



! 1 ′ ˆ X X β i i i : σi2



ð12Þ



This estimate also maximizes the likelihood conditional on the ˜ one can estimate σi2 by variances. Given the ML β, ˜ 2i = σ



1 ky −Xi β˜ k2 : Ti i



ð13Þ



Maximum likelihood estimates for βi and σi2 can be obtained by ˆ and calculate iterating between these two equations. Start with say β σi2 from Eq. (13). Given estimates for σi2 plug these into Eq. (12) to get a new estimate for βi. Iterate back and forth until convergence. The likelihood ratio statistic can be described in terms of these estimates as follows. Theorem 3 EM|UV. The likelihood ratio test for equality of means across regimes, with unrestricted variances, rejects the null of equality for high values of the statistic below: LREM =



˜ Ns i ∏Ss = 1 σ : S ˆ Ns i ∏s = 1 σ



Proof. This falls out of the likelihood ratio immediately after substituting the maximizing values under the null and the alternative. Remark 1. It is likely that the unbiased version of this statistic will perform better. This involves replacing Ns by Ns − K in the denominator. In the numerator, it is unclear how to debias. A total of K parameters are being estimated across all the regimes, so one could allocate the share K/S as the loss of degrees of freedom in each regime, and replace Ns by Ns − (K / S). Closer calculations are possible, but it is not clear if they would be worthwhile, since the distributions in question are no longer Chi-squared and there is dependence in the variance estimates across the regimes. Remark 2. The likelihood ratio statistic displayed above is very different from the standard test statistics for this situation, large numbers of which have been discussed in Thursby (1992). Since the null hypothesis says that all the regression coefﬁcients are the same, ˆ 0 between separate ˆ i −β standard tests concentrate on the differences β estimates for each regime and the aggregated estimate. Instead, the LR test looks at the increased variance caused by replacing the variance ˆ 0 . This is an ˆ i by the null hypothesis estimate β minimizing value β indirect measure of the loss caused by imposing the restriction. Remark 3. Unlike the Bartlett type statistics in the VM route, the ratio of variances tends to be robust in analogous situations, so we may conjecture that this test will be less sensitive to normality. Remark 4. Since the test is not similar, computing critical values is not straightforward. The null density depends on the nuisance parameters, the differing variances, and is also intractable. A simple strategy is to estimate common regression coefﬁcients and different variances for each regime. Treat these estimated parameters as true values, and use this (bootstrapping) strategy to generate simulated values of the test statistic under the null. Critical values calculated from this method provided sufﬁciently stable sizes under the null to be usable for the simulations reported in Section 5. Note that this means that critical values cannot be tabulated but must be computed
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Table 1 Power of MZ test (diagonal route via J). D\H



0



0.04



0.10



0.17



0.24



0.31



0.37



0.43



0.48



0.53



0.58



0.63



0 0.02 0.06 0.15 0.26 0.41 0.58 0.79 1.04



0.05 0.066 0.146 0.289 0.575 0.823 0.952 0.955 1



0.102 0.132 0.206 0.361 0.609 0.822 0.946 0.993 0.999



0.251 0.286 0.375 0.533 0.705 0.879 0.962 0.994 1



0.436 0.476 0.549 0.668 0.800 0.923 0.981 0.996 0.999



0.610 0.631 0.694 0.785 0.877 0.948 0.987 0.997 1



0.723 0.754 0.790 0.861 0.921 0.973 0.989 0.999 1



0.817 0.829 0.863 0.904 0.957 0.979 0.994 0.999 1



0.877 0.885 0.904 0.939 0.971 0.990 0.998 1 1



0.917 0.924 0.947 0.963 0.979 0.992 0.999 1 1



0.947 0.944 0.964 0.975 0.990 0.994 0.999 1 1



0.964 0.962 0.971 0.980 0.991 0.998 0.999 1 1



0.975 0.979 0.983 0.988 0.993 0.997 0.999 1 1



Boldface entries show greatest power for the MZ test.



directly for each data set on the basis of the estimates for unequal variances under the null. Experience from similar problems suggests that critical values will be stable for large sample sizes and when the variances are not too far from equal. 4.2. (D): Testing for equality of variances, assuming equality of regression coefﬁcients across regimes If the test in (C) fails to reject the equality of regression coefﬁcients, we may proceed to test for equality of variances, which will allow us to aggregate the data. This is a test for EV conditional on the maintained hypothesis EM. Theorem 4 EV|EM. The LR statistic to test H0 : β1 = …. = βs and σ12 = …. = σs2 versus the alternative H1 : β1 = …. = βs and σi2 ≠ σj2 for some i and j, is given below:



Numerical comparisons in Tomak (1994) show substantial gains achieved over GQ in the case that the equality of the regression coefﬁcients is valid and imposed. Remark 2. The distribution of the LREV statistic is unavailable, and likely to be difﬁcult to derive. This is because the variance estimates are no longer independent across regimes — the use of a common beta, which itself depends on the variance estimates, substantially complicates the distribution theory. Luckily, simulation takes such matters in its stride, and is easily done to obtain critical values for this test. Greene (2007) has utilized this test in the context of an example discussed in greater detail below. He has used asymptotic critical values for the LR test. As we shall see, these differ quite a bit from the ﬁnite sample critical values calculated using the method discussed above. 5. Comparison of the three routes



˜ i σ ∏s LREV =  i =N1 =i2 : 0 ˆ 20 σ N



ð14Þ



Proof. The proof is a straightforward computation and hence is omitted. Several remarks are given below: Remark 1. This is the usual setup for the Goldfeld–Quandt (GQ) test, where the ﬁrst step is to sort the observations in order of increasing variance. The sample is split into two halves and variance estimates are compared across the two halves. There are two sources of inefﬁciency in using the GQ test for heteroskedasticity in such situations. The ability to sort observations means that we know of some variable/s which can be used to order variances. Directly testing for association between such variables and the squared errors (proxy for variances) will usually be more efﬁcient than this indirect method. Secondly, splitting the data into two (or more) regimes and looking at the variance ratio ignores the equality of the regression coefﬁcients across the regimes. Not imposing this constraint is extremely inefﬁcient since it amounts to throwing away a good deal of the data when estimating the “betas” in each regime separately.



For illustrative purposes, we computed the power of the three different methods of testing for aggregation within the context of a simple empirical example. Data from Greene (2007, Appendix F, page 949) Table F6.1: Cost Data for U.S. Airlines, provides 90 observations on 6 ﬁrms for 15 years, 1970–1984. We take observations on cost as a linear function of fuel prices for three different ﬁrms, and ask if these cost functions are the same for all six ﬁrms. With C as cost, Q as output in passenger-miles, PF as the price of fuel, and LF as the load factor, the regression equation used by Greene (2007, Chapter 11) is as follows: lnðC Þ = β1 + β2 lnðQ Þ + β3 lnðPF Þ + β4 LF + : For detailed deﬁnitions of the variables and justiﬁcation of this regression equation, the reader is referred to Greene. Greene introduces dummy variables to allow for the possibility that the constant varies across the ﬁrms, assumes that the three coefﬁcients of the regressors are the same across the ﬁrms and tests for the equality of variances across ﬁrms. To achieve comparability with Greene, and avoid ﬁrm speciﬁc dummies, we adjusted the cost data by the ﬁrm



Table 2 Power of VM test (top route via A,B). D\H



0



0.04



0.10



0.17



0.24



0.31



0.37



0.43



0.48



0.53



0.58



0.63



0 0.02 0.06 0.15 0.26 0.41 0.58 0.79 1.04



0.05 0.068 0.12 0.266 0.552 0.823 0.956 0.996 1



0.158 0.162 0.203 0.318 0.536 0.773 0.925 0.990 0.998



0.387 0.411 0.442 0.505 0.633 0.811 0.925 0.984 0.998



0.619 0.626 0.642 0.681 0.762 0.870 0.946 0.987 0.996



0.764 0.775 0.781 0.895 0.853 0.920 0.968 0.990 0.998



0.853 0.861 0.868 0.889 0.910 0.951 0.977 0.996 0.999



0.906 0.910 0.920 0.928 0.953 0.961 0.988 0.996 0.999



0.946 0.949 0.947 0.955 0.971 0.981 0.992 0.999 1



0.963 0.964 0.968 0.975 0.979 0.986 0.995 0.999 0.999



0.978 0.977 0.981 0.983 0.987 0.991 0.996 0.999 1



0.988 0.983 0.988 0.987 0.991 0.996 0.998 0.999 1



0.990 0.990 0.993 0.993 0.994 0.996 0.997 0.999 1



Boldface entries show greatest power for the VM test.
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Table 3 Power of MV test (bottom route via C,D). D\H



0



0.04



0.10



0.17



0.24



0.31



0.37



0.43



0.48



0.53



0.58



0.63



0 0.02 0.06 0.15 0.26 0.41 0.58 0.79 1.04



0.05 0.075 0.15 0.324 0.624 0.859 0.969 0.997 1



0.157 0.188 0.295 0.481 0.736 0.991 0.981 0.999 1



0.279 0.302 0.407 0.609 0.812 0.941 0.992 0.999 1



0.373 0.407 0.529 0.694 0.856 0.964 0.993 1 1



0.475 0.502 0.614 0.762 0.907 0.972 0.996 0.999 1



0.546 0.593 0.679 0.813 0.924 0.981 0.998 1 1



0.6 0.637 0.716 0.848 0.942 0.984 0.997 1 1



0.658 0.703 0.768 0.867 0.948 0.989 0.999 1 1



0.684 0.727 0.81 0.902 0.961 0.991 0.999 1 1



0.723 0.752 0.829 0.916 0.967 0.994 0.999 1 1



0.771 0.787 0.844 0.92 0.976 0.994 0.999 1 1



0.789 0.809 0.865 0.932 0.975 0.994 0.999 1 1



Boldface entries show greatest power for the MV test.



speciﬁc constants so as to achieve equality of the constants under the unrestricted means hypothesis. This is a rough and ready way to remove the constant from consideration while testing for equality of cost functions across ﬁrms. The results of the three tests to assess whether the cost functions are the same for all 6 ﬁrms are as follows: The J route: We have LMZ = LEV + LCH. The computed statistics are 0.42 = 0.071 + 0.349. The p-value for LMZ is 0.000, so we strongly reject the null of aggregation (EM,EV). The VM route: This is based on ﬁrst testing equality of variances via LEV = 0.071. This has a p-value of 6.1% which means that we cannot reject the null of equality of variances (with unrestricted means under both null and alternative). Therefore we proceed to the test for equality of means, assuming homoskedasticity. This is based on the test statistic LCH = 0.349 which has a p-value of 0.000 under the null of equality of means. Thus we strongly reject equality of means. The MV route: The test statistic LREM is 22.67 which has a p-value of 0.0001. Thus the hypothesis of equality of means (with unrestricted variances) is strongly rejected. There is no need to proceed to the second test of equality of variances. Nonetheless, if we do proceed, we can compute LREV = −20.82. This has a high pvalue (97%) which fails to reject the null. To compare with Greene's analysis, we note that Greene (2007, Example 11.6, page 236) carries out a test of (D): Equality of Variances under the assumption of equality of means. In our methodology, we never get to this second portion of the MV route. Our analysis indicates that this test is not justiﬁed because the hypothesis EM is strongly rejected at stage (C). If we ignore this rejection of EM by that data and proceed to do the LREV test anyway, then we get p-value of 97% by our ﬁnite sample methods. The p-value obtained by Greene based on the asymptotic Chi-square density for the likelihood ratio is 0.0008, which is a very strong rejection. This means there is a conﬂict between our result and Greene on the outcome of the test for (D). To explore this further, we look at Greene's variance estimates for the six regimes. Under the EMUV scenario, these estimates are (0.0015, 0.0049, 0.0019, 0.0058, 0.0023, and 0.0030). Using the HET measure of



distance from equality of all 6 variances deﬁned in Eq. (15) below, we calculate HET = 0.12, which is a very small departure from null of equality of variances. Simulations from Greene's data show that with identical variances in all regimes, larger departures of estimated variances from the null of equality will occur with 97% probability, so that the data does not provide any evidence against equality of variances. Greene's rejection comes from the use of asymptotic Chisquare density of the likelihood ratio, which is not applicable at the small sample size of 15 observations per ﬁrm. Use of asymptotic critical values can and often does lead to wrong results in small samples; for another example from published literature, see Zaman (1996, Section 16.2). 5.1. Powers of the three tests. To compute powers, we treat OLS estimates under the null as the true null parameters. We then vary the standard errors to make them different for each regime. With weights wi = Ni / N0, a natural measure of the degree of heteroskedasticity is: 2



2



H = log∑wi σi −∑wi logσi :



ð15Þ



For the present data set, the weights are equal since there are 15 points of data in each regime. Similarly, a natural measure of the degree of departure from the null of equality of regression coefﬁcients across the regimes is the noncentrality parameter deﬁned as:  −1 s ′ ′ ðβi −β0 Þ D = ∑ ðβi −β0 Þ Xi Xi i=1



In this section we ﬁrst present three tables of size/power, one for each testing strategy/route. The powers in boldface are those entries for which the test is most powerful among the three tests tabulated here. Except for some Monte Carlo simulation errors, these show the expected patterns. The power of all three tests increases quite rapidly to 100% as the degree of departure from the null increases. The VM test prioritizes variances, and does well at low and intermediate discrepancies from equality of variances (measured by H). The MV test prioritizes means and does well at low and intermediate values of Table 5 % Difference, MV minus MZ (bottom route minus middle route).



Table 4 % Difference, MZ minus VM (middle route minus top route). D\H
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D which measures discrepancies from equality of the regression coefﬁcients. The Joint test does best near the diagonal, where both discrepancies are about equal. At ﬁrst glance, there is not much to choose between the three strategies. A more detailed comparison is offered in the next section (Tables 1–3). 5.2. Pairwise comparison of the tests The table below lists the percentage point difference between the power of the MZ test and the sequential VM test. An entry of 9 means that MZ has 9% greater power than the VM test, while an entry of − 10 indicated 10% greater power for the VM test over MZ. Test EV ﬁrst prioritizes the variance, which is reﬂected in the power comparison in the tables. Since VM tests variances ﬁrst, it picks up smaller departures from EV more effectively than the MZ, which is the joint test. This accounts for its superior power for low values of “D” and intermediate values of “H”. At higher values of “D”, this same sequencing acts against the EV, and the MZ offers superior performance. Otherwise there is not much to choose between the two methods of testing. Of course, the VM test is more convenient in that it is easier to implement on conventional econometrics software packages (Table 4). This table of difference in powers conﬁrms the same picture which emerges from our initial analysis: VM prioritizes variance inequality over the joint test J. However power differences are not major and decline for large values of differences which make both tests capable of picking them up (Table 5). Comparing MV to J, the prioritization of means in MV relative to the joint test shows clearly in this table. However the gains of MV over J are relatively small for larger values of D, while the J test has substantially superior power for larger values of “H”. The reversal of priorities between the VM and MV test is clearly displayed in the table below which compares their powers. As “H” increases, the relative performance of VM increases, while as “D” increases the relative performance of MV improves. For sufﬁciently large values, both tests are equivalent with 100% power. Above the diagonal, where discrepancies in variance are larger relative to discrepancies in mean, VM performs much better because it prioritizes variance. Below the diagonal, MV performs better at picking up discrepancies from the null hypothesis of equality of means (Table 6). 6. Conclusions In this paper, we have outlined strategies for testing for aggregation, homogeneity, and structural change. Earlier extensive literature on structural change is reviewed in Kramer (1989) and, with Bayesian orientation, in Broemeling and Tsurumi (1986). Our approach builds on this classical tradition: we specify the number and location of potential points of structural change a priori, and work with a simple i.i.d. error structure. More recently, as Hansen (2001) describes, attention has shifted to models with complex error processes with unknown timing



Table 6 % Difference, VM minus MV (top route minus bottom route). D\H
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