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Abstract— Text extraction and segmentation are very important steps of Optical Character Recognition (OCR) of image embedded text documents since these images are of multiple natures and often contain graphics, pictures and texts of various fonts and sizes both in background and foreground. So, in order to segment such documents, conventional techniques designed for document images can not be directly applied on mobile devices. In this paper, we have presented text extraction and segmentation techniques for camera captured business card images. At first, foreground components are isolated from each other. Then, the non-textual components are eliminated and the textual ones are skew corrected, binarized and segmented. Experiment shows that the technique is fast, efficient and applicable for mobile devices.



the information of the acquired business card images can be directly populated to the contact profile of the mobile devices. Thus, the business card management will be of great ease than ever before. One would have to neither carry the business card album nor have to type the information of the cards to populate into the handheld devices. Major challenges of designing such a system include text extraction and segmentation from captured business card images. Business card images often have complex background and texts of multiple natures. These images may contain logo, picture, texts of different fonts and various font sizes, graphic background, etc. Moreover, different components of the image are skewed at different angles because of perspective projection. Therefore, segmentation can not be done straight forward and we found that neither global nor locally adaptive binarization techniques [1-4] can help segmentation of business card images. Until recently, various text extraction methods have been proposed and evaluated, of which most of them are for document images. Some have been proposed for business card images captured with a built-in camera of a mobile device [57]. Few other text extraction methods are reported in [8-10]. DCT and Information Pixel Density have been used to analyse different regions of a business card image in [5]. In [6], a low resource consuming region extraction algorithm has been proposed for mobile devices with the limitation that the user needs to manually select the area in which the analysis would be done and the success rate is yet to be improved. Pilu et al. [7] in their work on light-weight text image processing for handheld embedded cameras, proposed a text detection method that can not remove the logo(s) of a card and may mistake parts of the oversized fonts as background and can not deal with reverse text. In [8], text lines are extracted from Chinese business card images using document geometrical layout analysis method. Fisher’s Discrimination Rate (FDR) based approach followed by various text selection rules is presented in place of mathematical morphology based operations [9]. Yamaguchi et al. [10] has designed a digit extraction method in the works of telephone number identification and recognition from signboards by eliminating noise using Roberts filter, and then applied different text identification rules. Some of the above methods seem to be computationally expensive and the rest needs more efficiency. In this paper, we have presented a computationally efficient rule-based text extraction and segmentation method that works satisfactorily
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I. INTRODUCTION Optical Character Recognition (OCR) of printed document images is a well researched topic. But, it is limited to simple document images. The performance of such systems is significantly hampered when applied on images of complex documents such as business cards. Such document images contain wide variety of texts, graphics, images, etc. Many a times, texts are written in artistic fashion and images overlap with texts. At the same time, pervasive availability of low cost portable imaging devices has made digital camera so popular that majority of the mobile devices such as cell-phones and Portable Digital Assistants (PDA) have inbuilt digital camera. The resolution of these cameras is getting increased day by day. The computing power and memory of the mobile devices are also gradually going higher. So, the idea of image processing and analysis is no more limited to desktop computers. Researchers have paid significant attention towards developing Optical Character Recognition (OCR) systems for document images on mobile devices too. Unlike scanned document images, camera captured document images suffer from blur, shadow, skew, perspective distortion etc. On the other hand, mobile devices are portable and so more useful than scanners for document processing, particularly for capturing and processing any arbitrary documents such as thick books, fragile documents like old historical manuscripts, scene texts, caption texts, graphic texts, etc. Business Card Reader (BCR) for mobile devices is such a useful application of camera captured document image processing. With the development of an efficient BCR system,
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for camera captured business card images under the computing constraints of mobile devices. II. THE PRESENT METHOD Foreground components are generated by removing background as discussed in Section II-A. Then the foreground non-textual elements are removed as explained in Section IIB. After that the image is expected to contain only text regions. These text regions are skew corrected as illustrated in Section II-C. Skew corrected text regions are binarized in Section II-D. And finally, binarized text regions are segmented as discussed in II-E. A. Foreground Component Generation The entire image is at first divided into blocks of a fixed size. The more is the length of the block, the more is the number of horizontally contiguous words included in a single text region. And similarly, the less the height of the block is, the less is the possibility that a block covers more than one text lines. So, we have mostly experimented with rectangular blocks. The width and height is varied and tuned for best results and we found that it works well for the block of width W/64 (W is the width of the card image) and height of 2 pixels. Next, we classify each block as either an information block or a background block based on the intensity variation within it. An information block belongs to either a text region or an image region including noise. The motivation behind this approach is that the intensity variation is low in case of background blocks and high in case of information blocks. So, if the intensity variation of a block is lesser than a dynamically generated threshold (Tσ) as given in Eq. (1), it is considered as a background block. Otherwise, the block is considered as an information block. But, no block is classified as background until the minimum intensity within the block exceeds a heuristically chosen threshold (Tmin). The formulation of Tσ is described below. Tσ = Tfixed + Tvar Tvar = [(Gmin-Tmin) – min(Tfixed, Gmin-Tmin)] * 2



horizontal segments, and the number of cuts along the middle row of the CC are considered as features to decide upon the characteristic of each CCs. Different heuristically chosen adaptive (with respect to the size/resolution of the input image) thresholds are estimated for designing the rule-based classifier for text/graphics separation. Too small regions that are unlikely to become text regions and horizontal/vertical lines detected by checking their width, height and aspect ratio are considered as non-text components. Typically, a text region has a certain range of width to height ratio (Rw2h). So, we consider a CC as a potential text region if Rw2h lies within the range (Rmin, Rmax). We assume that neither horizontal nor vertical lines can be drawn through a logo and it is larger than the largest possible character within the card. Thus, logos and other components satisfying the above specification get eliminated. Another important property of text regions is that the number of foreground pixels in a text region is significantly less than that of the background pixels. We consider a certain range of ratio of the foreground pixels to the background (RAcc) given by (RAmin, RAmax) for the candidate text regions. C. Skew Correction Skew angle is estimated for each text region and then the text region is rotated accordingly to get it skew corrected. To calculate the skew angle, we consider the bottom profile of the gray shade of a text region. It may be noted that the gray shade is the background of the card around the text strokes. It is based on the observation that the background of a camera captured card image is not of the maximum intensity. The profile contains the heights in terms of pixel from the bottom edge of the bounding rectangle formed by the text region to the first gray/black pixel found while moving upward. However, if the extent of the gray shade along the column of a profile is too small, we discard it considering an invalid profile.



(1) (2)



where, Gmin and Gmax are respectively the minimum and maximum gray level intensity of the pixels in a block and Tfixed is the minimum intensity tolerance subject to tuning. All the pixels of the blocks identified as background in this section are assigned the maximum intensity i.e. 255 to denote that they are part of the background. This makes the foreground components distinct from each other. B. Component Classification The standard 4-connected region growing algorithm [11] is applied to identify the distinct foreground Connected Components (CC) from background eliminated card images. A CC may be a picture, logo, texture, graphics, noise or a text region. In the current work, we focus to identify only the text regions using rule-based classification technique. The following features are used to classify a CC under consideration as a text region or not. The height, width, width to height ratio (aspect ratio), gray pixel density, black pixel density, number of vertical and



Fig. 1: Skew Angle Computation



As the profile is ready, we calculate the mean (µ) and the mean deviation (τ) of heights as shown in Eq. 3 and 4 respectively. The computation of mean deviation does not involve floating point arithmetic. Although, we can convert the floating point arithmetic to integer one, we want to avoid it as our intent is to embed the method on mobile devices that usually do not have a Floating Point Unit (FPU). Then, we exclude some elements of the profile that are not in sync with the others i.e. not within (+τ, -τ). These elements hardly contribute to the actual skewness of the text region and so get eliminated.
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where N is the profile length, h is the profile array and h[i] denotes the height at ith position. Among the remaining profile elements that really contribute to the actual skewness of the text regions, we consider the leftmost (h1), rightmost (h2) and the middle profile element (h3) as shown in Fig. 1. The distance between h1 and h2 is computed as d. Then, the individual skew angles for the slope between h1 and h2(α), h1 and h3(β), and h2 and h3(γ) are computed as formulated in Eq. 5-7 respectively. Now, ideally they should be the same. We introduce a threshold (ε) to allow a certain deviation in between them. So, if none of the deviations between any two of α, β and γ is more than ε, we take an average and rectify the skew of the text region. Otherwise, we look forward to the top profile of the text region and compute the skew angle. Respective skew angles as computed from the top profile of the text region are α’, β’ and γ’. If these are found to be inline, we take an average of them and rectify the skew. Else, the smaller one between the averages obtained from top and bottom profiles is considered as the skew angle. It may be noted that this approach gives a mean to bypass some computation if not required.



⎛ δh ⎞ ⎟ , δh = h2 - h1 ⎝d ⎠ ⎛ δh ⎞ β = arctan⎜ ⎟ , δh = h3 - h1 ⎝d ⎠ ⎛ δh ⎞ γ = arctan⎜ ⎟ , δh = h2 - h3 ⎝d ⎠



α = arctan⎜



(5) (6) (7)



TABLE I BINARIZATION ALGORITHM



for all pixels (x, y) in a CC if Intensity(x, y) < (Gmin + Gmax)/2, then mark (x, y) as foreground else if no. of foreground neighbors > 4, then mark (x, y) as foreground else mark (x, y) as background end if end if end for D. Binarization of Text Regions As a CC is classified as a text region, it is binarized with an adaptive yet simple technique. If the intensity of a pixel within the CC is less than the mean of the maximum and minimum intensities of a CC, it is taken as a foreground pixel. Otherwise, we check the 8 neighbors of the pixel and if any 5 or more neighbors are foreground, then also we consider the pixel as a foreground one. It may be noted that the border pixels do not have 8 neighbors and so will not be subject to this technique. The remaining pixels are considered as part of the background. The algorithm is given in Table I. The advantage of this approach of binarization is that the disconnected foreground pixels of a character are likely to be



connected due to neighborhood consideration. Instead of having efficient binarization techniques, we have designed this simple algorithm keeping the computational constraints of the mobile devices in view. E. Character Segmentation A text region extracted with the present technique may have multiple lines. We segment the text regions into text lines and then characters are segmented from them. Horizontal histogram profile is analyzed for line segmentation. All possible line segments are determined by comparing the profile elements with a considerably large threshold. After that the inter-segment distances are analyzed and some segments are rejected. The central idea behind this technique is that the distance in terms of pixel between two lines will not be too small and the inter-segment distances are likely to become equal. III. EXPERIMENTAL RESULTS AND DISCUSSION We have experimented on a dataset of 100 business card images of various types acquired with a cell-phone camera (Sony Ericsson K810i) to evaluate the performance of the present technique. The dataset consists of both simple and complex cards containing complex backgrounds and logos. Some cards contain multiple logos and some logos are combination of text and image. Most of the images are skewed, perspectively distorted and degraded. A. Text Extraction Accuracy Ground truth images are compared with the resultant images for evaluating the performance of the present technique. A component may be either a text or a graphic component. Here, a graphic component refers to all non-text regions including background texture and noises. Based on the presence of a component in either or both the ground truth image (GT) and the output image (OUT), we count the number of true positive (CTP), false positive (CFP), true negative (CTN) and false negative (CFN) . The recall (R), precision (P) and accuracy (A) rates are calculated as formulated in Eq. 8-10. The recall parameter signifies how many text components have been correctly identified among all the text components in the ground truth image, whereas the precision factor signifies how many text components identified in the resultant image are truly text components. In an ideal situation R, P and A should be all 100 %.



A=



R=



CTP CTP + C FN



(8)



P=



CTP CTP + C FP



(9)
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Experiments have been conducted with images of various resolutions of the same set of business cards with different values of the following parameters. However, a fairly good



PROC. IEEE POST GRADUATE STUDENT PAPER CONTEST (2010) 57-61



result is achieved with Tfixed = 20, Tmin = 100, HTH = H/60, WTH = W/40, ATH = W*H/1500, BTH = H/100, LTH = W/40, Rmin = 1.2, Rmax = 32, RAmin = 5 and RAmax = 90. The mean R, P and A as obtained with various resolutions are shown in Table II. TABLE II TEXT EXTRACTION PERFORMANCE WITH VARIOUS RESOLUTIONS



Resolution 640x480 (0.3 MP) 800x600 (0.45 MP) 1024x768 (0.75 MP) 1182x886 (1 MP) 1672x1254 (2 MP) 2048x1536 (3 MP)



Recall 98.07 98.40 98.25 98.35 98.23 98.96



Precision 97.21 94.59 96.77 95.29 96.60 97.21



Accuracy 96.69 96.00 97.38 96.66 97.66 98.00



B. Text Segmentation Accuracy Character segmentation accuracy has been estimated in terms of the ratio of the number of correct segmented characters to the total number of characters present in a card image. A character is categorized as incorrectly segmented one if it is over-segmented or is segmented as a part of another character. By following this estimation technique we found that the character segmentation accuracy is 97.48% in case of 3 MP images. It may be noted that the present segmentation technique is not meant for italic and cursive texts. So, such texts have been ignored while calculating the segmentation accuracy.
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IV. CONCLUSIONS We have presented and evaluated a method of text extraction and segmentation of mobile camera captured business card images and our experiments show that the result is satisfactory. It has been observed from this experimentation, that with the increase in image resolution, the computational time and memory requirements increase proportionately. Although, the maximum text region isolation accuracy is obtained with 3 mega pixel resolution, it involves high memory requirement and 0.6 seconds of processing time. It is evident from the findings that the optimum performance is achieved at 1024x768 (0.75 MP) pixels resolution with a reasonable accuracy of 97.38% and significantly low (in comparison to 3 MP) processing time of 0.16 seconds.
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Fig. 2: Computation Time with Various Resolutions



C. Applicability on Mobile Devices The applicability of the presented technique on mobile devices is checked by its computational requirements. As our aim is to deploy the proposed method into mobile devices, we want to develop a light-weight Business Card Reader (BCR) system beforehand and then to embed into the devices. An observation [12] reveals that the majority of the processing time of a camera based optical character recognition (OCR) engine embedded into a mobile device is consumed in preprocessing including binarization. Although, we have shown the computational time of the presented method with respect to a desktop, the total time required to run the developed method on mobile devices will be tolerable. Fig. 2 shows the computation time with various resolutions. As, limited memory is another constraint of the mobile devices, the presented method is designed to work with low memory requirement. Memory consumption is approximately 2-3 folds of the input image size.
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