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Abstract Information from remotely sensed imageries is usually extracted using the pixel-based approaches. These do not respond well to a specific application. In particular, efficient identification of geological units on a satellite image using pixel-based technique has not been always possible at the desired level of precision. Object-based approaches are being pursued recently with interest for such applications. Efficient geological mapping and exploration requires identification of geological units from a satellite image. This can be viewed as a segmentation process that takes into account the spectral and spatial characteristics of an image. The present research explores the potential of a newly developed spatial segmentation based on Local Binary Pattern for geological unit identification. Spatial homogeneity of pixels plays an important role in spatial segmentation. In this thesis, homogeneity is defined using the concept of texture. This leads to the Local Binary Pattern Operator, based on a rotation invariant texture model. Multivariate case of this approach help in spatial segmentation with a reasonably good performance for information extraction. Segmentation has been carried out on remotely sensed images from Landsat TM and Aster for the Southern Mongolian arid region. Appropriate band combinations for multivariate Local Binary Pattern have been used in delineating geological units of the region. Closest Distance Metric, an edge validation algorithm has been implemented. It finds possible matchings between two images in relation to distances between edges. Segmented images have been assessed using reference data from a geological map. The algorithm is highly sensitive for over-segmentation, which leads to a low similarity value. However, another accuracy measure, Boundary Fit Index results in 52% of boundary fitting. It shows that image segmentation if done properly could improve geological maps.
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Chapter 1



Story begins here 1.1



Introduction



Image processing is a stimulating and beneficial modern scientific development. Segmentation of processed images is a significant and important part of it. Image processing techniques that perform image segmentation, extract information from an image. The output image contains less information than the original one, but the little information it contains is much more relevant to our need in several applications, than the information that is no longer included [27]. The exact purpose of image segmentation is either to extract the outlines of different regions in the image based on homogeneity, or to divide an image into regions which are made up of pixels which have something in common. These characteristics could be, for example, similar brightness or colour, roughness, material, texture. As such, these regions may correspond to the same object or facet of an object at the earth surface. Rapid development of acquiring high resolution imagery, enables one to have much more detailed information of the area of interest. Apparently, information extracted from pixel-based approach may not always respond well to a specific application. Therefore, object based approach may be of more interest to study. In this sense, for object identification in a remotely sensed imagery, segmentation plays a main role. Remote Sensing application for geological mapping and/or exploration in Mongolia is rapidly increasing during the last decade. An explanation is the availability and accessability of satellite images with high spatial and spectral resolution, together with GIS tools. Meanwhile most information from previous geological surveys is in non-digital format. Hence, organizations are facing the problem of transferring all available data to digital format. A major drawback is the lack of financial and human resources. Remote sensing techniques are highly useful to map large and remote areas in which collection of ground observation is very difficult. On the other hand, because of geographical and political reasons, the geological preservation is in a good condition in Mongolia. For example, outcrop is, at the moment, very well kept in nature, in contrast to many other countries. Mongolian territory is geologically not studied very well, and only partially it has been studied in some more detail. A recent achievement is a 1:1 000
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000 scale geological map that has been newly produced and has been digitally available since 2000. A 1:50 000 scale geological mapping covers 15% of the total area and surveying work is still going on part by part. As mentioned before, nowadays, satellite imageries are increasingly used for the geological mapping. A demand is an accurate object identification of the imageries that helps to do an efficient field work. It can be provided by pixel-based conventional classification, and segmentation, moreover, object-based segmentation. Considering these demands and supplies, the present research work on segmentation based on texture for identification of geological units is carried out. It aims to contribute to the usefulness of image processing, specially, to answer a question to which degree a powerful new segmentation tool is applicable and useful for a specific geological application.



1.2



Problem definition



A potential application of the analysis of two dimensional textures is in remote sensing images. Only a limited number of examples of successful exploitation of texture exist [26], however, because texture in many real world applications is often not uniform, due to variations in orientation, scale, or other visual appearance. Therefore, grey-scale invariance is often important due to uneven illumination or large within-class variability. Also, recent research is directed to texture measures with low-computational complexity. Most approaches to texture classification assume that the training samples are identical to the unknown samples to be classified with respect to spatial scale, orientation, and grey-scale properties. However, textures can occur at arbitrary spatial resolutions and rotations, and they may be subjected to varying illumination conditions. Therefore, invariance with respect to the one or two of these properties has been studied in great number, but few studies exist where all three issues are addressed. Ojala et al. propose a theoretically and computationally simple approach, robust in terms of grey-scale variations [26]. They present a grey-scale and rotation invariant texture operator based on local binary patterns. Their work contributes in recognizing fundamental properties of local image texture as local binary texture patterns, and in developing a grey-scale and rotation invariant operator for detecting these patterns. Lucieer et al. proposed a segmentation procedure based on grey-level and multivariate texture for extracting spatial objects from an image [20]. These studies have shown that combining Local Binary Pattern (LBP) with variance (VAR), that LBP/VAR texture measure, and LBP complemented by three dimensional colour histogram (RGB-3D), are useful tools to classify image with different textures, even in a high resolution satellite imagery. For an efficient geological mapping and exploration, it is necessary to identify geological units on satellite images. Geological unit identification can be viewed as a segmentation process that takes into account the spectral and spatial characteristics of variation on the ground in the remotely sensed imagery.
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Since a powerful segmentation tool based on local binary pattern is available, it becomes worthwhile to explore its potentials, e.g. for identification of geological units in remotely sensed imagery. An important issue is to select proper band combinations for identifying a multivariate local binary pattern.



1.3



Research objectives



The present study aims to explore multivariate texture measures for identification of geological units in a satellite imagery. Assessment of the segmentation result will be carried out on both Landsat TM and Aster image segmentation results. An illustration is taken from the Southern Mongolian arid area.



1.4



Research questions



The following questions are formulated to meet the purpose of this study. 1. How does multivariate LBP texture measure apply to multispectral imagery? 2. How are the segmentation results to be validated? 3. How can a texture-based segmentation improve object identification of geological units? 4. What is the difference between segmentation results with different spatial and spectral resolutions for geological unit identification? 5. What is the proper selection of a combination of three bands for geological unit identification? 6. How do other segmentation techniques compare with the LBP segmentation in this particular study?



1.5



Prior work



An operation that checks individual pixels at an image whether they belong to an object or not, is called segmentation. It produces a binary image [16]. Three concepts for segmentation exist: pixel-based methods, edge-based methods, and region-based methods. Pixel-based methods only use the grey values of the individual pixels, edge-based methods detect edges, and region-based methods analyse grey values in larger areas. Thresholding is one a simple method based on the histogram of the pixel values to divide an image into uniform regions. If there is no clear-cut boundary between background and object in the histogram of an image, a hysteresis thresholding can be used that has two threshold values [27]. Based on the distribution of object and background pixels in the image, derivation of minimum error threshold or optimal threshold is studied well and its assets and drawbacks are well described in [27]. A method which does not depend on modelling
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the probability density functions has been developed by Otsu, and it has been developed directly in the discrete domain [27]. Textured regions, for segmentation purposes, use more than one attribute. Each pixel is represented by a point in a multidimensional space. Several clustering methods deal with multidimensional histograms studied. Region growing takes into consideration the neighbourhood of pixels, starting from seed pixels. Choosing a seed pixel is not straightforward in all cases. Therefore, split-and-merge methods, in contrast, do not need a predetermined number of regions or seeds. In contrast to studying similarities between pixels or, to segment an image by considering the dissimilarities between regions, edge detection determines the edges that separate different regions. The most common approach is based on estimating the first derivative of the image. To enhance the edges, Sobel masks and Canny filters are used for low levels of noisy images and noisy images respectively [27]. Maria et al. [27] concluded that region-based methods are more powerful when both similarity and spatial proximity are taken into account when deciding which pixels form which region. Segmentation can be further divided into unsupervised and supervised seg¨ mentation. Ojala and Pietikainen presented an unsupervised texture segmentation method, which uses distributions of local binary patterns and pattern contrasts for measuring the similarity of adjacent image regions during segmentation [23]. Several methods have been proposed earlier, such as Markov random field models [22], feature smoothing and probabilistic relaxation, multichannel filtering, neural network-based generalization of the multichannel approach, wavelets, and fractal dimension. Some of these approaches perform well for a small set of fine-grained texture mosaics, but prior knowledge is needed. This is difficult to collect properly in different images containing nonuniform textures. Ojala et al. have shown that excellent texture discrimination can be obtained with local texture operators and nonparametric statistical discrimination of sample and prototype distributions. This study is extended by theoretically very simple, yet efficient, multiresolution approach to grey-scale and rotation invariant texture classification [26]. All experiments tested the robust approach on real imageries with different textures but not on satellite imagery of the earth surface. Lucieer et al. [20] proposed a multivariate extension of the standard univariate LBP operator to describe colour texture, where the LBP operator, modelling texture, is integrated into a hierarchical splitting segmentation to identify homogeneous texture regions in an image . In their work, two case studies have been carried out using a LiDAR DEM and multispectral CASI image of a coastal area. They successfully derive a segmentation in a vegetation study.



1.6



Research approach



The research approach consists of three parts. The first part contains segmentation and edge detection. It considers a supervised segmentation using multivariate LBP measure based on band combinations of Landsat TM and Aster
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imagery. From these, edges are derived. The second part concerns ground truth data as reference data. It handles selection, digitization, and rasterization of the thematic data. The third part addresses, validation to assess segmentation results with edge comparison techniques. A methodology is illustrated by a diagram in figure 1.1.



1.6.1



Resources



Study area The study area is located in the Dundgovi aimag/province, Southern Mongolia (Figure 1.2). It lies between 105◦ 500 –106◦ 260 E longitudes; and 46◦ 010 –46◦ 180 N latitudes in geographical coordinates, and total area is 1415.58 square kilometers. Detailed information will be given in chapter 2. Data In this study a Landsat TM image and Aster image are used for segmentation. Detailed data description will be given in chapter 2. To validate the segmentation, ground truth data of the study area and secondary source are needed. For that purpose, geological maps at 1:200000 scale and at 1:1 million scale are available in hard format. These are digitized and converted to raster format. As I requested to have an updated geological map of this area for this study, the Geoinformatics center of the Geological School, at the Mongolian University of Science and Technology, provided an up-to-date interpreted geological map, which is based on their experience and field knowledge, traced directly on Landsat TM data. Software In the present study the following software has been used to handle the segmentation results as well as validation of the segmentation: 1. Erdas Imagine 8.6, 2. ENVI 3.6, 3. and Parbat 0.2 developed by Drs. Arko Lucieer.



1.7



Research scope and limitations



This research work considers identification of geological units in arid area. It is a relevant and useful topic to address in Mongolia, because it concerns a large area in the Southern part of the country, that is almost non-vegetated, and land cover consists of different rock types. Remotely sensed imagery used in this study is Landsat TM, acquired in 1993, and Aster SWIR, acquired in 2003 both have different spectral resolutions. For validation we use geological map as a reference. Outcomes of the multivariate LBP segmentation are an object image
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Figure 1.1: Methodology
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Figure 1.2: Location of the study area; Baga Gazar in Landsat TM imagery, RGB-321
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and an uncertainty image. The uncertainty information from segmentation result is not considered in this study.



1.8



Thesis structure



The thesis is organized as follows: Chapter 1. Story begins here gives an overview of the research work, problem definition, research objectives followed by questions, prior work, methodology, and thesis structure. Chapter 2. Study area and data description describes data those used in this study consist of both remotely sensed imageries of different sensors, and reference data used for validation of segmentation as well. Chapter 3. Segmentation presents the segmentation techniques, specially the LBP measure, its multivariate case and introduces possible segmentations of geological units. Chapter 4. Edge validation deals with validation technique for the segmentation results. Chapter 5. Experimental results includes an analysis of the results obtained from the experiments. Chapter 6. Discussion presents achievements, and scope and limitation of this study, and future works. Chapter 7. Conclusions and recommendations draws some conclusions from the study results obtained.
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Chapter 2



Study area and data description 2.1



Study area



The study area is located in the Dundgovi aimag/province, Southern Mongolia. It lies between 105◦ 500 –106◦ 260 E longitudes; and 46◦ 010 –46◦ 180 N latitudes in geographical coordinates. The total area is 1415.58 km2 . In this study all the maps georeferenced to UTM, WGS-84 map projection, and north zone of 48. By the UTM map projection system, the area covers 565211.0–611261.0 E, 5127864.0–5097174.0 N. This area is one of the most beautiful places in the province. The central point of the study area is located about more than 200 km far from Ulaanbaatar. As described by N. M. Prjevalsky [24, in [28]], ”Northern part of Mongolia has the same characteristics of Siberia, but in the southern part starting from Ulaanbaatar, real Mongolian nature starts (cleanly) at the vision of unbounded steppe that slightly waving, notchy beds, rocky hills that go to bluish obscured distance into horizon. Steppe zone extends till 200 km to reach the Gobi region.” The study area belongs to the arid, mountainous-steppe zone. The height of mountains differs from 1300 m to 1700 m. The highest point is the Baga Gazar rocky mountain (1767.7 m), the second highest is the Ikh Delger mountain (1701.8 m). The Baga Gazar mountain is a huge granite massive. A partial view is illustrated in figure 2.1. Small hills with a rounded top are dominant. They are separated by small valleys without water flow. In this area weathering and erosion are intensive. In this region no permanent network of ground surface water exists. Only through the dry pebbles in the valleys between hills, some small streams temporarily feed by rainfall water. During heavy rainy periods, streams with temporary flow bring much material through their flow as a result from weathering. Average width of streams is 0.5–1.0 m, maximum depth is 20–30 cm. Some wells exist with an average depth of 1–3m. There are many salty lakes, that occur temporarily, and dry out during the dry season. The annual average temperature is −0–2◦ C, the annual rainfall is 200–250
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Figure 2.1: Central part of the Baga Gazar granite massive (above) and its horizontal joints (below)
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mm on average. According to observatory information this amount is reducing during the last 5 years. In this area, geological mapping and surveying has been done in the 1950’s and 1970’s at a scale of 1:200 000 partially. In the following some descriptions on geology are given, based on this report. The study area consists of sedimentary, metamorphic, and igneous rocks. Based on lithological and petrographic studies of the rock complex, their bedding and the relationship between bed rock and unconsolidated sedimentary cover, the study area can be divided into the following age units [28]: 1. Paleozoic deposit • mid-Paleozoic deposit • Permian deposit 2. Mesozoic and Cenozoic formation • Early Cretaceous deposit • Unseparated Tertiary-Cretaceous deposit • Quaternary deposit Intrusive rocks represented by large body in the study area.



2.2 2.2.1



Remote Sensing data Reasoning



Since our purpose is identification of geological units, after examination of goals and objectives of the study, the best compromise should take care of Landsat TM and Aster data, considering geological maps, working experience and knowledge of the area. Landsat TM scene has been acquired 13 May, 1993 and path row are 131 and 28 respectively. The Aster data acquisition date is 21 May, 2002 and production level is L1B. Detailed information of satellite imageries is given in the following sections 2.2.2 and 2.2.3. Radiance and reflectance: Reflectance characterizes the state of natural surfaces. Reflectance of most objects was measured throughout the solar spectrum both in laboratory conditions and in the field. Conventional radiometers can be used to measure the radiance of objects observed in a specific spectral range and to measure received irradiance. Rocks: Rocks are formed from minerals but their surface is greatly modified by actions of atmospheric agents. In outcrop regions, “natural” rocks rather than pure minerals occur. The alteration of rocks creates a surface film known as a patina which is created by the products of the decomposition of minerals and some impurities. Reflectance is modified by this patina: patina increases reflectance for dark rocks (basalt) and reduced it for light rock. The presence of moss changes measures as well. The presence of water in the moss or the alteration layer is revealed by absorption bands at 1.4 µm and 1.9 µm. Rocks are
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often covered with vegetation so that they cannot be observed directly. They can sometimes be differentiated by means of a study of the associated vegetation. Overview of geological applications of Remote Sensing (RS): Geology is a broad field, and hence the information needs of the geologist cover a wide range. Spectral data gathered through RS can provide information about many features of the Earth’s surface that are of interest to the geologist. Furthermore by combining surface observation with geologic knowledge and insights, geologists are able to make valid inferences about subsurface materials. “Synoptic view” can be defined as the broad view that enables in a regional or even continental scope. There are many application areas of RS in geology, for example, mapping geological structure; tectonic analysis of large areas; locating seismic and other geophysical traverse; planning field logistics; guiding selection of land acquisitions and permits; focusing the efforts of mineral and petroleum programs (low vegetation areas); exploration of hydrocarbon deposits; exploration of metallic and non-metallic mineral resources; search of ground water supply; assessment of geological hazards (volcanic and seismic activity). For these, clues to geologists are geological features, geological properties, and geochemical indicators. Advantages of RS for the geological mapping are, quickly and comprehensively provide the images of vast and inaccessible areas, and used to identify critical places for detailed survey.



2.2.2



Landsat TM data



The Landsat programme is the oldest space-borne Earth Observation programme. It has been served and used for many applications. Examples include land cover mapping, land use mapping, soil mapping, geological mapping, sea surface temperature mapping. In 1999 Landsat-7 was launched carrying the ETM+ scanner. This has a panchromatic 10 m resolution band. Landsat-5 and -7 are operational this time [3]. Taking advantage of Landsat Thematic Mapper, with its thermal infrared band, land cover and land use mapping preferably use data from this satellite. Thermal data are required to study energy processes at the Earth surface. Band 7 is out of place in the progression of wavelengths, because it has been added later on, at the request of the geological community [30]. This band is potentially useful in geological mapping [8]. Landsat TM data are worldwide used, especially in developing countries, because of availability with low cost [6]. Table 2.1 gives the principle applications of the TM bands. In the figure 2.2 the Landsat TM 432 false color composite image of the study area is shown.



2.2.3



Aster data



Aster stands for Advanced Spaceborne Thermal Emission and Reflection Radiometer. The Aster sensor, operating on board of the Terra platform, has collected an extensive global image catalog over the past few years of its operational life [36]. The multispectral Aster covers a wide portion of the electromagnetic spectrum, covering the visible-near infrared, the shortwave and the
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Table 2.1: TM on LANDSAT 4 and 5: Wavebands and Applications Band no.



Description



Spectral range (µm)



Features and Applications



1.



Blue



0.45-0.52



2.



Green



0.52-0.60



3.



Red



0.63-0.69



4.



Near IR



0.76-0.90



5.



Near Middle IR



1.55-1.75



6.



Thermal IR



10.4-12.5



7.



Middle IR



2.08-2.35



Good water penetration, strong chlorophyll absorption. Mapping of coastal water areas. Differentiation between soil and vegetation. Differentiation between contours and deciduous vegetation. Matches green reflectance peak of healthy vegetation; Sensing the health of vegetation Chlorophyll absorption band; Very strong vegetation absorption. Differentiation between plant species thank to the chlorophyll absorption assessment Complete absorption by water; High land/water contrast very strong vegetation reflectance. Survey water body delineation Very moisture sensitive. Differentiation between clouds and snow cover. Measurement of vegetation moisture and soil moisture; reflectance of most rock surfaces Thermal imaging and mapping. Information on plant stress. Thermal data on geological information Good geological discrimination. Hydrothermal mapping. Rock type discriminations (mineral and petroleum)



Table 2.2: Benefits of TM for geological applications Band no.



Applications



1.



Water body penetration and monitoring of suspended material: useful for differentiating soil from vegetation Reflectance peak of vegetation in the VIS for vigor assessment, important for evaluating vegetation as a secondary indicator; possibility of measuring elevated metal content of rocks Detection of elevated metal content of rocks; structural analysis Vegetation stress as secondary indicator for geological phenomena; iron oxide and hydroxide detection Indicative of vegetation moisture content and soil moisture; mapping of clays as a secondary indicator for hydrothermal anomalies; maximum reflectance of clays series Thermal emissive band for vegetation stress analysis, soil moisture discrimination; important for the differentiation of many rocks classes (e.g., silicate/non silicate) Possibility of discriminating between rocks types by detecting, for example, OH bearing minerals, clays and micas in layered silicates, kaolinite and montmorillonite in soils



2.



3. 4. 5.



6.



7.



13



2.3. Reference data



Figure 2.2: Study area in Landsat TM imagery, RGB-432 (NUTM, 48)



thermal infrared in 14 discrete channels. Apart from this an along track backward looking near infrared image is also recorded. Bands 3B and 3N bands are a pair of stereo images from which a Digital Elevation Model (DEM) can be generated. Aster data providers do different levels of pre-processing on the row data. Aster product, Level 1B contains radiometrically calibrated and geometrically co-registered data for all ASTER bands. This product is created by applying the radiometric and geometric coefficients to the Level 1A data. The bands have been co-registered both between and within telescopes, and the data have been resampled to apply the geometric corrections. As for the Level 1A product, these Level 1B radiances are generated at 15m, 30m, and 90m resolutions corresponding to the visible and near infrared (VNIR), shortwave infrared (SWIR), and thermal infrared (TIR) bands [37]. The SWIR bands are characterized by spectral features of many common anionic constituents of minerals. This various anion groups form the bulk of the earth’s surface rocks. Since the study focussed on geological unit identification, therefore, the ASTER SWIR bands are highly useful to extract information on rock, soil types. In figure 2.3 the Aster SWIR band combination 9, 6, 4 is shown.



2.3 2.3.1



Reference data What do we have basically?



As mentioned in section 1.6.1, reference data for segmentation have been selected out of available geological maps at different scale. 1:200 000 scale geological map could be used but, being made in 1974 and 1956, it covers the
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Table 2.3: Aster wavebands and descriptions Subsystem



Band no.



Spectral Range (µm)



Radiometric Uncertainty



Spatial Resolution



VNIR (visible to near infrared)



1 2 3



0.52–0.60 0.63–0.69 0.76–0.86



< 0.5% < 0.5% < 0.5%



15 m



SWIR (shortwave infrared)



4 5 6 7 8 9



1.60–1.70 2.145–2.185 2.185–2.225 2.235–2.285 2.295–2.365 2.36–2.43



< 0.5% < 1.3% < 1.3% < 1.3% < 1.0% < 1.3%



30 m



TIR (thermal infrared)



10 11 12 13 14



8.125–8.475 8.475–8.825 8.925–9.275 10.25–10.95 10.95–11.65



< 0.3K < 0.3K < 0.3K < 0.3K < 0.3K



90 m



Figure 2.3: Study area in Aster SWIR imagery, RGB-964 (NUTM, 48)
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western and eastern part of study area separately. Due to large subjective differences in interpretation, these two maps do not match between each other (Figure 2.4). Next, a 1:1 million scale geological map is too generalized according to its small scale to compare with segmentation result. The 1:1 million scale geological map is shown in figure 2.5. Therefore, I have eliminated these from the reference data. Next, an updated geological map has been selected as a reference in this study. The updated geological map is illustrated in figure 2.6. It is digitized and then rasterized to have the same format as segmented images. The following geological units occur on the updated geological map and illustrated in the figure 2.6 as well: 1. Sedimentary rocks • Cenozoic deposit – – – –



Q4 — Quaternary Lakes sediments Q — Quaternary sediments E2 — Eocene (middle Palaeogene) E1 — Miocene (lower Palaeogene)



• Paleozoic and Mesozoic deposit – P-T — Permian & Triassic formation 2. Volcanic rocks – K2 — Upper Cretaceous basalt – K1 — Lower Cretaceous basalt – aT3-J1 — Upper Triassic & Lower Jurassic andesite 3. Intrusive rocks – yT3-J1 — Upper Triassic & Lower Jurassic granite – yPR — Proterozoic granite



2.3.2



Getting reference images



The following steps are taken to get the rasterized edge map for the reference edge map. Steps: 1. Digitize the geological units as polygon in ArcView GIS in .shp file format. 2. Import it into ArcGIS via ArcCatalog (Personal Geodatabase, feature class) 3. In ArcGIS using Spatial Analyst tool convert this feature class to raster format, for instance, .img file format via Feature to Raster options. 4. Convert .img file into .bsq file format. This raster format enables to work in the ENVI and the Parbat software.
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Figure 2.4: 1:200 000 geological map of the study area, western part is surveyed in 1975, and eastern part is surveyed and mapped in 1956



Figure 2.5: 1:1 million scale geological map of the study area, 2000
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Figure 2.6: Updated geological map of the study area, 2003
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Segmentation: Multivariate LBP operator 3.1



Image segmentation



Typically the term segmentation describes the process, both human and automatic, that separates zones or regions in an image showing some characteristics with respect to a certain evaluation function [10]. These characteristics could be, for example, similar brightness or colour, roughness, texture. Here, we will discuss segmentation in image processing, i.e, automatic segmentation techniques. Segmentation used for many applications, for example, medical diagnoses, image compression, mapping and measurement. Segmentation techniques are used to identify and extract objects in a remotely sensed imagery. Segmentation differs from classification, as spatial contiguity is an explicit goal of segmentation whereas it is only implicit in classification [20]. Segmentation is the division of an image into homogeneous regions or categories, which correspond to different objects or parts of objects. Pixels in the same category have similar gray scale or multivariate (spectral) values or belong to a similar pattern and form a connected region. Segmentation techniques could be divided into spectral and spatial segmentation. Thresholding, clustering and classification, edge-based segmentation, contextual classification belong to the spectral segmentation, whereas region growing, split-and-merge, mathematical morphology belong to the spatial segmentation. Thresholding and clustering techniques are pixel based, and latter two consider pixels in the neighbourhood. Contextual classification does reclassification, and information of neighbouring pixels is used to determine the class in post-classification. Contextual classifiers that rely on macro models for the behaviour of the classes, such as Markov Random Fields, are of great interest as smoothing process over an initial classification image [4], [7], [17], [35]. Since pixel-by-pixel approach ignores potentially useful spatial information between pixels, object-based approaches have become popular with the increase of high resolution imagery in remote sensing. Spatial homogeneity of pixels plays the most important role in spatial segmentation, and this is widely used in remote sensing. In contrast to pixel based approach, objects or segments are
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formed because of their spatial correlation, not only because of their thematic similarity.



3.1.1



Texture



Thus, how to define homogeneity? There are some properties which makes up homogeneous region, such as mean reflection of a region, covariance matrix of a region, shape, pattern or texture. Patterns which characterize objects are called textures in image processing, i.e, texture is repetition of a pattern over a region. But the difficulty is pattern may not be repeated exactly, may have a set of small variations, or possibly as a function of position. It means, textures in real world are not often uniform, because size, shape, colour and orientation of patterns could vary over the region. There are five major categories for texture identification; statistical, geometrical, structural, model-based, and signal processing techniques. Randen and Husøy reviewed most major filtering approaches which are belong to signal processing techniques and performed a comparative study [29]. For the brief review, some nonfiltering approaches, which co-occurrence method and multiresolution autoregressive (AR), that model-based feature are presented. Cooccurrence matrix, which is belong to statistical methods, is one of the famous one. They said that, however, the co-occurrence and AR methods do have a significant computational complexity. They concluded that the important issue is computational complexity, therefore, the development of powerful texture measures that can be extracted and classified with a low computational complexity is very useful [29]. Recent studies [23], [26] show that complementary information of local spatial pattern and contrast, which is named as Local Binary Pattern (LBP ) plays important role in texture discrimination. It is supported by some studies on human perception that analyses images in terms of objects with similar characteristics that are texture orientation, coarseness, and contrast as perceptually important textural properties [26]. Lucieer et al. proposed a multivariate extension of the standard univariate local binary pattern operator to describe colour texture.



3.1.2



Texture Model



Starting from the joint distribution of gray values of a circularly symmetric neighbour set of pixels in a local neighbourhood, Ojala et al., derived an operator that is, by definition, invariant against any monotonic transformation of the gray scale [26]. It is recognized that this gray-scale invariant operator incorporates a fixed set of rotation invariant patterns. Their work contributed in recognizing that certain local binary texture patterns termed as a uniform are fundamental properties of local image texture and in developing a generalized gray-scale and rotation invariant operator for detecting these uniform patterns. The term uniform refers to the uniform appearance of the local binary pattern, i.e., there are a limited number of transitions or discontinuities in the circular presentation of the pattern. They mentioned that, these uniform patterns pro-
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Figure 3.1: Circularly symmetric neighbour sets for different (P, R)



vide a vast majority, sometimes over 90 percent, of the 3x3 texture patterns in examined surface textures. The most frequent uniform binary patterns correspond to primitive microfeatures, such as edges, corners, and spots. Therefore, they can be regarded as feature detectors. Gray scale and rotation invariant Local Binary Patterns Ojala et al. [23], [26], [25]start the derivation of the gray scale and rotation invariant texture operator by defining texture T in a local neighbourhood of a monochrome texture image as the joint distribution of the gray levels of P (P > 1) image pixels: T = t(gc , g0 , . . . , gP −1 ).



(3.1)



Where gray value gc corresponds to the gray value of the center pixel of the local neighbourhood and gi (i = 0, . . . , P − 1) correspond to the gray values of P equally spaced pixels on a circle of radius R (R > 0) that form a circularly symmetric neighbour set. If the coordinates of gc are (xc , yc ), then the coordinates of gi are given [20] by 2π 2π , yc + R cos }. (3.2) P P Figure 3.1 illustrates circularly symmetric neighbour sets for various (P, R). Common combinations of (P, R) are (4,1), (8,1) (corresponding to the 8 adjacent neighbours), (16,2), (24,3). When there duplicate pixels occur, those are removed from the neighbourhood set. {xc,i , yc,i } = {xc − R sin



Gray-Scale Invariance Without losing information [26], the gray value of the center pixel gc is subtracted from the gray values of the circularly symmetric neighbourhood gi (i = 0, . . . , P − 1), giving: T = t(gc , g0 − gc , g1 − gc , . . . , gP −1 − gc ).



(3.3)



Next, based on following assumption that differences gi −pc are independent of gc , factorization of (3.3) is taken place:
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T ≈ t(gc )t(g0 − gc , g1 − gc , . . . , gP −1 − gc ).



(3.4)



In practice, an exact independence is not warranted, therefore, the factorized distribution is only an approximation of the joint distribution. However, it is accepted that the possible small loss in information as it allows to achieve invariance with respect to shifts in gray scale. The distribution t(gc ) in (3.4) describes the overall luminance of the image, which is unrelated to local image texture. Hence, much of the information in the original joint gray level distribution (3.1) about the textural characteristics is taken by the joint difference distribution: T ≈ t(g0 − gc , g1 − gc , . . . , gP −1 − gc ).



(3.5)



Ojala et al. convinced that the above texture (3.5) is a highly discriminative texture operator. It records the occurrences of various patterns in the neighbourhood of each pixel in a P-dimensional histogram. From the description it is visible that for constant regions, the differences are zero in all directions. Consequently, on a slowly sloped edge, the operator records the highest difference in the gradient direction and zero values along the edge and, for a spot, the differences are high in all directions. Since signed differences gi − gc are not affected by changes in mean luminance, the joint difference distribution is invariant against gray-scale shifts. The invariance with respect to the scaling of the gray values (pixel values) is achieved by considering the signs of the differences instead of their exact values: T ≈ t(s(g0 − gc ), s(g1 − gc ), . . . , s(gP −1 − gc )), where



(



S(x) =



(3.6)



1, x ≥ 0 0, x < 0



By assigning a binomial factor 2i for each sign s(gi − gc ), (3.5) will be transformed into a unique LBP P,R number that characterizes the spatial structure of the local image texture: LBP P,R =



PX −1



s(gi − gc )2i .



(3.7)



i=0



LBP P,R operator is by definition invariant against any monotonic transformation of the gray scale, i.e., as long as the order of the gray values in the image stays the same, the output of the LBP P,R operator remains constant. Rotation invariance with uniform patterns The LBP P,R operator produces 2P different output values, corresponding to the 2P different binary patterns possibly, formed by the P neighbourhood pixels. When the image is rotated, a particular binary pattern naturally results in a different LBP P,R value. To remove the effect of rotation, i.e., to assign a unique ri . identifier to each rotation invariant local binary pattern they defined LBPP,R
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It was initial achievement to have rotation invariance. Readers for detailed inri formation referred to [26]. Their practical experience has shown that LBPP,R does not provide very good discrimination of texture. Certain local binary patterns that are fundamental properties of texture, called uniform since they have one thing in common, that uniform circular structure contains very few spatial transitions. Uniform patterns are illustrated on the top row of Fig 3.2 (36 unique rotation invariant binary patterns) which gives total number of 9, that P + 1, where P = 8 here. They function as templates such as 0 as bright spot, 8 as dark spot or flat area, and 7 as edges. To define the uniform patterns, they introduce a uniformity measure U , which corresponds to the number of spatial transitions or bitwise 0/1 changes in the pattern. If notations are gP = g0 , and Uc as uniformity measure for certain center pixel c then Uc is defined as Uc =



P X



|s(gi − gc ) − s(gi−1 − gc )|.



(3.8)



i=1



Patterns with Uc value of at most 2 are designated as uniform, and Ojala et al. proposed the following operator for gray scale and rotation invariant texture description ( P P −1



LBPc,j =



i=0 s(gi − gc ), if Uc ≤ j P + 1, otherwise



where, j = 2. By definition, P + 1 uniform patterns can occur in a circularly symmetric neighbour set of P pixels. LBPc,j operator thresholds the pixel in a circular neighbourhood of P equally spaced pixels on a circle of radius R, at the value of the center pixel. Nonuniform patterns are grouped under the label P + 1. In this study P is chosen by 8, due to practical limit in the software. There are certain considerations have to be taken into account on the selection of P . First, P and R are related in that the circular neighbourhood corresponding to a given R contains a limited number of pixels. Second, implementation in efficient way sets a practical limit for P . Ojala et al. explored P values up to 24. Rotation invariant variance measures of the contrast of local image texture Most approaches to texture classification or segmentation assume that the unknown samples to be classified or segmented are identical to the training samples with respect to spatial scale, orientation, and gray scale properties. But the real world textures are not often uniform. Textures can occur at arbitrary spatial resolutions and rotations and with varying illumination conditions. The LBPc,j operator is grayscale invariant measure. It is an excellent measure of the spatial structure of local image texture, but it, by definition, does not address the contrast of the texture. Hence, performance of the LBPc,j can be further enhanced by jointly with a rotation invariant variance measure (V ARc ) that characterizes the contrast of local image texture [26]. A rotation invariant measure of local variance is:
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V ARc =



−1 1 PX (gi − µ), P i=0



(3.9)



−1 gi . where µ = P1 Pi=0 Since LBPc,j and V ARc are complementary, their joint distribution (LBPc,j , V ARc ) is expected to be a very powerful rotation invariant measure of local image texture. It is shown to be very powerful texture measure for texture classification and segmentation by experimental results in Ojala et al. and Lucieer et al’s work [26], [20]. Ojala et al. point out that in their study restriction was to using only joint distributions of LBPc,j and V ARc (notations riu2 and V AR are LBPP,R P,R respectively, in original paper) operators that have the same (P, R) values, though, there is nothing to prevent using joint distributions of operators computed at different neighbourhoods. In this study, joint distribution of the two complementary LBPc,j and V ARc operator computed over an image as a final texture measure. The joint distribution of (LBPc,j , V ARc ) is approximated by a discrete two-dimensional histogram of size P + 1 by b, where P is the number of pixels in a circular neighbourhood, and b is the number of bins for V ARc . Choosing the number of bins, b, plays an important role in quantization of the feature space. If b is too small, the histogram will lack resolution and V ARc feature will add very little discriminative information. However, since the number of pixels contained in the image is limited, go to the other extreme does not make sense, then histograms become sparse and unstable. In this study, the number of bins b will be computed by taking the total feature distribution of (LBPc,j , V ARc ) for the whole image following Ojala et al. [24].



P



Texture similarity For texture classification, evaluation of the dissimilarity of sample and model histograms as a test of goodness-of-fit, is, measured with a nonparametric statistical test. The sample is a histogram of the texture measure distribution of an image window to be labelled. The model is a histogram of a reference image window of a particular class. Using a nonparametric statistical test enables us to avoid any possible erroneous assumptions about the feature distributions. The log-likelihood ratio statistic, that known as G-statistic [34] indicates the probability of that, whether the two sample distributions come from the same population or not: the higher the value, the lower the probability that the two samples come from the same population. Thus, more similarity of two histograms, give the smaller value of G. Lucieer et al. say that the window size should be appropriate for the computation of the texture features [20]. Bigger the window size, higher the probability of containing a mixture of textures in that region. This can bias the comparison, since the reference textures contain only features of individual patterns. Besides, if the window size is too small it is impossible to calculate a texture measure. In between this constraint, defining an optimum size for segmenting the entire image is impossible, therefore, classifying regions of a fixed
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window size is inappropriate ([1] in [20]). Alternatively, Lucieer et al. used a top-down hierarchical segmentation process, as discussed in the following section. They mentioned it offers a very suitable framework for classifying image regions based on texture.



3.1.3



Texture based image segmentation



Segmentation technique can be classified into unsupervised, supervised, and split-and-merge segmentation methods. Unsupervised segmentation is an extraction of unlabelled homogeneous objects. Usually, number of regions to be classified is needed. Supervised segmentation uses explicit knowledge about the study area to train the segmentation algorithm on reference texture classes. In this kind of approach, segmentation and classification are combined and objects will be labelled. Split-and-merge segmentation consists of a regionsplitting phase and an agglomerative merging phase [19], [15]. Aguado et al. ([1] in [20]) introduce a segmentation framework with topdown hierarchical splitting process based on minimizing uncertainty. In this study as Lucieer et al. use for their study, that combined LBPc,j , V ARc texture measure and the segmentation and classification framework will be utilized for obtaining segmentation. Similar to split-and-merge segmentation each square image block in the image is split into four sub-blocks forming a quadtree structure. The criteria to make division of a certain image block is based on a comparison between the uncertainty of the block and the uncertainty of the subblocks. Uncertainty gives a measure that reflects the potential classification ambiguity of image regions. Image segmentation processes such that classification uncertainty is minimized, where uncertainty is defined as the ratio between the similarity values, computed from an image block B and from the two most likely reference textures (3.10) [20]. This uncertainty measure is also known as the Confusion Index. The reference textures are histograms of LBPc,j , V ARc of characteristic (reference, model) regions in the image. G-statistic is applied to test for similarity between an image block texture and a reference texture. Uncertainty UB is defined as G1 (3.10) G2 where G1 is the lowest G value of all classes (highest similarity) and G2 is the second lowest G value. By definition, if G1 and G2 are very similar, UB goes to approximately 1. In this case, since uncertainty is higher the decision of classifying the region is ambiguous. The uncertainty in classification decreases if the difference between these two texture similarities increases. The subdivision of each image block is based on the uncertainty criterion. An image block is split into four sub-blocks if UB =



1 UB > (USB1 + USB2 + USB3 + USB4 ), (3.11) 4 where UB defines uncertainty obtained, if the sub-blocks are classified according to the class obtained by considering the whole block B. Right side of



25



3.2. A multivariate texture model



Figure 3.2: The neighbourhood set for the multivariate case



the equation 3.11 defines uncertainty if the sub-blocks SB1, SB2, SB3 and SB4 are classified by the classes obtained by the subdivision. Therefore, only if an image block is composed of several textures, subdivision will take place. Since image blocks in the boundaries of textures contain a mixture of textures, uncertainty at the boundaries always high as well as classification is uncertain. Accordingly, blocks having at least one neighbouring region of a different class will be subdivided ([1] in [20]). At the end, a partition of the image of objects labelled according to the reference texture classes will be obtained [20]. Object consists of many building blocks, those having information about object uncertainty. Hence, the spatial distribution of building block uncertainties within an object gives information about spatial uncertainty. UB is used to depict the ambiguity with which object block is assigned to a class label. This is the information about thematic uncertainty of the building blocks.



3.2



A multivariate texture model



The LBPc,j texture measure gives a texture description of a single band. Due to necessity of using multiple bands of remote sensing images, Lucieer et al. [20], propose a new texture measure LBPmc , based on LBPc,j , describing colour texture or texture in three bands. It considers the spatial interactions of pixels within not only one band, but also the interactions between bands. Hence, the neighbourhood set for a pixel consists of the local neighbours in all three bands. The local threshold is taken from these bands. It makes up a total of nine different combinations shown in figure 3.2.
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This gives the following operator for a local colour texture description: LBPmc =



nb PX −1 X



s(gi,j − gc,k ),



(3.12)



j,k=1 i=0



where nb is the number of bands, here nb = 3, and summation is done over the different bands. A central pixel in a particular band is compared with neighbourhood pixels in all the different bands. A total of nine LBP values (when, nb = 3, where an LBP value is calculated based on the threshold of a centre pixel in one of the bands with a set of P neighbours in one of the bands) are obtained and summed to derive LBPmc . The histogram of LBPmc occurrence is computed over an image or a region of an image, and describes the binary colour pattern feature. It contains P × 32 bins, e.g., P = 8 results in 72 bins. This measure is completed with contrast and variance, including the colour histogram, RGB − 3D. Each 8-bit band is quantized into 32 levels by dividing the pixel values by 8., resulting in a three-dimensional histogram with 323 entries. G-statistic is used as a similarity measure for the LBPmc and RGB − 3D histogram. They applied the similarity sum of the two G-statistic values in the top-down hierarchical splitting process of the segmentation algorithm to obtain image block class labels and uncertainty values. They used a 512 by 512 pixels, three-band image with a composition of five different colour textures to illustrate the solution for different colour textures classification. Interested readers for more detailed information referred to [20]. They concluded that, overall, the colour texture operators performs well.



3.3



Segmentation for geological unit identification



We are interested in segmentation that takes into account the spectral and spatial characteristics of the ground in the remotely sensed imagery for identification of geological units. To do so, multispectral LBP segmentation is chosen, because this operator is assumed to have well performance on segmentation based on texture. To have more information about geological units in the imagery, different band combinations of Landsat TM and Aster data are explored and studied. For the Landsat TM data, bands giving more information on geological units are band 7, 5, and 1 and usually, band combination 7, 5 are taken with one of the other bands for multiband segmentation. Results and comparison of these segmentation are illustrated and discussed in section 5.1. Out of Aster bands SWIR bands are more interesting for the geological unit identification, which is ranging from 1.60µm–2.43µm. This range falls in the quite similar and closer range as Landsat TM band 7, and 5. Aster VNIR bands (1, 2, 3) are having higher spatial resolution but, spectrally don’t reflect much on geological units.



3.3.1



Log Residual transformation



To analyse spectral responses of surface cover types using Aster SWIR data it is necessary to apply log residual algorithm, which reduces noises from topog-
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raphy, instrument and sun illumination ([13] in [21]). The result from this is assumed to be more representatives of the soils or lithologies of the study area. There are two steps in the log residual algorithm. First, generate an addition band to the bands of the Aster data. For example, to apply log residual to the Aster SWIR 6 bands data, an additional seventh band (AVG) is generated, which is the average of the all the input six bands. Second, applying the log residual formula to the SWIR bands. Instead of geometric means arithmetic means are used in the log residual algorithm by following formula: O=



I·mean(AV G) , AV G·mean(I)



(3.13)



where I=1. . . 6, those SWIR bands. O is output bands. It is not recommended to apply log residual on VNIR and TIR bands [21]. Log residuals applied on Aster SWIR data. Value range of log residuals is 0.75–1.25, and it differs from band to band. Due to technical requirement for the LBP multispectral segmentation, it was not able to handle segmentation on log residual image.



3.3.2



De-correlation stretching



The decorrelation stretch has found increased usage, primarily for the multispectral imaging systems that have closely spaced channels in the spectral region, and thus, extremely high inter-channel correlation [2]. The decorrelation stretch reduces the inter-channel correlation and stretch the dynamic range to the full extent which enhances the color variation and improve the visualization for interpretation [12], [11]. Decorrelation stretch is applied to both the Landsat TM and Aster data. It is expected to give higher accuracy segmentation because color enhancement is done as important factor for multivariate LBP operator.



3.4



Edge map derivation



Above segmentation result gives object map, and uncertainty map as mentioned in 3.1.3. There are two ways of having edge map in the sense of data range, one is binary edge map, the other one is gray scale edge map. Gray scale edge map could be generated from uncertainty map, using linear transform or using look up table, which is multiplying uncertainty value of each pixel by 255, and taking the round integer value, that ranges 0-255 of gray scale. A binary edge map is derived from a object image, which have boundary width of 2 pixels. In this study the binary edge maps both from segmented image and reference image are analysed in validation.
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Edge validation Since we obtained edge maps from the segmentation, appropriate validation techniques were looked to assess the segmentation results. We implemented the Closest Distance Metric (CDM) to assess the similarity between edge images.



4.1 4.1.1



Distortion metrics Overview



Evaluation of segmentation performance is indispensable and thus it is an important subject in the study of segmentation [38]. Zhang studied different methods have been proposed for segmentation evaluation [38]. He classified the evaluation methods into two categories: the analytical methods and empirical methods. The analytical methods directly assess segmentation algorithms through analysis of their principles. The empirical methods indirectly assess the segmentation algorithms by comparing to test images. Following Zhang’s classification, discrepancy methods are one category of empirical methods. Discrepancy methods of validation techniques have been initiated for an image comparison between an obtained and a desired image. The measures belong to the discrepancy methods are also called distortion metrics. Obtained images are results from different image segmentations based on different algorithms and their modifications [32]. The desired image is sometimes called the ground truth (GT) image or the reference image. Using validation, one is able to say whether an implementation is suitable or not, this being based on a careful study of the comparisons. Many distortion metrics are pixel-based metrics. This kind of metrics compares every position of undistorted edge with every distorted edge. Examples of this kind of metrics are the Signal to Noise Ratio (SNR) and the Peak Signal to Noise Ratio (PSNR). Simplicity of these metrics may in some cases cause misleading quantitative distortion measurements, if the position of the edges in the application are not crucial. The reason for this is that a small displacement in their location may have little influence on the extraction of objects from the processed images. In such a case, if edge locations are slightly offset, pixel-based metrics would return a very high and unrealistic error.
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In contrast to pixel-based metrics, also several algorithms have been proposed to evaluate the segmentation performance. These methods study the location, size, and shape of the objects of the image in comparison the obtained image by the segmentation with a ground truth image. The GT image is obtained by manually defining the position of the ideal edges. In this study GT is also manually obtained. However, the geological map is to seme degree subjective, depending on an interpreter’s experience, and on prior knowledge of the study area. In the validation we will therefore use the term ‘reference map’ instead of GT. Three main factors are important during a performance evaluation: the detection rate, the false alarm rate, and the localization error for detected edges. The detection rate refers to exactly matching pixels between segmented image and reference image. The false alarm rate takes into account of unmatched pixels in reference image. The localization error concerns difference in position of the detected edge and reference edge. Discrepancy measures which do not take into account the localization error for the detected edges may give equal discrepancy values for images segmented differently. One of the discrepancy measure which allows to detect the localization error is the Figure Of Merit (FOM), proposed by Pratt [38]. One of the problems with FOM is that it allows more than one detected edge pixel to correspond to the same reference edge pixel. Consequently it may produce misleading discrepancy values. The distance transform-based technique which allows a multiple-to-one correspondence between detected edge pixels and the reference edge pixels, gives also unrealistic measured values [18]. Considering this kind of problems of the correspondence result, a restriction could be that one detected edge pixel in the segmented image to be associated with one reference edge pixel. Bowyer et al. [5] proposed a one-to-one matching between edge pixels obtained by an edge operator and the edge pixels of the reference image, whereas an edge pixel has multiple potential matches. In this procedure, the closestdistance match is chosen. Bowyer et al. mention, based on their experience, that the method used in matching changes the count of the false and true edge pixels slightly, but does not affect the overall evaluation of edge detectors. Liu and Haralick [18] present a method based on a combinatorial assignment to deal with the correspondence between reference edge pixels and detected edge pixels. Taking the solution from the combinatorial problem of finding the optimal matching of the edges seems an appropriate way [32]. In their experiments, first setting of the algorithm is, if the detected edge pixel has exactly the same pixel location in the reference edge, the edge pixel is correctly identified. Thereafter, it makes an automatic matching. Then, they apply the optimal matching algorithm after the first setting. Therefore, these exactly matched locations will be eliminated from the matching possibilities of remained edge pixels. This first setting may mislead to misclassify of matching, that gives overall solution suboptimal [32]. This is the problem that results less value of optimal matching. Nevertheless, it is acceptable that, this first setting is reducing the calculation time to find all possible matchings in combinatoric assignment.
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Prieto M. S. and Allen A. R. [32] proposed a metric for the evaluation of the similarity between edge images. It allows a small localization error. It will be discussed in the following section.



4.1.2



Pixel Correspondence Metric



The proposed metric is a novel similarity metric aimed at overcoming the above mentioned problems [32]. In contrast with [18], the method to find an optimal matching is designed to take into account not only the distance between the edges, but also the difference between their edge strength value. The reason for using these two values is that the use of gray scales on an edge map is sometimes useful. Some edge operators detect potential edges and then apply thresholding, i.e., binarization to eliminate those are not relevant to analysis. But these eliminated edges would be as important as relevant edges. An optimal matching is a matching with minimal cost among all possible matching. The search for the optimal matching is very complex process. Prieto et al. treated weighted matching in bipartite graphs as a problem of minimum cost finding [32]. Once they build up a valid representation of the edge pixels, and their relations in two edge maps as a graph, the finding optimal matching is equivalent to finding the solution over the graph using any algorithm able to do so. Many algorithms have been developed to find the optimal matching in bipartite graphs [31] with a different complexity. Better algorithms with a better performance have been developed as well. One of these is conceived by Gabow and Tarjan [9]. Computation complexity of this algorithm depends on number of pixels from both images, and number of pixels times the number of neighbours of each pixel, i.e., we allow discrepancy, and greatest value of edge. Prieto et al. considered its complexity, to lead to a requirement of too much memory to execute. Instead, they suggested an approximation to the optimal matching. In their experiment, they used this approximation. The main idea of approximation is divide the graph into subgraphs. As mentioned earlier, binary edge maps could be derived from these gray scale edge maps, using a thresholding technique to eliminate not relevant edges. Care should be taken, though, as those edges eliminated after binarization, could be important. For this reason, the use of gray scale edge maps for this technique allows having, a more reasonable estimation of the similarity between edge maps. Specially, gray scale edge maps could be derived from segmentation using the uncertainty image, shows potential sub-areas that could be a boundary of the units in the imagery. Although we would have gray scale detected edge maps, in this study, it is not possible to have a reference map as a gray scale edge map. A reference map in this study is a binary edge map. For this reason we simply consider discrepancy measures for binary edge images. In the following section the Closest Distance Metric (CDM) is introduced, which is implemented and used for the validation.
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Figure 4.1: Matching order based on distance in 5x5 window



4.2



Closest Distance Metric



4.2.1 CDM algorithm CDM builds a one-to-one matching between edge pixels obtained by a segmentation and edge pixels of the reference. It allows small shifts of edge pixels. First, for each reference edge pixel, the segmented image is inspected to find possible matches within neighbourhood set of an a priori defined window. In this study, a 5x5 window, with a neighbourhood set of 2 pixels in all directions is taken. For the reference edge pixel, all possible matches within the neighbourhood in the detected image, are taken and ordered based on the distance to the reference edge position. If in the ordering an exact match occurs, i.e., at the same position as the edge pixel in the reference image, there is an edge pixel in the detected image, and we assign a value 0 to that order. If we find a match in orthogonal neighbours in the distance of 1 pixel then it is assigned a 1st order. Next, diagonal neighbour match in the distance of 1 pixel is then assigned a 2nd order. In this way, a 3rd , a 4th , a 5th order are assigned according to the edge pixel position in the detected edge for the match of the reference edge pixel. It is shown in figure 4.1. The reason to order these positions during match finding, is to assign a preference during the process of finding possible matchings. If we can not find any match between the reference pixel and the detected edge pixel, that pixel is left unmatched, and taken into account as such later on in the overall metric. After taking all possible matches for each edge pixel in the reference, including their order, reference pixels are ordered again, with match according to their first possible matching order. Thus, we have an ordered set of reference pixels with ordered possible matches. From here, a one-to-one match finding starts. First, we will take the first possible match of the first reference pixel. Next, we check the first possible match of the second reference pixel, whether its position as a detected edge pixel is already chosen for the matching or not. If it is not chosen the most ahead possible match is taken. If this is already chosen then the next possible match is inspected. If we can not find any match for the reference pixel then it is left
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out and we continue for checking of the next reference pixel. This way, we can find the first possible one-to-one matching between reference edge and detected edge. Besides, this matching, a cost function is introduced to evaluate the costs for matching. For exact match, the cost is 0. Cost is introduced 0.1; 0.21; 0.22; 0.31; 0.44 for 1st –5th order match respectively. For unmatched pixels in both the reference edge and detected edge images, the cost is 1. Since matching between two images cannot always find a pair for every pixel, a cost of matching should take into account the cost of every match included in it and cost of all the pixels left unmatched from both images [32]. A Cost is calculated by summation of the number of unmatched pixels (number of unmatched pixels times 1), and the cost of a matching between reference edge and detected edge pixels. Let us say, L is the number of unmatched pixels. Then, T is the cost of matched pixels, that is summation of a cost of a match. The cost of the matching is formulated as follow: C(M (f, g)) = L + T,



(4.1)



where f and g are detected edge image and reference edge image respectively, M (f, g) is a found matching of edge pixels. By calculating of the cost of the matching, a similarity between the edge images is estimated: CDMη = 100 · b1 −



C(M (f, g)) c, |f ∪ g|



(4.2)



where η is the maximum pixel distance for the matching, C(M (f, g)) is the cost of the found matching, and |f ∪ g| is the total number of edge pixel in f or in g, i.e., union of f , g images. A general scheme of CDM algorithm is given by figure 4.2.
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Figure 4.2: A general scheme of CDM algorithm
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Experimental results In this chapter segmentation and validation results are discussed.



5.1



Landsat TM



Because of the split-and-merge algorithm, to be able to split an image recursively into square sub-blocks, the image has to be square and its dimensions should be 2n (see section 3.1.3). Thus, the image has been divided into 3 parts. The first part (part1) is the largest one, covering the western part of the study area. It has a size of 1024 by 1024 pixels. The other two parts are of a size of 512 by 512 pixels each, and adjacent to each other. Part2 is the north eastern part, part3 is the south eastern part. Based on the reference image, we selected a region of interest as a sample to construct a reference histogram for segmentation. A legend for sample classes is shown in figure 5.1, and its explanation is in section 2.3. Selection of sample classes is critical process for this purpose. In part1 if we see, on the geological map, 6 different units. The two E1 units however are very small, one unit is approximately 5 km2 , the other is 1 km2 . Totally, 6600 pixels occur in the E1 units. Therefore, a sample of 6 different units gives much noise in the segmentation. In other words, a few pixels taken as a sample for this class E1, can not independently represent its uniqueness in the histogram. The reason is that the reflectance of that small area is very similar to reflectance of another class, here the P-T samples. Therefore, class P-T is mixed with class E1, in the initial processing. If we take 5 classes without the small units, a better representation of geological units is obtained. This also happens the same in segmentation of the part3. An illustration is given by figure 5.2. Landsat TM 751, and 754 segmentations are illustrated in figure 5.3, 5.4 respectively. Visually, in the segmentation of Landsat TM 751 combination, Q4 units are very well identified. Those are almost uniquely identified without noise. It is because of Landsat TM band 1 penetrates water body, thus, Q4 Quaternary lake sediment is identified well. Also, yT3-J1 and yPR units are identified well and less noisy than the segmentation of Landsat TM 754 combination. K2 unit is better identified in the segmentation of Landsat TM 754 than the segmentation of Landsat TM 751. In general, geological units are clearly identified, though they are differently
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Figure 5.1: A legend for a segmentation result



identified in different parts. In some cases those do not match exactly, because of the partial processing. De-correlation stretch, and log residual transformation are used to reduce inter-channel correlation, and increase the color separation. The LBP segmentation requires byte data input for the processing. This is the reason why log residual transformed (section 3.3) image is not taken as a basis for segmentation. De-correlation stretched images with output of byte data enables us segmentation. In the figure 5.5, 5.6 the segmentation of de-correlation stretched bands are shown. In the segmentation of Landsat TM 751 de-correlation stretched, Q, Q4 units are very well identified. These are distinguishable, and the aT3-J1 unit is better detected compare to the segmentations of Landsat TM 751, and 754.



Figure 5.2: Comparison of segmentation results with a sample for the E1 unit (first) and without the sample for E1 unit (second)
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Figure 5.3: Segmented object image of Landsat TM 751



Figure 5.4: Segmented object image of Landsat TM 754
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Figure 5.5: Segmented object image of Landsat TM 751 de-correlation stretched



In the segmentation of Landsat TM 754 de-correlation stretched, aT3-J1, yPR, K2 units are smoothly identified, but quaternary sediments are mixed up (Q, Q4) each other, also with K1, and P-T units.



5.2 Aster SWIR The Aster SWIR data has 6 bands. As we use Landsat bands of 7, 5, 4 for the segmentation, we have chosen bands 9, 8, 4 of SWIR for segmentation. Aster SWIR 4 covers basically the same spectral region as band 5, Landsat TM, Aster SWIR 5–8 are within the range of band 7, Landsat TM, and Aster SWIR 9 is out of Landsat spectral region, but it is very close to Landsat band 7. Since decorrelation stretched bands are discriminating the units well, we have segmented using the stretched bands. In the figure 5.7 the result is illustrated. Aster SWIR segmentation is smoother and better than the Landsat TM segmentation, especially, the aT3-J1 unit is well determined. The P-T unit is determined very smooth. However, noise occurs surrounding of yT3-J1, and aT3-J1. This is because of weathering process P-T is covered by loose soil from the hill, and that part is determined as K1 unit.



5.3 5.3.1



Validation Edge images



The edge image is derived from the object image which is the result from segmentation. Object edges well represent the geological unit boundaries in comparison of reference edge and detected edge images, although, too many small
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Figure 5.6: Segmented object image of Landsat TM 754 de-correlation stretched



Figure 5.7: Segmented object image of Aster SWIR de-correlation stretched 489
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(a)



(b)



Figure 5.8: (a) Object edge image of Aster SWIR de-correlation stretched 489, (b) Reference edge image, 1:200 000 scale



object edges occur. These small objects are not occurring in reference edge image. Overview of edge images for the analysis is illustrated in figure 5.8.



5.3.2



Results



Validation carried out using CDM for the object edge images of both Landsat TM and Aster SWIR. CDM has found possible edge matching between the edge images and estimates the similarity of those edge images. The final metric gives similarity of 3.55% for Aster SWIR result and reference edge in part1. The question raises why the overall result has a very low value of similarity. First, the number of detected edges is too large. Second, displacement between detected edge and reference edge is farther than 2-3 pixel difference. Detail of the reasons related to this are discussed in the following chapter. As mentioned above, the main reason why the overall percentage of the metric is much lower for the comparison of segmentation result and reference image in this study is, that too many small objects detected, i.e., over-segmentation occurs in segmentation result compare to the reference edge. For example: Suppose we find a similarity between the segmentation of Landsat TM de-correlated bands 751 and the reference image of part1. And suppose that the total number of detected edge pixel is 134952 (say, a1 count), and that the total number of reference edge pixel is 5383 (say, b1 count). The exactly matching pixel number is 1493. Union of f detected edge pixels and g reference edge pixels, |f ∪g|=138842. See the detailed explanation of calculation algorithm in the section 4.2. Hence, the cost of this matching is calculated as follows: C(M (f, g)) = (a1 count − matchedpixelno.) + (b1 count − matchedpixelno.) + matchingcost.



(5.1)



The final result is: CDM1 = 2.5%, CDM2 = 3.55% for part1, where CDM1 is
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considering 1 pixel difference is allowed for the match, and CDM2 is allows 2 pixel difference for the match. Since the image segmentation has a large over-segmentation as compared to the reference image, we need to find a proper way to evaluate segmentation.



5.3.3



Comparison on validation



Boundary Fit Index To improve validation, the different approaches have been applied to compare edges. The Boundary Fit Index is an accuracy measure that does not take into account the number of edge pixels [19]. A scan window used to find an edge match between segmented image and reference image. The scan window was 21 pixels in size. The CDM1 is the other version of CDM, using the same formulae as CDM, but not taking into account that an edge pixel in the segmentation result can represent multiple matches. The weights are also determined by the distance. First, the Clump operator applied to reduce the amount of small objects in the edge image part1 by three clump versions. Clump window sizes were 0, it means no clump, i.e., original segmentation result, 15 and 50 pixels. Second, the different accuracy measures applied to compare the detected edge image and reference edge image. Results are in the table 5.1 The result of CDM was CDM=5.9%, on the edge map with Clump window of 15 pixels. The results are shown, that bigger clump window size, the smaller number of exact matching pixels. Though clump operator reduces the smaller objects when the clump window increases, it decreases the accuracy measures. Hence, without changing the major segmented objects, the elimination of small objects, i.e., merging into larger objects could be the way to increase accuracy measure. For this reason, Edge merging applied to detected edge image. It inspects edge image by different window size, whether the window includes small objects, i.e., that small objects is completely inside the window or not. If the window has small object inside, it delete edges. The final result of eliminating small objects inside window size of 8 by 8, 12 by 8, 8 by 12 and Table 5.1: Boundary Fit Index and CDM1 on different Clump versions Clump window size No. of reference boundary pixels No. of boundary pixels in test data No. of boundary pixels exact match No. of boundary pixels matched No. of boundary pixels union Total cost Boundary Fit Index CDM1 CDM



0



15
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5383 49246 406 3806 54223 49601.867 51.98% 8.52% -



5383 23661 260 3326 28784 25469.229 42.83% 11.51% 5.89%



5383 16786 159 2420 22010 21108.361 29.79% 4.09% -



41



5.3. Validation



(a)



(b)



Figure 5.9: (a) Object edge image of Aster SWIR de-correlation stretched 489, (b) After elimination of small objects



at maximum 30 by 30 pixels is shown in figure 5.9. Numerically, it reduces number of edge pixels by thousands. We observed that, edge map derived from reference image has 1 pixel width. Therefore, in contrast to section 3.4, we derived 1 pixel width edge map. This has almost twice less amount of edge pixels than edge image of 2 pixels width. On edge map of 1 pixel width of part1, elimination of small objects is applied. CDM result was CDM=5.19% on this. Confusion matrix The segmented object image of part1 of Aster SWIR de-correlation stretched 489 band combination is validated by the confusion matrix using reference object image. The segmentation result is illustrated earlier in figure 5.7. The overall accuracy is 71.0%. The confusion matrix is given by table 5.2. A majority filter reduces number of small objects in an image. The majority filter of 15 by 15 pixel size window is applied to the segmented object image. After this, the overall accuracy is 71.4%. It is improved little bit compare to the original image validation. The majority filtered image and the reference are illustrated in figure 5.10.
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Table 5.2: The confusion matrix with derived errors and accuracy Overall Kappa



Accuracy Coefficient



= =



71.00% 0.5141



Class PT yT3J1 K1 aT3J1 yPR Total



Ground PT 518326 805 140464 50825 23788 734208



Truth yT3J1 304 86103 95 2997 8082 97581



(pixels) K1 8772 0 8123 827 60 17782



aT3J1 3256 2836 13645 95244 21226 136207



yPR 13716 3848 1799 2621 31569 55553



Total 544374 93592 166126 152514 84725 1041331



Ground



2.39 2.08 10.02 69.93 15.58 100



24.69 6.93 6.84 4.72 56.83 100



52.28 8.99 15.95 14.65 8.14 100



PT yT3J1 K1 aT3J1 yPR Total



70.6 0.11 19.13 6.92 3.24 100



Truth 0.31 88.24 0.1 3.07 8.28 100



(percent) 49.33 0 45.68 4.65 0.34 100



Class PT yT3J1 K1 aT3J1 yPR



Commission 4.78 8 95.11 37.55 62.74



Omission 29.4 11.76 54.32 30.07 43.17



(percent)



Class PT yT3J1 K1 aT3J1 yPR



Prod. Acc. 70.6 88.24 45.68 69.93 56.83



User Acc. 95.22 92 4.89 62.45 37.26



(percent)
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(a)



(b)



Figure 5.10: (a) 15 by 15 pixel size majority filtered result of segmentation and (b) the reference image
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Discussion Based on the work that has been done, a summary of the results is given and questions that were raised during and after the experiments and were not answered, are major discussion points in this chapter.



6.1



Geological unit identification—segmentation



The current study explores a multivariate texture segmentation based on multivariate LBP operator for geological unit identification in Landsat TM and Aster SWIR images. The multivariate LBP complemented by RGB-3D color histogram is identifying the objects accurately. For the geological mapping, it provides a first sketch of the study area automatically. Segmentation could give an important division of units which is otherwise invisible. Though segmentation results show smooth and accurate object identification, it detected too many small objects, as now explained. Landsat TM and Aster SWIR are related to the solar reflection region, which brings information only from the top few microns-thick surficial features (soil, surface coatings, encrustations, dust). The thermal infrared (TIR) data, in contrast, is related to a few centimetersthick top surface zone and its emitted radiation. Since this is somewhat deeper, it may be better for geological application. Therefore the spectral features of the bedrock material are observable even if surficial coatings, encrustations are present. Further, the mineral spectra are basically additive in this region [14], and therefore rock spectra are interpretable in terms of relative mineral abundance. Although spatial resolution is low, TIR image segmentation could be applicable to various geological applications. Aster TIR image segmentation, its band combinations in TIR region, or image fusion with the SWIR region are out of the scope of the current study. On the other hand, in geological mapping we need to map bedrock, ignoring the type of surface cover. In addition, some surface cover may cross bedrock unit boundaries, and therefore obscure them from the sensor’s view, for example vegetation, alluvial fans (loose soil from a hill), loose debris from steep slopes (talus slopes). Therefore, some geological unit boundaries can not be identified by the seg-
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mentation using different bands from solar reflection region and/or thermal infrared region. Accurate interpretation needs help from geophysical measurements to penetrate the surface and reach the bedrock. Such limitations are not so serious in Mongolia or in some other regions, considering that the most area of Mongolia has sparse vegetation, outcrops are often exposed, so that segmentation is expected to be useful for accurate geological mapping. For good geological unit identification, exploring different band selections is important. In the Landsat TM image, we used band combinations of 7, 5, 4 and 7, 5, 1. Band combinations of 7, 5, 4 results give good identification of geological units. In the Aster SWIR, we used 9, 8, 4. These are not the only combinations which could be used for the segmentation. An open question is the extent to which other segmentation techniques are comparable with the LBP operator? DEM’s could be complementary information to the multivariate LBP segmentation for geological unit identification. Because terrain information is also useful to delineate boundaries between units. Specially Aster data enables DEM.



6.2



Validation technique



For quantitative validation of the segmentation result, CDM was used. CDM was implemented with different weights based on the distance between detected edge pixel and reference edge pixel locations. CDM validation finds possible matching within neighbourhoods in the certain window, and estimates the cost based on the matching. Finding possible matching is based on all possible matching between reference edge pixel and detected edge pixel. As discussed in the Results many small objects were identified in the segmented image. This is probably the main reason that only 2.5-3.55% edges correctly matched between detected edge and reference edge images. This raises the question of, how we can evaluate the obtained results properly. Visually, the segmentation result has good correspondence with geological units, but this is not reflected in the edge correspondence. There are two ways to have better matching, such as, once there is too much displacement between reference edges and detected edges, we could allow a bigger window, and many neighbours for the matching. In this study, we allowed only 2 pixel difference in all directions, i.e., 5x5 window. The other way comes from the following question. Can we merge small objects all surrounded by only one class of object into larger object? Yes, because those edges are not occurring in the reference image. This should make a great difference in the overall result. But the elimination of small objects was not been implemented, in this study. It is obvious that the scale of the geological map, that we use as a reference makes a difference for validation. In this study, we used only a small scale map 1:200 000.
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6.3



Quality of geological map



Despite the structural information on geological map, geological boundaries between different units, those bedrock and superficial deposits are of our interest in this study. We used a geological map that was made for this study on the basis of a visual image interpretion and on the field knowledge at a scale of 1:200 000 as a reference. It is generally acknowledged that geological maps are subjective and based on different concepts. The concepts (conceptual modelinference) of the mapping is outside the scope of the study. As mentioned in section 2.3 earlier geological maps were not chosen as a reference because their scale and conceptual difference make them incomparable to the segmentation result. Hence, generalization, which depends on scale, is one factor that we should consider when making the comparisons. It affects edge pixel location and number on the rasterized reference map. During digitization of a geological map there is the possibility of an error occurring on it depending on tolerance setting. But if this is less than 1 m on the ground, it does not change the edge pixel position much, considering that rasterization to 30 by 30 m pixel size takes place after digitization. How much accuracy is needed in a geological map? It depends on scale of the map. How much displacement of boundary between different geological units is accepted on the certain scale geological map? What is an acceptable tolerance? Hundreds or thousands of meters? Of course in different time, different geologists worked on geological mapping and surveying following certain standard in time using the measurement instruments available. Let us see one example of a boundary of two different geological units. In geological term, a contact is the plane between two adjacent bodies of dissimilar rock [33]. In the figure 6.1 we can see a boundary of yT3-J1 granite massive (in right side), and its contact with P-T sandstone that covered by grass (in the left side). This contact supposed to be illustrated by an edge (boundary) in a geological map. Data quality is an important issue, since RS and GIS tool enables integrity of different types of data and further for data sharing, for instance, geological map could be used as a basemap for other applications and mapping. Can the geological map be updated using image segmentation? Yes, segmentation result gives more detailed information. Depending on scale, we could use it for better detailed mapping.



6.4



Conclusion



A geologist can benefit from an enhanced remote sensing product and suitably interpret the image data, considering the various surficial features like dry channels [14]. Obviously, ground truth data is required for optimum geological mapping and lithological discrimination. According to the development and daily use of GIS and geo-databases, we are required and allowed to have more accuracy to coordinate the information. Though spectral enhancement followed by visual interpretation is generally preferred for geological-lithological discrimination purposes, as compared to the
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Figure 6.1: Contact of yT3-J1 granite and P-T sandstone



automatic approaches, we argue that automatic approach gives accurate detection (improve accuracy of delineation) in one hand, and the other hand, it gives more information to geologists about surface elements which need ground observation.
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Conclusions and recommendations 7.1



Conclusions



Conclusions based on the research work are listed below: • In this research work, multivariate texture segmentation has been successfully used for geological unit identification. The segmentation accurately identifies different objects on the images. Total accuracy is 71% in part1 segmented image, using Confusion matrix, which is standard technique to assess the classification. It also detects many small objects, which make it difficult to compare the segmented image with reference image that does not contain those small objects. • A selection of proper band combinations for the segmentation is important. In this study, the VNIR and SWIR spectral regions are used for segmentation with different range combinations. Segmentation of decorrelated Aster SWIR band combinations results into smooth and accurate geological object identification. • The discrepancy measure, CDM, is implemented for validation of segmentation. According to Zhang’s evaluation, two properties of validation are the abilities to evaluate the segmentation results in a quantitative way and on an objective basis [38]. CDM is both an objective and a quantitative discrepancy measure. From the experimental result, it is shown that CDM is too sensitive for over-segmentation. For this reason, in one hand, we have a very low similarity metric in the overall comparison between segmented and reference edge images. This discrepancy measure concerns an application that needs both reference image and segmented image. Small scale geological map is used as a reference in this study, which do not have small objects. It was the reason why we have law value of accuracy measure in the validation, in other hand. • We used different accuracy measures and validation technique. From these, it becomes clear that the whole validation procedure is subject to
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7.2. Recommendations



uncertainty. • Since more detailed object information and much more edges obtained by the segmentation, existing geological maps could be updated to have more accuracy based on the segmentation. Moreover, a large scale geological mapping, this segmented image can be used in the initial phase.



7.2



Recommendations



• For the geological unit identification, a segmentation using TIR spectral bands, and its combinations should be further explored. • Image fusion can be applied for successful identification of geological units with this segmentation. • For validation, some correction of the segmented image may be required, for instance, merging the small objects into the larger objects. Moreover, in the CDM algorithm, the window size for the matching should be increased.
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Figure 1: Uncertainty image from the segmentation of Aster SWIR de-correlation stretched 489



Figure 2: Segmented edge image of the Aster SWIR de-correlation stretched 489
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Appendix . Appendix



Figure 3: Reference edge image of the study area
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Glossary Aster—Advanced Spaceborne Thermal Emission and Reflection Radiometer CDM—Closest Distance Metric DEM—Digital Elevation Model FOM—Figure Of Merit GIS—Geographic Information System GT—Ground Truth Landsat TM—Landsat Thematic Mapper, basically Landsat 5 LBP—Local Binary Pattern LBP/VAR—Local Binary Pattern/VARiance RGB-3D—Red Green Blue-3Dimensional RS—Remote Sensing SWIR—Short-Wave InfraRed TIR—Thermal InfraRed VNIR—Visible and Near InfraRed
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